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FRACTURE MODELS FOR ELASTO-PLASTIC MATERIALS AS LIMITS

OF GRADIENT DAMAGE MODELS COUPLED WITH PLASTICITY:

THE ANTIPLANE CASE

GIANNI DAL MASO, GIANLUCA ORLANDO, AND RODICA TOADER

Abstract. We study the asymptotic behavior of a variational model for damaged elasto-
plastic materials in the case of antiplane shear. The energy functionals we consider depend

on a small parameter ε , which forces damage concentration on regions of codimension
one. We determine the Γ-limit as ε tends to zero and show that it contains an energy

term involving the crack opening.

Keywords: Damage problems, gradient damage models, elasto-plasticity, cohesive fracture, Γ-
convergence

MSC 2010: 49J45, 35Q74, 74A45, 74C05.

1. Introduction

Alessi, Marigo, and Vidoli have recently proposed a gradient damage model coupled with
plasticity to describe the evolution of an elasto-plastic material that undergoes a damage
process (see [2, 3]).

In the simplest situation of antiplane shear for an isotropic and homogeneous material,
the model can be described as follows. The reference configuration is a bounded open set
Ω ⊂ Rn (n = 2 in the case of three-dimensional bodies) and the displacement is described
by a scalar function u : Ω → R . As usual in the theory of small strain elasto-plasticity, the
displacement gradient is decomposed as

∇u = e+ p,

where e and p are vector functions, representing the elastic and the plastic part of the
strain, respectively. The damage variable is a scalar function α : Ω → [αmin, 1], with 1
corresponding to the sound material, and αmin ∈ (0, 1) representing the maximum possible
damage. We assume that the stress depends only on the elastic part of the strain, through
the formula

σ = αe.

Since the elastic energy is given by

Q(e, α) :=
1

2

∫
Ω

σ · e dx =
1

2

∫
Ω

α|e|2 dx,

for a prescribed elastic strain the stored elastic energy decreases when the damage variable
α decreases (indicating a more damaged material).

The stress constraint is given by

|σ| ≤ κ(α),
1
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where κ : [0, 1] → R is a continuous nondecreasing function with 0 ≤ κ(0) ≤ κ(1) < +∞ ,
and κ(β) > 0 for β > 0. It follows that the plastic potential, which is related to the energy
dissipated by the plastic strain, is given by

H(p, α) :=

∫
Ω

κ(α)|p|dx.

The energy dissipated by the damage process is

W(α) := b

∫
Ω

W (α) dx+ `

∫
Ω

|∇α|2 dx

where the function W : [0, 1] → R is continuous and decreasing, W (1) = 0, and b, ` > 0.
The gradient term has a regularizing effect and prevents sharp transitions of the damage.

The quasistatic evolution model introduced in [2, 3] and developed in [12, 13] is based on
the minimization of the total energy

E(e, p, α) := Q(e, α) +H(p, α) +W(α),

under the constraint ∇u = e+ p , with u satisfying prescribed boundary conditions.
The aim of this paper is to study the behavior of the functional E(e, p, α) when the

minimum problem forces the damage to be concentrated on sets of codimension one. To
obtain this behavior, we assume that the three constants αmin , b , and ` depend on a small
parameter ε > 0 in the following way:

αmin = δε, b =
1

ε
, ` = ε,

with δε/ε→ 0 as ε→ 0. With this choice the total energy becomes

(1.1) Eε(e, p, α) := Q(e, α) +H(p, α) +Wε(α),

where

(1.2) Wε(α) :=

∫
Ω

W (α)

ε
dx+ ε

∫
Ω

|∇α|2 dx.

Some comments are now in order. Let (uε, eε, pε, αε) be a minimizer of Eε with prescribed
boundary conditions. The term 1/ε in the integral of W (αε) implies that αε → 1 a.e. in Ω
as ε→ 0. On the other hand, to make Q(eε, αε) small it might be convenient to force αε to
be close to 0 around some lower dimensional set S ⊂ Ω. The interaction between the two
terms of Wε implies that Wε(αε) approximates a suitable multiple of the (n−1)-dimensional
measure of S (see [26] and [7]).

As for the dependence of αmin on ε , the hypothesis δε/ε→ 0 as ε→ 0 is crucial. Indeed,
if δε is replaced by ε , the limit problem is different (see [15], [24], and [21]) and will not be
considered in this paper.

Since H has linear growth, it is useful to extend H to the space of bounded measures
Mb(Ω;Rn), which has better compactness properties, by setting

H(p, α) :=

∫
Ω

κ(α̃)d|p|,

where α̃ denotes the quasicontinuous representative of α ∈ H1(Ω) (see [19, Section 4.8]) and
|p| is the total variation of the vector measure p . This leads us to consider the displacement
u in the space BV (Ω) of functions of bounded variation in Ω. The distributional gradient
of u will be decomposed as Du = eLn Ω +p , with e ∈ L2(Ω;Rn) and p ∈Mb(Ω;Rn). For
the sake of simplicity, in the rest of the paper we will use the shorthand notation Du = e+p .
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To describe the asymptotic behavior of Eε as ε → 0, it is convenient to define the func-
tionals Fε : BV (Ω)×H1(Ω) → [0,+∞] , depending only on the displacement u and on the
damage variable α , by

(1.3) Fε(u, α) := min
e,p
{Eε(e, p, α) : e ∈ L2(Ω;Rn), p ∈Mb(Ω;Rn), Du = e+ p}

if δε ≤ α ≤ 1 Ln -a.e. in Ω, and Fε(u, α) = +∞ otherwise. The functional Fε represents
the energy of the optimal additive decomposition of the displacement gradient. Note (see
Proposition 2.1) that the minimum in (1.3) is achieved at a unique pair (e, p), and that Fε
can be written explicitly in an integral form as

(1.4) Fε(u, α) =

∫
Ω

fε(α, |∇u|) dx+

∫
Ω

κ(α̃) d|Dsu|+Wε(α),

where ∇u is the density of the absolutely continuous part of the measure Du with respect to
the Lebesgue measure and Dsu is the singular part of Du . In order to define the integrand
fε which appears in (1.4), we first introduce the function f defined for every β ∈ (0, 1] and
t ≥ 0 by

(1.5) f(β, t) := min
0≤s≤t

[
1
2βs

2 + κ(β)(t− s)
]

=


1
2βt

2 if t ≤ κ(β)
β ,

κ(β)t− κ(β)2

2β if t ≥ κ(β)
β ,

and then we set fε(β, t) := f(β, t) if δε ≤ β ≤ 1 and fε(β, t) := +∞ otherwise.
The limit functional F is defined in the space GBV (Ω) (see [5]) of generalized functions

of bounded variation by

(1.6) F(u) :=

∫
Ω

f(1, |∇u|) dx+ κ(1)|Dcu|(Ω) +

∫
Ju

Ψ(|[u]|) dHn−1,

where Ju is the jump set of u , [u] is the difference between the traces of u on both sides of
Ju , and |Dcu| is the Cantor part of |Du| , while for every t ≥ 0

Ψ(t) := min
{

min
0≤β≤1

[
κ(β)t+ γW (β)

]
, γW (0)

}
, with(1.7)

γW (β) := 4

1∫
β

√
W (s) ds, β ∈ [0, 1].

The asymptotic behavior of the functionals Fε is obtained by studying their Γ-limit in
the space L1(Ω)×L1(Ω) as ε → 0. For the definition and properties of Γ-convergence we
refer to [14, 10]. The choice of the topology is suggested by the compactness properties of
sequences (uε, αε) with equibounded energies Fε(uε, αε) (see Theorem 5.2). Therefore the
functionals Fε defined in (1.3) are extended to L1(Ω)×L1(Ω) by setting Fε(u, α) := +∞ if
u /∈ BV (Ω) or α /∈ H1(Ω).

To describe the Γ-limit we introduce the functional F0 : L1(Ω)×L1(Ω) → [0,+∞] de-
fined by

F0(u, α) =

{
F(u) if u ∈ GBV (Ω) and α = 1 Ln-a.e. in Ω,

+∞ otherwise.

The following theorem is the main result of this paper.

Theorem 1.1. The functionals Fε Γ-converge to F0 in L1(Ω)×L1(Ω) as ε→ 0 .

The proof is obtained first in the case n = 1, where we can give a more precise description
of the behavior of the sequence of functions αε in a neighborhood of each point of the
domain Ω. The extension to the antiplane case with n ≥ 1 is obtained by a slicing argument.
Unfortunately this approach is not enough to deal with the full three-dimensional model
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introduced in [2], because in that case H(p, α) is +∞ whenever the matrix-valued plastic
strain p is not trace-free.

To study the minimum problems with Dirichlet boundary conditions, we assume in addi-
tion that Ω has a Lipschitz boundary and we fix a relatively open subset ∂DΩ of ∂Ω, where
we prescribe the displacement.

We would like to analyze the asymptotic behavior of the solutions of the minimum prob-
lems

(1.8) min
{
Fε(u, α) : u ∈ BV (Ω), α ∈ H1(Ω), u = w, α = 1 Hn−1-a.e. on ∂DΩ

}
,

where w ∈ L∞(∂DΩ). Unfortunately these problems, in general, have no solutions. As for
many other variational problems with linear growth in Du , the difficulty is given by the
attainment of the boundary condition u = w Hn−1 -a.e. on ∂DΩ.

However, for every η > 0, it is always possible to consider an η -minimizer of (1.8), defined
as a pair (uε, αε) ∈ BV (Ω)×H1(Ω), with uε = w and αε = 1 Hn−1 -a.e. on ∂DΩ, such that

Fε(uε, αε) < Iε + η,

where Iε is the infimum in (1.8).
Since the functional Fε(·, α) decreases by truncation, for every w ∈ L∞(∂DΩ) and for

every η > 0 the minimum problem (1.8) always has an η -minimizer (uε, αε) satisfying

(1.9) ||uε||L∞(Ω) ≤ ||w||L∞(∂DΩ).

In Section 5, we obtain the following result.

Theorem 1.2. Let w ∈ L∞(∂DΩ) and let ηε ↘ 0 . For every ε > 0 , let (uε, αε) ∈
BV (Ω)×H1(Ω) be a ηε -minimizer of problem (1.8) satisfying (1.9). Then αε → 1 in L1(Ω)
and a subsequence of uε converges in L1(Ω) to a minimizer u ∈ BV (Ω) of the problem

(1.10) min
{
F(u) +

∫
∂DΩ

Ψ(|u− w|) dHn−1 : u ∈ BV (Ω)
}
.

Note that in the limit problem the boundary condition u = w Hn−1 -a.e. on ∂DΩ is
relaxed. Indeed, it is replaced by the term

∫
∂DΩ

Ψ(|u− w|) dHn−1 , which penalizes the non

attainment of the prescribed boundary value. This is a typical feature of functionals with
linear growth in the gradient.

The reason why we have studied the Γ-limit of Fε , rather than the Γ-limit of the func-
tionals Eε introduced in (1.1), is that sequences (uε, αε) with supε Fε(uε, αε) < +∞ are rela-
tively compact, while this is not true for sequences (eε, pε, αε) with supε Eε(eε, pε, αε) < +∞ ,
since there is no a priori bound on eε .

A similar problem for elastic materials with damage and without plastic slips can be solved
using the approximation results for the Mumford-Shah functional obtained by Ambrosio and
Tortorelli in [6] and [7]. For the asymptotic analysis of other damage problems without
plasticity see also [20], [24], [21], [11]. For the applications to the numerical approximation
of fracture problems see [9] and the references therein.

The results of [6] and [7] correspond formally to our problem with κ(β) = +∞ for every
0 ≤ β ≤ 1. Indeed, in this case f(1, t) = 1

2 t
2 , Ψ(t) = γW (0) for t > 0, and Ψ(0) = 0.

Therefore |Dcu| = 0 whenever the Γ-limit is finite and the term depending on Ju reduces
to γW (0)Hn−1(Ju), which corresponds to Griffith’s model in fracture mechanics for a brittle
material with toughness γW (0).

In the special case κ(β) = κ(1) < +∞ for every 0 ≤ β ≤ 1, the function Ψ reduces to

Ψ(t) = min{κ(1)t, γW (0)},

which describes Dugdale’s cohesive model in fracture mechanics. A different approximation
of this model has been obtained in [11].
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In the general case Ju represents a crack (in the reference configuration) and the term

(1.11)

∫
Ju

Ψ(|[u]|) dHn−1

in (1.6), depending on the crack opening, can be seen as the energy dissipated in the process
of crack growth. The set {x ∈ ∂DΩ : u(x) 6= w(x)} can be interpreted as a crack on the
Dirichlet part of the boundary of Ω and the integral on ∂DΩ in (1.10) is the corresponding
dissipated energy.

It turns out that Ψ satisfies the following properties (see Fig. 1):

· Ψ is concave, nondecreasing, and Ψ(t) > 0 for t > 0;

· Ψ(1) min{t, 1} ≤ Ψ(t) ≤ min{κ(1)t, γW (0)} ;

· Ψ′(0) = κ(1);

· Ψ(t) = γW (0) if κ(0)t ≥ γW (0).

Since the force between the crack lips is given by the derivative of Ψ, the above properties
show that this force is always present when the crack opening is small and vanishes when
the crack opening is large enough, provided κ(0) > 0. We refer to Section 2 for a detailed
description of the behavior of Ψ when κ(0) = 0.

0 1

γW (0)

Ψ(1)t

κ(1)t

Figure 1. Graph of the crack energy density Ψ(t) .

For every u ∈ GBV (Ω), the functional F can be written as

F(u) = min
e,p

{1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ Ju) +

∫
Ju

Ψ(|[u]|) dHn−1
}

where the minimum is taken among all e ∈ L2(Ω;Rn), p ∈ Mb(Ω;Rn) such that ∇uLn +
Dcu = e+p as measures on Ω\Ju (see Proposition 2.2). Moreover, this minimum is attained
at a unique pair. In conclusion the functional F can be interpreted as the total energy of
an elasto-plastic material with a cohesive fracture.

The paper is organized as follows. In Section 2 we fix the notation, we list some useful
properties of the function f , and we describe in detail the density Ψ of the crack energy
of the limit problem. Section 3 is devoted to the proof of the main theorem in the one-
dimensional case. The general case is studied in Section 4, where the Γ-liminf inequality
is proved by a slicing argument, whereas the Γ-limsup inequality is obtained by using an
integral representation result. In Section 5 we establish the convergence of minimizers of
some model problems.

2. Notation and preliminaries

Throughout the paper Ω is a bounded open set of Rn and A(Ω) denotes the class of
all open subsets contained in Ω. The notation A b B means that A is relatively compact
in B .
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Since in Theorems 1.1, 1.2 it is enough to prove the result along every sequence εk → 0,
we fix once and for all a sequence εk → 0 and we use the shorthand notation δk := δεk ,
fk := fεk , Fk := Fεk , Wk :=Wεk , and Ek := Eεk .

Functional setting. The space of bounded Rn -valued Radon measures on Ω is denoted
by Mb(Ω;Rn). It can be regarded as the dual of the Banach space C0(Ω;Rn) of continuous
functions on Ω vanishing on ∂Ω. The notion of weak* convergence on Mb(Ω;Rn) always
refers to this duality.

For the definition and the main properties of the space of functions of bounded variation
BV (Ω) see, e.g., [5, 19]. We recall that for every function u ∈ BV (Ω), the Lebesgue
decomposition of the bounded measure Du ∈Mb(Ω;Rn) is given by

Du = Dau+Dsu = ∇uLn +Dsu

where ∇u is the approximate gradient of u , Ln is the Lebesgue measure on Rn , and the
measure Dsu is singular with respect to the Lebesgue measure. It can be further decomposed
as

Dsu = Dcu+Dju = Dcu+ [u]νuHn−1 Ju

where Hn−1 is the (n − 1)-dimensional Hausdorff measure, Ju is the jump set of u , νu is
the normal to the Hn−1 -rectifiable set Ju , [u] = u+ − u− is the jump of u , and Dcu is the
Cantor part of Du , which is a singular measure with respect to the Lebesgue measure and
vanishes on all Borel sets B ⊂ Rn with Hn−1(B) < +∞ . The precise representative ũ(x)
of u is defined for Hn−1 -a.e. x in Ω\Ju as the limit of the averages of u on the balls Bρ(x)
as ρ→ 0+ .

A function u is in GBV (Ω) if the truncated functions uλ := min{max{−λ, u}, λ} belong
to BVloc(Ω) for every λ > 0. The fine properties of generalized functions of bounded
variation are listed in [5, Theorem 4.34]. In particular the approximate gradient is well-
defined Ln -a.e. on Ω. By [4, Lemma 2.10], if

sup
λ>0
|Dcuλ|(Ω) < +∞ ,

there exists a Radon measure Dcu ∈Mb(Ω;Rn) such that

|Dcu|(B) = sup
λ>0
|Dcuλ|(B) ,

for every Borel set B ⊂ Ω.

Capacity and quasicontinuous representatives. For the notion of capacity we refer,
e.g., to [19, 23, 25, 27]. Here we just recall some useful definitions and properties.

A property is said to hold Cap-quasi everywhere (abbreviated as Cap-q.e.) if it holds
except for a subset of capacity zero.

A function β : Ω → R is Cap-quasicontinuous if for every ε > 0 there exists a set Eε
with Cap(Eε) < ε such that β|Ω\Eε is continuous. For every function α ∈ H1(Ω) there
exists a Cap-quasicontinuous representative α̃ , i.e., a Cap-quasicontinuous function α̃ such
that α̃ = α Ln -a.e. in Ω. The Cap-quasicontinuous representative is essentially unique,
that is, if β is another Cap-quasicontinuous representative of α , then β = α̃ Cap-q.e. in Ω.
Moreover it can be proved that (see [19, Theorem 4.8.1])

(2.1) lim
ρ→0+

1

|Bρ(x)|

∫
Bρ(x)

|α(y)− α̃(x)|dy = 0 for Cap-a.e. x ∈ Ω.

We recall that if E ⊂ Rn is such that Cap(E) = 0, then its s-dimensional Hausdorff
measure Hs(E) vanishes for every s > n − 2. As a consequence, the Cap-quasicontinuous
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representative of a function α ∈ H1(Ω) is well defined Hn−1 -a.e. in Ω. Therefore for every
α ∈ H1(Ω) the integral ∫

Ω

κ(α̃) dµ

makes sense for every measure µ ∈Mb(Ω) which vanishes on Hn−1 -negligible sets.

The energy of the optimal decomposition. We now provide an explicit expression for
the minimum value in (1.3).

Proposition 2.1. Let Fk be the functional defined in (1.3). Then for every u ∈ BV (Ω) and
for every α ∈ H1(Ω) , with δk ≤ α ≤ 1 , there exists a unique pair (e, p) with e ∈ L2(Ω;Rn)
and p ∈Mb(Ω;Rn) such that Du = e+ p and

Fk(u, α) = Ek(e, p, α).

Moreover

Fk(u, α) =

∫
Ω

f(α, |∇u|) dx+

∫
Ω

κ(α̃) d|Dsu|+Wk(α),

where f is the function defined in (1.5).

Proof. The proof of the existence of a minimizing pair (e, p) is straightforward, and the
uniqueness follows from the strict convexity of the L2 norm.

Let us prove the integral formula for Fk . The inequality

Fk(u, α) ≥
∫
Ω

f(α, |∇u|) dx+

∫
Ω

κ(α̃) d|Dsu|+Wk(α)

is trivial. To prove the opposite inequality, we fix u ∈ BV (Ω), α ∈ H1(Ω) with δk ≤ α ≤ 1,
and we define

e(x) :=

{
∇u(x) if |∇u(x)| ≤ κ(α(x))

α(x) ,
κ(α(x))
α(x)

∇u(x)
|∇u(x)| if |∇u(x)| ≥ κ(α(x))

α(x) ,

so that e ∈ L2(Ω;Rn) and

1

2
α(x)|e(x)|2 + κ(α(x))|∇u(x)− e(x)| = f(α(x), |∇u(x)|)

for a.e. x ∈ Ω. Let p := Du− e ∈Mb(Ω;Rn), whose Lebesgue decomposition is

p = (∇u− e)Ln +Dsu.

We have

Fk(u, α) ≤ 1

2

∫
Ω

α|e|2 dx+

∫
Ω

κ(α̃) d|p|+Wk(α)

=
1

2

∫
Ω

α|e|2 + κ(α)|∇u− e|dx+

∫
Ω

κ(α̃) d|Dsu|+Wk(α)

=

∫
Ω

f(α, |∇u|) dx+

∫
Ω

κ(α̃) d|Dsu|+Wk(α).

This concludes the proof. �

The same argument can be used to prove the following characterization of the func-
tional F .
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Proposition 2.2. Let F be the functional defined in (1.6). Then for every u ∈ GBV (Ω)
with F(u) < +∞ we have

(2.2) F(u) = min
e,p

{1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ Ju) +

∫
Ju

Ψ(|[u]|) dHn−1
}
,

where the minimum in (2.2) is taken among all e ∈ L2(Ω;Rn) , p ∈ Mb(Ω;Rn) such that
∇uLn+Dcu = e+p as measures on Ω\Ju . Moreover, the minimum is attained at a unique
pair (e, p) .

We conclude with some remarks on the function f used in Proposition 2.1. From the very
definition of f (see (1.5)) it follows that f(β, t) is increasing with respect to β and convex
with respect to t . Moreover, from the explicit formula it is immediate to deduce that there
exists a constant C > 0 such that

(2.3)
1

C
t− C ≤ f(1, t) ≤ Ct

for all t ≥ 0. Finally, we notice that

(2.4) f(β, λt) ≤ λ2f(β, t)

for every λ ≥ 1, β ∈ (0, 1], and t ≥ 0.

Semicontinuity of the functionals Fk . In the next result, for every k we discuss the
semicontinuity properties of the functional Fk introduced in (1.3).

Proposition 2.3. Let uj , u ∈ BV (Ω) and αj , α ∈ H1(Ω) , δk ≤ αj ≤ 1 be such that

uj → u strongly in L1(Ω),

αj ⇀ α weakly in H1(Ω),

as j → +∞ . Then

(2.5) Fk(u, α) ≤ lim inf
j→+∞

Fk(uj , αj).

Proof. In a first instance, let us prove the theorem in the case ||uj ||L∞(Ω) ≤ M . Moreover,
let us assume that κ is a Lipschitz function.

We may assume that the liminf in (2.5) is finite and, up to extracting a subsequence, that
Fk(uj , αj) is equibounded with respect to j . Let us fix ej ∈ L2(Ω;Rn) and pj ∈Mb(Ω;Rn)
such that Duj = ej + pj and Fk(uj , αj) = Ek(ej , pj , αj) (see Proposition 2.1). Since ej is
bounded in L2(Ω;Rn) and pj is bounded in Mb(Ω;Rn), we have that

ej ⇀ e weakly in L2(Ω;Rn)

pj
∗
⇀ p weakly* in Mb(Ω;Rn),

up to a subsequence. This implies that Du = e + p . It is not restrictive to assume that
αj → α Ln -a.e. in Ω. Then, since the sequence αj is uniformly bounded in L∞(Ω), we
have that

√
αjej ⇀

√
αe weakly in L2(Ω;Rn)

as j → +∞ . This implies ∫
Ω

α|e|2 dx ≤ lim inf
j→+∞

∫
Ω

αj |ej |2 dx.

Thus, to conclude the proof of (2.5), it suffices to show that∫
Ω

κ(α̃) d|p| ≤ lim inf
j→+∞

∫
Ω

κ(α̃j) d|pj |,
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since the other terms of the functional can be treated in a simple way. In order to prove this
inequality, we just need to show that

(2.6) κ(α̃j)pj
∗
⇀ κ(α)p weakly* in Mb(Ω;Rn).

Let us start by noticing that κ(αj)uj , κ(α)u ∈ BV (Ω) and

D(κ(αj)uj) = ∇(κ(αj))uj + κ(α̃j)Duj

D(κ(α)u) = ∇(κ(α))u+ κ(α̃)Du.

Indeed, since uj is bounded in L∞ and κ is a Lipschitz function, the formulas above are
true if αj and α are C1 functions. Then they can be extended to the case αj , α ∈ H1(Ω)
by an approximation argument, based on the fact that strong convergence in H1(Ω) implies
Cap-q.e. pointwise convergence (for a subsequence) of the quasicontinuous representatives,
which implies Duj -a.e. and Du-a.e. convergence, respectively.

The measures κ(α̃j)Duj are uniformly bounded in Mb(Ω;Rn) and ∇(κ(αj)) ⇀ ∇(κ(α))
weakly in L2(Ω;Rn), which implies that ∇(κ(αj))uj ⇀ ∇(κ(α))u , weakly in L2(Ω;Rn).
Hence the measures D(κ(αj)uj) are uniformly bounded in Mb(Ω;Rn). Since κ(αj)uj →
κ(α)u in L1(Ω), we have that D(κ(αj)uj)

∗
⇀ D(κ(α)u) weakly* in Mb(Ω;Rn), and there-

fore, by difference, κ(α̃j)Duj
∗
⇀ κ(α̃)Du weakly* in Mb(Ω;Rn). We conclude that (2.6)

holds, taking into account that κ(αj)ej ⇀ κ(α)e weakly in L2(Ω;Rn).
To remove the assumption that κ is Lipschitz, we approximate κ from below with Lips-

chitz functions κh ↗ κ . By applying the previous step, we deduce that∫
Ω

κh(α̃) d|p| ≤ lim inf
j→+∞

∫
Ω

κh(α̃j) d|pj | ≤ lim inf
j→+∞

∫
Ω

κ(α̃j) d|pj |

and then we pass to the limit in h . This concludes the proof of (2.5) when uj is bounded
in L∞(Ω).

The extension to the unbounded case is obtained by a truncation argument. �

The density of the crack energy. In this subsection we study the main qualitative
properties of the function Ψ defined in (1.7). It is convenient to introduce the function
Φ: [0,+∞)→ R defined by

(2.7) Φ(t) := min
0≤β≤1

[
κ(β)t+ γW (β)

]
,

so that

(2.8) Ψ(t) = min{Φ(t), γW (0)}.

Since κ(β) > 0 for β > 0 and γW (0) > 0, we have Φ(t) ≥ Ψ(t) > 0 for every t > 0.
Since Φ and Ψ are obtained as minimum of nondecreasing affine functions, they are concave
and nondecreasing. Therefore the inequality Ψ(t) > 0 implies that

(2.9) Ψ(1) min{t, 1} ≤ Ψ(t).

For every β ∈ [0, 1] we have κ(0)t ≤ κ(β)t + γW (β), hence κ(0)t ≤ Φ(t). Moreover, the
equality γW (1) = 0 implies that Φ(t) ≤ κ(1)t . Therefore we have

(2.10) κ(0)t ≤ Φ(t) ≤ κ(1)t for every t ≥ 0,

which gives

(2.11) min{κ(0)t, γW (0)} ≤ Ψ(t) ≤ min{κ(1)t, γW (0)} for every t ≥ 0.

In particular, if κ(0) > 0, then

(2.12) Ψ(t) = γW (0) for t ≥ γW (0)

κ(0)
.
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When κ(0) = 0, we always have

Φ(t) ≤ κ(0)t+ γW (0) = γW (0),

so that, in this case,

(2.13) Ψ(t) = Φ(t) for every t ≥ 0.

In the following proposition we show that, in any case, the function Ψ approaches the value
γW (0) at infinity.

Proposition 2.4. We have that

(2.14) lim
t→+∞

Ψ(t) = γW (0).

Proof. Since Ψ is nondecreasing, it suffices to prove the proposition when Ψ(t) < γW (0) for
every t ≥ 0. In this case

Ψ(t) = Φ(t) = κ(βt)t+ γW (βt)

for some βt ∈ (0, 1]. Let us prove that βt → 0 as t → +∞ . If lim supt βt =: ` > 0, then
there would exist a sequence tj → +∞ such that βtj ≥ `/2, in turn implying that

κ(`/2)tj ≤ κ(βtj )tj + γW (βtj ) = Ψ(tj) < γW (0).

This would lead to a contradiction as j → +∞ , and therefore βt → 0 as t→ +∞ . Since

γW (βt) ≤ κ(βt)t+ γW (βt) ≤ sup
s≥0

Ψ(s) ≤ lim
s→+∞

Ψ(s),

by letting t→ +∞ we obtain γW (0) ≤ lim
s→+∞

Ψ(s). �

In general, when κ(0) = 0, it may happen that Ψ(t) < γW (0) for every t ≥ 0, as the
following example shows.

Example 2.5. Let us consider the functions

κ(β) := β2 and W (β) :=
(1− β)2

4
.

In this way γW (β) = (1− β)2 . Then it is immediate to see that

Ψ(t) = min
0≤β≤1

[
(1 + t)β2 − 2β + 1

]
=

t

1 + t
< 1 = γW (0).

Nevertheless, if κ(β) tends to zero slowly enough as β → 0, we still have Ψ(t) = γW (0)
for some t > 0, as shown in the following proposition.

Proposition 2.6. Assume that

(2.15) lim inf
β→0+

κ(β)

β
> 0.

Then there exists t0 such that Ψ(t) = γW (0) for t ≥ t0 .

Proof. Suppose, by contradiction, that for every j ∈ N there exists βj ∈ (0, 1] such that

(2.16) κ(βj)j + γW (βj) < γW (0).

Arguing as in the proof of Proposition 2.4, we get that βj → 0 as j → +∞ .
From (2.16) it follows that

j ≤ γW (0)− γW (βj)

κ(βj)
,
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which implies, by (2.15), that

+∞ = lim sup
j→+∞

γW (0)− γW (βj)

κ(βj)
≤ lim sup

β→0+

γW (0)− γW (β)

β

β

κ(β)

= γ′W (0) lim sup
β→0+

β

κ(β)
= 4
√
W (0) lim sup

β→0+

β

κ(β)
< +∞.

This contradiction concludes the proof of the proposition. �

We now investigate the regularity properties of Φ and Ψ. Since these functions are
concave they admit left and right derivatives at every every point. The following proposition
provides the connection between κ and the derivatives of Φ. For every function g(t), the
left and right derivatives are denoted by g′−(t) and g′+(t), respectively.

Proposition 2.7. Let t ∈ [0,+∞) and let βmin
t , βmax

t ∈ [0, 1] be the smallest and the greatest
solution of the minimum problem (2.7) which defines Φ(t) . Then

(2.17) Φ′+(t) = κ(βmin
t ) for t ≥ 0 and Φ′−(t) = κ(βmax

t ) for t > 0.

If βmin
t = βmax

t , then Φ is differentiable at t and Φ′(t) = κ(βmin
t ) . If βmin

t < βmax
t , then Φ

is not differentiable at t .

Proof. Let us fix t > 0 and let βt be such that Φ(t) = κ(βt)t+γW (βt). First of all we prove
that

(2.18) Φ′+(t) ≤ κ(βt) ≤ Φ′−(t).

By the definition of Φ, for every s ≥ 0 we have Φ(s) ≤ κ(βt)s + γW (βt). By the choice of
βt , this implies Φ(s) ≤ κ(βt)(s− t) + Φ(t), which leads immediately to (2.18).

To prove the first equality in (2.17), let us now fix t ≥ 0. Since Φ is concave, there
exists a decreasing sequence tj → t such that Φ is differentiable at every tj . Let βj ∈
[0, 1] be such that Φ(tj) = κ(βj)tj + γW (βj). A subsequence of βj converges to some
β∗ . Passing to the limit in the previous equality, by the continuity of κ , Φ, and γW we
get Φ(t) = κ(β∗)t + γW (β∗), which implies βmin

t ≤ β∗ , and hence κ(βmin
t ) ≤ κ(β∗). As

Φ′−(tj) = Φ′+(tj), by (2.18) we have that Φ′(tj) = κ(βj) → κ(β∗). Using the monotonicity
of the difference quotients of Φ, it is easy to prove that Φ′(tj) → Φ′+(t) as j → +∞ . This

implies that Φ′+(t) = κ(β∗). Therefore, the inequality κ(βmin
t ) ≤ κ(β∗) together with (2.18)

gives Φ′+(t) = κ(βmin
t ), which concludes the proof of the first part of (2.17). The proof of

the second part is analogous.
The statement about the differentiability of Φ is an obvious consequence of (2.17). As for

the last statement, if βmin
t < βmax

t we have κ(βmin
t )t + γW (βmin

t ) = κ(βmax
t )t + γW (βmax

t ).
Since γW is injective, we have also γW (βmin

t ) 6= γW (βmax
t ), which excludes the case t = 0 and

implies κ(βmin
t ) 6= κ(βmax

t ). Then (2.17) gives Φ′+(t) < Φ′−(t), hence Φ is not differentiable
at t . �

Remark 2.8. If κ(0) > 0, by (2.12) there exists t0 > 0 such that Ψ(t) = Φ(t) < γW (0) for
0 ≤ t < t0 and Φ(t) = γW (0) for t ≥ t0 . It is clear that Ψ′−(t0) = Φ′−(t0) and Ψ′+(t0) = 0.
By Proposition 2.7 we have that Φ′−(t0) = κ(βmax

t0 ) > 0, so that Ψ′−(t0) > Ψ′+(t0).

We also provide an example in which κ(0) = 0 and Ψ, equal to Φ by (2.13), is not
everywhere differentiable.

Example 2.9. Let us define

κ(β) :=
√
β and W (β) :=

(1− β)2

4
,

so that γW (β) = (1 − β)2 . For 0 < t < 8
3
√

3
, the function Θt(β) := κ(β)t + γW (β) has

exactly two local minimum points in [0, 1]: the first one is 0, whereas the second one is a point



12 G. DAL MASO, G. ORLANDO, AND R. TOADER

αt ∈ (0, 1). For 0 < t < 4
√

2
3
√

3
, the global minimum of Θt is attained only at αt ; for t > 4

√
2

3
√

3
,

the global minimum of Θt is attained only at 0 (see Figure 2). For t0 = 4
√

2
3
√

3
, there are two

different global minimum points: 0 and αt0 . By the last statement of Proposition 2.7, Φ is
not differentiable at t0 . The previous analysis shows that Φ(t) = Θt(αt) < Θt(0) = γW (0)
for t < t0 , while Φ(t) = Θt(0) = γW (0) for t ≥ t0 . So, in this example, the function Φ is
not differentiable at the first point where it attains the constant value γW (0).

0

1

β1

for t < 4
√

2
3
√

3
Θt

for t > 4
√

2
3
√

3
Θt

Figure 2. Graph of Θt(β) for different values of t .

Remark 2.10. If for every t ≥ 0 the minimum problem (2.7) in the definition of Φ has a
unique solution, then Φ is differentiable everywhere. Since it is concave, we conclude that
it is of class C1([0,+∞)). The uniqueness of the solution of (2.7) is always satisfied if κ is

convex. Indeed γW is strictly convex, because its derivative −4
√
W is increasing. If κ is

convex, κ(0) = 0 and κ′+(0) > 0, then Ψ = Φ by (2.13), Ψ is differentiable by the previous
analysis, and by Proposition 2.6 there exists t0 > 0 such that Ψ(t) < γW (0) for t < t0 and
Ψ(t) = γW (0) for t ≥ t0 . Note that in this case Ψ is differentiable at the first point in which
it attains the constant value γW (0).

3. Proof of the main result in the one-dimensional case

In this section we prove Theorem 1.1 when n = 1. We recall that in dimension one all
Sobolev functions have a continuous representative. Without specifying it further again, we
will always identify a function α ∈ H1(Ω) with its continuous representative.

We start with the proof of the Γ-liminf inequality. Let us fix a sequence (uk, αk) in
L1(Ω)×L1(Ω) and u ∈ L1(Ω) such that

(3.1) (uk, αk)→ (u, 1) in L1(Ω)×L1(Ω).

We want to prove that

(3.2) F0(u, 1) ≤ lim inf
k→+∞

Fk(uk, αk).

It is not restrictive to assume that the liminf in (3.2) is finite, hence

(3.3) uk ∈ BV (Ω), αk ∈ H1(Ω), and δk ≤ αk ≤ 1,

where δk = δεk > 0 is the sequence fixed in the introduction such that δk/εk → 0.
To obtain an estimate from below of the liminf, we will carry out a careful analysis of

the regions on which the damage is concentrating as εk → 0. To do this, we will study the
Γ-convergence of the sequence of functions αk defined on the space Ω endowed with the
topology induced by R . This notion will be denoted by Γ(R)-convergence.

It is enough to prove (3.2) when Ω is an interval, since the liminf is superadditive. Let
ek ∈ L2(Ω) and pk ∈Mb(Ω) be two sequences such that

(3.4) Duk = ek + pk in Ω.
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We will prove that u ∈ BV (Ω) and

(3.5) F(u) ≤ lim inf
k→+∞

Ek(ek, pk, αk).

We may assume that the liminf in (3.5) is finite and, up to extracting a subsequence, that it
is actually a limit, so that

(3.6) Ek(ek, pk, αk) ≤ c for every k,

for some c ∈ R . We now extract a subsequence of αk , not relabeled, such that

(3.7) αk Γ(R)-converges to some function α : Ω→ [0, 1] .

Remark 3.1. For every λ ∈ [0, 1) the set {α ≤ λ} is finite. Indeed, let E = {x1, . . . , xr}
be any finite subset of {α ≤ λ} and let σ > 0 be such that the intervals [xi − σ, xi + σ] ,
i = 1, . . . , r , are pairwise disjoint and contained in Ω. Since αk Γ(R)-converges to α , for
every i there exists a recovery sequence xik ∈ (xi−σ/2, xi +σ/2) converging to xi and such
that αk(xik)→ α(xi) as k → +∞ . Moreover, since αk(x)→ 1 for a.e. x ∈ Ω, it is possible
to find xi − σ < yi1 < xik < yi2 < xi + σ such that αk(yi1)→ 1, αk(yi2)→ 1. Using Young’s
inequality, from (3.6) we deduce that

c ≥
r∑
i=1

xi+σ∫
xi−σ

[W (αk)

εk
+ εk|α′k|2

]
dx

≥ 2

r∑
i=1

[ xik∫
yi1

√
W (αk)|α′k|dx+

yi2∫
xik

√
W (αk)|α′k|dx

]

= 2

r∑
i=1

[ αk(yi1)∫
αk(xik)

√
W (s) ds+

αk(yi2)∫
αk(xik)

√
W (s) ds

]
and letting k → +∞

c ≥ 4

r∑
i=1

1∫
α(xi)

√
W (s) ds =

r∑
i=1

γW (α(xi)) ≥ H0(E)γW (λ),

since H0 is the counting measure. It follows that

(3.8) H0(E) ≤ c

γW (λ)
.

Since E was an arbitrary finite subset of {α ≤ λ} and the right hand side of the estimate (3.8)
does not depend on E , we conclude that {α ≤ λ} is finite.

Remark 3.2. Let λ ∈ [0, 1) and let K be a compact set such that K ⊂ {α > λ} . Since
α is lower semicontinuous, we have that λ < minK α ≤ lim infk minK αk , where the last
inequality follows from the lower semicontinuity with respect to the Γ(R)-convergence of the
minimum on compact sets. It follows that αk > λ on K for k large enough.

Lemma 3.3. Assume (3.1), (3.3), (3.4), (3.6), and (3.7). The function u belongs to BV (Ω)
and there exist a subsequence of (ek, pk) (not relabeled), a function e ∈ L2(Ω) , and a measure
p ∈Mb(Ω) such that

Du = e+ p in Ω,(3.9)

ek ⇀ e weakly in L2(A),(3.10)

pk
∗
⇀ p weakly* in Mb(A)(3.11)

for every open set A b {α > 0} .
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Proof. Since {α ≤ 1
2} is finite by Remark 3.1, we can find λ ∈ (0, 1

2 ) such that

(3.12) λ < min{α(x) : α(x) ≤ 1
2 , α(x) > 0}.

From (3.12) it follows that {α ≤ λ} = {α = 0} . Let us consider a sequence of open sets Aj
such that

(3.13) Aj b Aj+1,

+∞⋃
j=1

Aj = {α > λ}.

Fix j ≥ 1. By Remark 3.2, αk > λ on Aj for k large enough. From (3.6) we deduce

c ≥
∫
Aj

αk|ek|2 dx ≥ λ
∫
Aj

|ek|2 dx

and hence ||ek||2L2(Aj)
≤ c/λ . Therefore there exists a subsequence, which we do not relabel,

such that

ek ⇀ ej weakly in L2(Aj),

and by a diagonal argument it is possible to extract a subsequence, not depending on j , such
that

ek ⇀ ej weakly in L2(Aj) for every j ≥ 1.

By the lower semicontinuity of the norm, we have ||ej ||2L2(Aj)
≤ c/λ . Therefore there exists

a function e ∈ L2(Ω) such that e = ej on Aj , for every j . It follows that

(3.14) ek ⇀ e weakly in L2(Aj).

On the other hand, since κ is nondecreasing and by (3.6),

c ≥
∫
Aj

κ(αk) d|pk| ≥ κ(λ)|pk|(Aj),

from which it follows that pk is bounded in Mb(Aj). Thus there exists a subsequence (which
we do not relabel) and a measure pj ∈Mb(Aj) such that

pk
∗
⇀ pj weakly* in Mb(Aj).

By a diagonal argument, there exists a subsequence, not depending on j , such that

pk
∗
⇀ pj weakly* in Mb(Aj) for every j ≥ 1.

By the lower semicontinuity of the total variation, it follows that |pj |(Aj) ≤ c/κ(λ), and
hence there exists a measure p ∈ Mb({α > 0}) such that p Aj = pj , for every j . This
yields

(3.15) pk
∗
⇀ p weakly* in Mb(Aj).

From (3.14) and (3.15), it follows that u ∈ BV (Aj), Du = e+ p in Aj , and Duk
∗
⇀ Du

in Mb(Aj), for every j ≥ 1. Since

||e||2L2(Aj)
≤ c

λ
and |p|(Aj) ≤

c

κ(λ)
for every j ≥ 1,

we deduce that u ∈ BV ({α > 0}), with Du = e+ p in the open set {α > 0} . Since the set
{α = 0} is finite and the right and left limits u+ and u− are well defined and finite on each
point of {α = 0} , we conclude that u ∈ BV (Ω). The measure p ∈ Mb(Ω) extended to Ω
by

p := p {α > 0}+ (u+ − u−)H0 {α = 0}
satisfies (3.11) and (3.9). �
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Remark 3.4. If {α = 0} 6= Ø, the assumptions of Lemma 3.3 do not imply that the sequence
ek is bounded in L2(Ω), as the following example shows. Let Ω be the interval (−1, 1),
εk = 1

k ,

uk :=


0 in (−1,− 1

2k ) ,

kx+ 1
2 in [− 1

2k ,
1
2k ] ,

1 in ( 1
2k , 1) ,

αk :=


1 in (−1,− 1

k ) ∪ ( 1
k , 1) ,

δk in (− 1
2k ,

1
2k ) ,

−2k(1− δk)(x+ 1
2k ) + δk in [− 1

k ,−
1
2k ] ,

2k(1− δk)(x− 1
2k ) + δk in [ 1

2k ,
1
k ] .

ek := Duk in (−1, 1), and pk := 0 in (−1, 1). Then

u =

{
0 in (−1, 0) ,

1 in (0, 1) ,
α =

{
1 in (−1, 0) ∪ (0, 1) ,

0 in {0} ,

and it is easy to see that the assumptions of Lemma 3.3 are satisfied, while ek = 1
2k on

(− 1
k ,

1
k ), hence it is unbounded in L2(Ω).

Remark 3.5. Assume κ(0) > 0. By (3.6) and (1.1), we obtain that |pk|(Ω) is bounded
uniformly with respect to k . This implies that there exists a subsequence (not relabeled)
and q ∈ Mb(Ω) such that pk converges to q weakly* in Mb(Ω). It is easy to see that
q {α > 0} = p {α > 0} , but, in general, q {α = 0} 6= p {α = 0} = (u+−u−)H0 {α = 0} .
Indeed, in the example of the previous remark, Lemma 3.3 gives e = 0 in (−1, 1) and
p = H0 {0} in (−1, 1). On the other hand, the weak* limit q of pk is identically zero,
which is obviously different from p on {α = 0} = {0} .

We are now able to prove (3.5).

Proposition 3.6. Let e ∈ L2(Ω) and p ∈ Mb(Ω) be given by Lemma 3.3, in such a way
that (3.9), (3.10), and (3.11) hold. Then

1

2

∫
Ω

|e|2 dx ≤ lim inf
k→+∞

1

2

∫
Ω

αk|ek|2 dx,(3.16)

κ(1)|p|(Ω \ Ju) +
∑
x∈Ju

Ψ(|[u](x)|) ≤ lim inf
k→+∞

[H(pk, αk) +Wk(αk)].(3.17)

Moreover, (3.5) holds.

Proof. Let us fix η ∈ (0, 1]. By Remark 3.1, the set {α ≤ 1−η} is finite, hence we can write
{α ≤ 1− η} = {x1, . . . , xr} with x1 < · · · < xr . Moreover, let ∂Ω = {x0, xr+1} . Finally, let
σ0 > 0 be such that the intervals [xi − σ0, xi + σ0] , i = 0, . . . , r + 1, are pairwise disjoint.
For σ ∈ (0, σ0), let

Aσ := Ω \
( r+1⋃
i=0

[xi − σ, xi + σ]
)
.

Since Aσ b {α > 1−η} , we have αk > 1−η for k large enough, by Remark 3.2. Moreover
(3.10) and (3.11) hold with A = Aσ . By the lower semicontinuity of the norm in L2(Aσ)
and in Mb(Aσ), it follows that

1− η
2

∫
Aσ

|e|2 dx ≤ lim inf
k→+∞

1− η
2

∫
Aσ

|ek|2 dx ≤ lim inf
k→+∞

1

2

∫
Ω

αk|ek|2 dx,(3.18)

κ(1− η)|p|(Aσ) ≤ lim inf
k→+∞

κ(1− η)|pk|(Aσ) ≤ lim inf
k→+∞

∫
Aσ

κ(αk) d|pk|.(3.19)
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Let i = 1, . . . , r . Arguing as in Remark 3.1, we can find a sequence xik → xi , with αk(xik)→
α(xi), and xi − σ < yi1 < xik < yi2 < xi + σ such that αk(yi1)→ 1, αk(yi2)→ 1, yielding

lim inf
k→+∞

xi+σ∫
xi−σ

[W (αk)

εk
+ εk|α′k|2

]
dx

≥ lim inf
k→+∞

2
[ xik∫
yi1

√
W (αk)|α′k|dx+

yi2∫
xik

√
W (αk)|α′k|dx

]
≥ γW (α(xi)).

(3.20)

If α(xi) = 0, the only estimate from below we can obtain is

(3.21) lim inf
k→+∞

∫
[xi−σ,xi+σ]

κ(αk) d|pk| ≥ 0.

Indeed, the example in Remark 3.5 shows that we cannot get a better estimate, even if
κ(0) > 0.

If, instead, α(xi) > 0, we can fix ω > 0 such that α(xi)−ω > 0. Since αk Γ(R)-converges
to α , then

α(xi) = sup
ρ>0

lim inf
k→+∞

inf
|x−xi|<ρ

αk(x),

and therefore there exists ρi > 0 such that

α(xi)− ω < lim inf
k→+∞

inf
|x−xi|<ρi

αk(x),

from which it follows that for k large enough

α(xi)− ω < inf
|x−xi|<ρi

αk(x).

Hence, if σ0 = σ0(ω) > 0 is small enough, by (3.11) we obtain

κ(α(xi)− ω)|p({xi})| ≤ κ(α(xi)− ω)|p|((xi − σ, xi + σ))

≤ lim inf
k→+∞

κ(α(xi)− ω)|pk|((xi − σ, xi + σ)) ≤ lim inf
k→+∞

∫
[xi−σ,xi+σ]

κ(αk) d|pk|,(3.22)

for every σ ∈ (0, σ0). Summing (3.19)–(3.22), by the superadditivity of the liminf we deduce
that

κ(1− η)|p|(Aσ) +
∑

x∈{0<α≤1−η}

κ(α(x)− ω)|p({x})|+
∑

x∈{α≤1−η}

γW (α(x))

≤ lim inf
k→+∞

[H(pk, αk) +Wk(αk)].
(3.23)

Letting σ → 0+ , ω → 0+ , and then η → 0+ in (3.18) and (3.23), we obtain (3.16) and

κ(1)|p|({α = 1}) +
∑

x∈{0<α<1}

κ(α(x))|p({x})|+
∑

x∈{α<1}

γW (α(x))

≤ lim inf
k→+∞

[H(pk, αk) +Wk(αk)].
(3.24)

By (3.9) and by the general properties of the Cantor part of Du , we have p(B \ Ju) = 0 for
every countable set B . Since {α < 1} is countable, using the definition of Ψ (see (1.7)) and
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the inequality Ψ(z) ≤ κ(1)|z| , we get

κ(1)|p|(Ω \ Ju) +
∑
x∈Ju

Ψ(|[u](x)|)

= κ(1)|p|({α = 1}) +
∑

x∈{α<1}

Ψ(|p({x})|)− κ(1)|p|(Ju ∩ {α = 1}) +
∑

x∈Ju∩{α=1}

Ψ(|[u](x)|)

≤ κ(1)|p|({α = 1}) +
∑

x∈{α<1}

Ψ(|p({x})|)

≤ κ(1)|p|({α = 1}) +
∑

x∈{0<α<1}

κ(α(x))|p({x})|+
∑

x∈{α<1}

γW (α(x)),

which, together with (3.24), gives (3.17).
By (2.2) we have

F(u) ≤ 1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ Ju) +
∑
x∈Ju

Ψ(|[u](x)|),

so that (3.16) and (3.17) yield (3.5). This concludes the proof. �

Remark 3.7. With respect to (3.17), inequality (3.24) proved in Proposition 3.6 gives a more
precise estimate from below, which takes into account the asymptotic values of the damage
variable on sets of Lebesgue measure zero. Unfortunately, it is not clear how to extend this
result to dimension n > 1.

Inequality (3.2) now simply follows from (3.5) by choosing ek ∈ L2(Ω) and pk ∈ Mb(Ω)
such that Duk = ek + pk in Ω and

Fk(uk, αk) = Ek(ek, pk, αk).

We now prove the Γ-limsup inequality. We start with the following preliminary result
concerning the domain of the limit functional in the one-dimensional setting.

Proposition 3.8. Let Ω ⊂ R be a bounded open set. Let u ∈ GBV (Ω)∩L1(Ω) be such that
F(u) < +∞ . Then u ∈ BV (Ω) .

Proof. For every open set A ⊂ Ω we define

G(u;A) :=

∫
A

|u′|dx+ |Dcu|(A) +
∑

x∈(Ju\J1
u)∩A

|[u](x)|+H0(J1
u ∩A),

where J1
u := {x ∈ Ju : |[u](x)| ≥ 1} . By (2.3) and (2.9), there exists a constant c > 0 such

that G(u; Ω) ≤ c(F(u) + 1) < +∞ .
Step 1 : Let us assume that Ω is a bounded interval and that all the jumps of u are

smaller than 1, i.e., J1
u = Ø. Then for every λ > 0, the truncated functions uλ belong to

BV (Ω) and |Duλ|(Ω) ≤ G(u; Ω), which implies that u ∈ BV (Ω) and |Du|(Ω) ≤ G(u; Ω).
Step 2 : Let us assume that Ω is a bounded interval. Since G(u; Ω) < +∞ , the set J1

u is
finite. Therefore Ω \ J1

u is the union of a finite number of open intervals Ωi . By Step 1, we
have u ∈ BV (Ωi) with |Du|(Ωi) ≤ G(u; Ωi), because all jump points of u in Ωi are smaller
than 1. We conclude that u ∈ BV (Ω) and |Du|(Ω) ≤ G(u; Ω) +

∑
x∈J1

u
|[u](x)| .

Step 3 : Let us assume that Ω is a bounded open set in R . Then Ω is the union of a
family of pairwise disjoint open intervals Ωi . Since G(u; Ω) < +∞ , the set J1

u is finite, hence
there exists a finite set of indices I such that J1

u ⊂
⋃
i∈I Ωi . Arguing as in Step 1 for i /∈ I

and as in Step 2 for i ∈ I , we get that u ∈ BV (Ωi) for every i and

|Du|(Ω) ≤
∑
i/∈I

G(u; Ωi) +
∑
i∈I
G(u; Ωi) +

∑
x∈J1

u

|[u](x)| = G(u; Ω) +
∑
x∈J1

u

|[u](x)| < +∞,

hence u ∈ BV (Ω). �
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We now construct a recovery sequence. More precisely, we prove the following result.

Proposition 3.9. For every u ∈ BV (Ω) with F(u) < +∞ , there exist uk ∈ BV (Ω) ,
ek ∈ L2(Ω) , pk ∈Mb(Ω) , and αk ∈ H1(Ω) such that

(uk, αk)→ (u, 1) in L1(Ω)×L1(Ω),

Duk = ek + pk in Ω,

lim sup
k→+∞

Ek(ek, pk, αk) ≤ F(u).(3.25)

Proof. Let us fix u ∈ BV (Ω) with F(u) < +∞ . By Proposition 2.2 there exist e ∈ L2(Ω)
and p ∈Mb(Ω) such that Du = e+ p in Ω \ Ju and

(3.26) F(u) =
1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ Ju) +
∑
x∈Ju

Ψ(|[u](x)|).

For every λ > 0, the set

Jλu := {x ∈ Ju : |[u](x)| ≥ λ},
is finite. Let η > 0 and let us choose λ > 0 such that

(3.27) κ(1)|p|(Ω \ Jλu ) ≤ κ(1)|p|(Ω \ Ju) + η.

For simplicity, let us assume for the moment that Jλu = {x0} . From the definition of Ψ
in (1.7), we have that there exists a value α0 ∈ [0, 1] such that

Ψ(|[u](x0)|) =

{
κ(α0)|[u](x0)|+ γW (α0) if α0 > 0,

γW (0) if α0 = 0.

If α0 = 1, then we have trivially

lim sup
k→+∞

Ek(e, p, 1) ≤ F(u),

since Ψ(|[u](x0)|) = κ(1)|[u](x0)| .
Let us discuss the case α0 < 1. We define now a suitable infinitesimal sequence τk , as in

the proof of [24, Theorem 3.3]. Let h1(τ) := W (1− τ), h2(τ) := (
∫ 1−τ
α0

W (s)−
1
2 ds)−1 . The

function (h1h2)
1
2 is strictly increasing and infinitesimal in 0, and h1/h2 is infinitesimal in

0. Indeed, since W is decreasing,

h1(τ)

h2(τ)
= W (1− τ)

1−τ∫
α0

W (s)−
1
2 ds ≤ (1− τ)W (1− τ)

1
2 → 0 as τ → 0.

Let τk be such that (h1(τk)h2(τk))
1
2 = εk . In this way

(3.28)
W (1− τk)

εk
=
h1(τk)

εk
→ 0 and ζk := εk

1−τk∫
α0+δk

W (s)−
1
2 ds =

εk
h2(τk)

+ o(εk)→ 0

as k → +∞ .
Let us consider the solution ψk of the differential equation

(3.29)

ψ′k =
1

εk

√
W (ψk),

ψk(0) = α0 + δk.

The solution of (3.29) is given by the inverse of the function

z ∈ [α0 + δk, 1− τk] 7→ εk

z∫
α0+δk

W (s)−
1
2 ds ∈ [0, ζk].
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Moreover, let σk be an infinitesimal sequence such that

(3.30)
σk
εk
→ 0 and

δk
σk
→ 0.

Let Ak := [x0 − σk, x0 + σk] and Bk := [x0 − σk − ζk, x0 − σk] ∪ [x0 + σk, x0 + σk + ζk] .
It is not restrictive to assume that ∂Ak ∩ Ju = Ø for every k , so that the precise values
ũ(x0 − σk) and ũ(x0 + σk) are well defined. Let uk ∈ BV (Ω) be the affine interpolation
between ũ(x0−σk) and ũ(x0 +σk) on Ak , while uk := u out of Ak . Finally, let αk ∈ H1(Ω)
be defined as

αk(x) :=


1− τk if x ∈ Ω \ (Ak ∪Bk),

α0 + δk if x ∈ Ak,
ψk(|x− x0| − σk) if x ∈ Bk.

Let us notice that δk ≤ αk ≤ 1.
Let us discuss the case α0 > 0 first. In this case, let ek ∈ L2(Ω), pk ∈ Mb(Ω) be

defined by

ek :=

{
e in Ω \Ak,
0 in Ak,

pk :=

{
p in Ω \Ak,
u′kL1 in Ak.

Let us estimate Fk(uk, αk):

(3.31)

∫
Ω

αk|ek|2 dx =

∫
Ω\Ak

αk|e|2 dx ≤
∫

Ω\Ak

|e|2 dx.

(3.32)

∫
Ω\Ak

κ(αk) d|pk| ≤ κ(1)|p|(Ω \Ak).

Since uk is linear in Ak , we have∫
Ak

κ(αk) d|pk| = κ(α0 + δk)

∫
Ak

|u′k(x)|dx

= κ(α0 + δk)

∫
Ak

∣∣∣ ũ(x0 + σk)− ũ(x0 − σk
)

2σk

∣∣∣dx
= κ(α0 + δk)|ũ(x0 + σk)− ũ(x0 − σk)|.

(3.33)

Moreover

(3.34)

∫
Ω\(Ak∪Bk)

W (αk)

εk
+ εk|α′k|2 dx =

W (1− τk)

εk
L1(Ω),

is infinitesimal as k → +∞ by (3.28), and

(3.35)

∫
Ak

W (αk)

εk
+ εk|α′k|2 dx =

∫
Ak

W (α0 + δk)

εk
dx = W (α0 + δk)

2σk
εk

goes to 0 as k → +∞ by (3.30).
Finally, from the definition of αk in Bk it turns out that the equality in Young’s inequality

holds, and hence

(3.36)

∫
Bk

W (αk)

εk
+ εk|α′k|2 dx = 2

∫
Bk

√
W (αk)|α′k|dx = 4

1−τk∫
α0+δk

√
W (s) ds.
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By (3.30), summing (3.31)–(3.36), and passing to the limsup we obtain

lim sup
k→+∞

Ek(ek, pk, αk) ≤ 1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ {x0}) + κ(α0)|[u](x0)|+ γW (α0)

=
1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ {x0}) + Ψ(|[u](x0)|).

Let us discuss the case α0 = 0. Let us define this time

ek(x) :=

{
e(x) if x ∈ Ω \Ak,
u′k(x) if x ∈ Ak,

pk :=

{
p in Ω \Ak,
0 in Ak.

The term

(3.37)

∫
Ω\Ak

αk|ek|2 dx ≤
∫

Ω\Ak

|e|2 dx

can be treated as in (3.31). Moreover∫
Ak

αk|ek|2 dx =

∫
Ak

αk|u′k|2 dx ≤
∫
Ak

δk

∣∣∣ ũ(x0 + σk)− ũ(x0 − σk)

2σk

∣∣∣2 dx

≤ δk
2σk
|ũ(x0 + σk)− ũ(x0 − σk)|2.

(3.38)

By (3.30), by summing (3.32), (3.34)–(3.38), and passing to the limsup, we obtain

lim sup
k→+∞

Ek(ek, pk, αk) ≤ 1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ {x0}) + γW (0)

=
1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ {x0}) + Ψ(|[u](x0)|).

Arguing in this way for all the elements of Jλu , by the choice of λ made in (3.27), and
by (3.26) we get

lim sup
k→+∞

Ek(ek, pk, αk) ≤ 1

2

∫
Ω

|e|2 dx+ κ(1)|p|(Ω \ Jλu ) +
∑
x∈Jλu

Ψ(|[u](x)|)

≤ F(u) + η,

which yields (3.25) by letting η → 0. �

4. Proof of the main result in the general case

To study the n -dimensional case, we shall use the localized version of the functionals
introduced in (1.2) and (1.4): they are defined for every open set A ⊂ Ω, for every u ∈
BV (A), and for every α ∈ H1(A) by

Wk(α;A) :=

∫
A

[W (α)

εk
+ εk|∇α|2

]
dx,

Fk(u, α;A) :=

∫
A

fk(α, |∇u|) dx+

∫
A

κ(α̃) d|Dsu|+Wk(α;A),

and extended to +∞ otherwise in L1(Ω) and L1(Ω)×L1(Ω) respectively. For the localized
version of the Γ-limits, we adopt the notation

F ′(·, ·;A) := Γ- lim inf
k→+∞

Fk(·, ·;A) and F ′′(·, ·;A) := Γ- lim sup
k→+∞

Fk(·, ·;A).
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We omit the indication of the set when A = Ω.
We shall use a slicing argument to reduce the proof of the Γ-liminf inequality to the one-

dimensional case. For every ξ ∈ Sn−1 (playing the role of the slicing direction) and for every
set B ⊂ Rn , we define

Πξ := {z ∈ Rn : z · ξ = 0} and Bξy := {t ∈ R : y + tξ ∈ B},

for every y ∈ Πξ . If w : Ω→ R is a scalar function and v : Ω→ Rn is a vector function, we
define their slices wξy : Ωξy → R and v̂ξy : Ωξy → R by

wξy(t) := w(y + tξ) and v̂ξy := (v · ξ)ξy ,

respectively. We recall that a function u ∈ L1(Ω) belongs to BV (Ω) if and only if, for every
direction ξ ∈ Sn−1 , we have

(4.1) uξy ∈ BV (Ωξy) for Hn−1-a.e. y ∈ Πξ and

∫
Πξ

|Duξy|(Ωξy) dHn−1(y) < +∞.

For all details about this characterization of BV functions, we refer to [5, Section 3.11].

Proposition 4.1. For every u ∈ L1(Ω) we have F0(u, 1) ≤ F ′(u, 1) .

Proof. Let us first prove the proposition under the additional assumption that ||u||L∞(Ω) ≤ λ
for some constant λ > 0. Let us consider a sequence (uk, αk) ∈ L1(Ω)×L1(Ω) and u ∈ L1(Ω)
such that (uk, αk)→ (u, 1) in L1(Ω)×L1(Ω) and

(4.2) F ′(u, 1) = lim inf
k→+∞

Fk(uk, αk).

We can always assume that the liminf in (4.2) is a limit and that Fk(uk, αk) is bounded,
and hence uk ∈ BV (Ω), αk ∈ H1(Ω), and δk ≤ αk ≤ 1. Let ek ∈ L2(Ω;Rn) and pk ∈
Mb(Ω;Rn) be such that Duk = ek + pk and

(4.3) Ek(ek, pk, αk) = Fk(uk, αk) ≤ c.
Let us fix ξ ∈ Sn−1 . Then there exists a subsequence (not relabeled), possibly depending

on ξ , such that

((uk)ξy, (αk)ξy)→ (uξy, 1) in L1(Ωξy)×L1(Ωξy) for Hn−1-a.e. y ∈ Πξ.

Since uk ∈ BV (Ω), we know that (uk)ξy ∈ BV (Ωξy) for Hn−1 -a.e. y ∈ Πξ and that the
measures Duk · ξ and |Duk · ξ| are decomposed as

Duk · ξ(B) =

∫
Πξ

(D(uk)ξy)(Bξy) dHn−1(y),

|Duk · ξ|(B) =

∫
Πξ

|D(uk)ξy|(Bξy) dHn−1(y),

for every Borel set B ⊂ Ω. Since Duk = ek + pk , it is immediate to deduce that

pk · ξ(B) =

∫
Πξ

(p̂k)ξy(Bξy) dHn−1(y),

|pk · ξ|(B) =

∫
Πξ

|(p̂k)ξy|(Bξy) dHn−1(y),

where the measures (p̂k)ξy ∈Mb(Ω
ξ
y) are defined by (p̂k)ξy := D(uk)ξy − (êk)ξy .

To apply the results of the one dimensional case, we first have to check that (α̃k)ξy coincides

with the continuous representative of (αk)ξy ∈ H1(Ωξy) for Hn−1 -a.e. y ∈ Πξ . Indeed, α̃k is
the precise representative of αk , in the sense of (2.1) and this implies, by [5, Theorem 3.108],
that for Hn−1 -a.e. y ∈ Πξ the function (α̃k)ξy is a good representative of (αk)ξy , meaning
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that its pointwise total variation coincides with the total variation of (αk)ξy . This implies

that (α̃k)ξy must be the continuous representative of (αk)ξy .
From the Fubini Theorem it follows that

1

2

∫
Ω

αk|ek|2 dx ≥ 1

2

∫
Ω

αk|ek · ξ|2 dx =
1

2

∫
Πξ

∫
Ωξy

(αk)ξy|(êk)ξy|2 dtdHn−1(y),

∫
Ω

κ(α̃k) d|pk|+
∫
Ω

[W (αk)

εk
+ εk|∇αk|2

]
dx

≥
∫
Ω

κ(α̃k) d|pk · ξ|+
∫
Ω

[W (αk)

εk
+ εk|∇αk · ξ|2

]
dx

=

∫
Πξ

{∫
Ωξy

κ((α̃k)ξy)) d|(p̂k)ξy|+
∫
Ωξy

[W ((αk)ξy)

εk
+ εk|((αk)ξy)′|2

]
dt
}

dHn−1(y).

Summing the previous inequalities and using (4.3) we obtain that

(4.4)

∫
Πξ

Eξ,yk ((êk)ξy, (p̂k)ξy, (αk)ξy) dHn−1(y) ≤ Fk(uk, αk) ≤ c,

where Eξ,yk is defined by

Eξ,yk (e, p, α) :=
1

2

∫
Ωξy

α|e|2 dt+

∫
Ωξy

κ(α) d|p|+
∫
Ωξy

[W (α)

εk
+ εk|α′|2

]
dt

for every e ∈ L2(Ωξy), p ∈ Mb(Ω
ξ
y), and α ∈ H1(Ωξy) with δk ≤ α ≤ 1. By the Fatou

Lemma we have that

(4.5) lim inf
k→+∞

Eξ,yk ((êk)ξy, (p̂k)ξy, (αk)ξy) < +∞

for Hn−1 -a.e. y ∈ Πξ ,
Let us fix y ∈ Πξ such that (4.5) holds. Up to a subsequence, possibly depending on y , we

can suppose that the liminf in (4.5) is actually a limit. By Lemma 3.3 and Proposition 3.6,
we have that uξy ∈ BV (Ωξy) and there exist eξ,y ∈ L2(Ωξy), pξ,y ∈ Mb(Ω

ξ
y) such that

Duξy = eξ,y + pξ,y and

(4.6)
1

2

∫
Ωξy

|eξ,y(t)|2 dt ≤ lim inf
k→+∞

1

2

∫
Ωξy

(αk)ξy(t)|(êk)ξy(t)|2 dt,

κ(1)|pξ,y|(Ωξy \ Juξy ) +
∑
t∈J

û
ξ
y

Ψ(|[uξy](t)|)

≤ lim inf
k→+∞

{∫
Ωξy

κ((αk)ξy)) d|(p̂k)ξy|+
∫
Ωξy

[W ((αk)ξy)

εk
+ εk|((αk)ξy)′|2

]
dt
}
.

(4.7)

We now prove that u ∈ BV (Ω) by showing that (4.1) holds. From the additive decompo-
sition of Duξy we get

|Duξy|(Ωξy) ≤
∫
Ωξy

|eξ,y|dt+ |pξ,y|(Ωξy)

≤ 1

2
L1(Ωξy) +

1

2

∫
Ωξy

|eξ,y|2 dt+ |pξ,y|(Ωξy \ Juξy ) + |pξ,y|(Juξy )

(4.8)
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Let us estimate the last term in the sum. By (2.9), using the a priori bound ||u||L∞(Ω) ≤ λ ,
we obtain

|pξ,y|(Juξy ) =
∑

t∈{|[uξy ]|<1}

|[uξy](t)|+
∑

t∈{|[uξy ]|≥1}

|[uξy](t)|

≤
∑

t∈{|[uξy ]|<1}

1

Ψ(1)
Ψ(|[uξy](t)|) +

∑
t∈{|[uξy ]|≥1}

2λ

Ψ(1)
Ψ(|[uξy](t)|) ≤ c

∑
t∈J

u
ξ
y

Ψ(|[uξy](t)|).
(4.9)

By (4.6)–(4.9), by Fatou Lemma, and by (4.4) it follows that∫
Πξ

|Duξy|(Ωξy) dHn−1(y) ≤ C
[
1 +

∫
Πξ

lim inf
k→+∞

Eξ,yk ((êk)ξy, (p̂k)ξy, (αk)ξy) dHn−1(y)
]

≤ C
[
1 + lim inf

k→+∞

∫
Πξ

Eξ,yk ((êk)ξy, (p̂k)ξy, (αk)ξy) dHn−1(y)
]

≤ C
[
1 + lim inf

k→+∞
Fk(uk, αk)

]
< +∞.

This proves that u ∈ BV (Ω).
We can now go back to the proof of the estimate from below F(u) ≤ F ′(u, 1). Summing

(4.6) and (4.7), we obtain that∫
Ωξy

f(1, |(uξy)′|) dt+ κ(1)|Dcuξy|(Ωξy) +
∑
t∈J

u
ξ
y

Ψ(|[uξy](t)|)

≤ lim inf
k→+∞

Eξ,yk ((êk)ξy, (p̂k)ξy, (αk)ξy).

Integrating the inequality above with respect to y ∈ Πξ and using the Fatou Lemma, from
(4.4) and (4.2) we obtain

(4.10)

∫
Ω

f(1, |∇u · ξ|) dt+ κ(1)|Dcu · ξ|(Ω) +

∫
Ju

Ψ(|[u]|)|νu · ξ|dHn−1 ≤ F ′(u, 1).

To get rid of ξ , we use a localization argument. Let (ξi)i be a dense sequence in Sn−1

and let
µ := Ln + |Dcu|+Hn−1 Ju.

Let Σ be a Borel set containing Ju such that Ln(Σ) = 0 and |Dsu|(Ω \ Σ) = 0. For every
ξ , we define the function

ϕξ := f(1, |∇u · ξ|)1Ω\Σ + κ(1)|βu · ξ|1Σ\Ju + Ψ(|[u]|)|νu · ξ|1Ju ,

where βu = dDcu
d|Dcu| is the density of the measure Dcu with respect to its total variation. It

is immediate to obtain estimate (4.10) on every open set contained in Ω. This implies that∫
Ai

ϕξi dµ ≤ F ′(u, 1;Ai)

for every i and for every open set Ai ⊂ Ω. Since F ′(u, 1; ·) is superadditive, we obtain∑
i

∫
Ai

ϕξi dµ ≤
∑
i

F ′(u, 1;Ai) ≤ F ′(u, 1)

for every sequence Ai of pairwise disjoint open sets contained in Ω. By [10, Lemma 15.2],
the supremum of the left hand side is given by∫

Ω

sup
i
ϕξi dµ.
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Since
sup
i
f(1, |∇u · ξi|) = f(1, |∇u|), sup

i
|βu · ξi| = 1, sup

i
|νu · ξi| = 1,

this concludes the proof in the case ||u||L∞(Ω) ≤ λ .
The general case is treated with a truncation argument. Let λ > 0 be any positive

constant. Let us consider the functions

uk,λ := min{max{−λ, uk}, λ} and uλ := min{max{−λ, u}, λ}.
Notice that uk,λ → uλ in L1(Ω), αk → 1 in L1(Ω), and

Fk(uk,λ, αk) ≤ Fk(uk, αk) ≤ c,
since the functionals are decreasing by truncation. From the bounded case, it follows that
uλ ∈ BV (Ω) and

F(uλ) ≤ lim inf
k→+∞

Fk(uk,λ, αk) ≤ lim inf
k→+∞

Fk(uk, αk) = F ′(u, 1).

By letting λ→ +∞ we conclude that u ∈ GBV (Ω) and F(u) ≤ F ′(u, 1). �

To prove the Γ-limsup inequality, we shall apply an integral representation result to
the limit functional. In order to do this, we use the notion of Γ-convergence, for which
we refer to [14]. Given a metric space X and a sequence of functionals Fk : X×A(Ω) →
[0,+∞] increasing on A(Ω), we recall that the sequence Fk Γ-converges to a functional
F : X×A(Ω) → [0,+∞] if F coincides with the inner regular envelope of both functionals
F ′ and F ′′ . The Γ-limit of a sequence of increasing functionals is increasing, inner regular
and lower semicontinuous. Moreover, if the functionals Fk are superadditive, then also F is
superadditive (see [14, Proposition 16.12]).

We start with a rough estimate of the Γ-limsup.

Proposition 4.2. There exists a constant C > 0 such that for all u ∈ BV (Ω) and for every
open set A we have

F ′′(u, 1;A) ≤ C|Du|(A).

Proof. Let us choose uk = u and αk = 1 for every k . In this way

F ′′(u, 1;A) ≤ lim sup
k→+∞

Fk(u, 1;A)

≤
∫
A

f(1, |∇u|) dx+ κ(1)|Dsu|(A) ≤ C|Du|(A),
(4.11)

where we used (2.3) in the last inequality. �

We now use the De Giorgi slicing and averaging argument to prove the weak subadditivity
of the Γ-limsup.

Proposition 4.3. Let u ∈ L1(Ω) , let A′, A,B be open subset of Ω with A′ b A . Then

F ′′(u, 1;A′ ∪B) ≤ F ′′(u, 1;A) + F ′′(u, 1;B).

Proof. Let (uAk , α
A
k ), (uBk , α

B
k ) ∈ L1(Ω)×L1(Ω) be such that

(uAk , α
A
k ), (uBk , α

B
k )→ (u, 1) in L1(Ω)×L1(Ω)

and

lim sup
k→+∞

Fk(uAk , α
A
k ;A) = F ′′(u, 1;A), lim sup

k→+∞
Fk(uBk , α

B
k ;B) = F ′′(u, 1;B).

We can assume that both F ′′(u, 1;A) and F ′′(u, 1;B) are finite, otherwise the statement
is trivial. In particular uAk ∈ BV (A), uBk ∈ BV (B), αAk ∈ H1(A), αBk ∈ H1(B), and δk ≤
αAk , α

B
k ≤ 1. Let d := dist(A′, ∂A) > 0 and let h ∈ N . Let A0 := A′ and Ah+1 := A . We

consider a chain of open sets A1, . . . , Ah such that Ai b Ai+1 and dist(Ai, ∂Ai+1) ≥ d/(h+1)
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for every 0 ≤ i ≤ h − 1. Let ϕi ∈ C1
c (Ω) be a cut-off function between Ai and Ai+1 , i.e.,

0 ≤ ϕi ≤ 1, supp(ϕi) ⊂ Ai+1 , and ϕi = 1 in a neighborhood of Ai . We assume in addition
that ||∇ϕi||L∞(Ω) ≤ 2(h+ 1)/d . We set

uik := ϕiu
A
k + (1− ϕi)uBk ∈ BV (A′ ∪B),

and we define the functions αik ∈ H1(A′ ∪B) as in [11, Lemma 6.2]:

αik :=


ϕi−1α

A
k + (1− ϕi−1)(αAk ∧ αBk ) in Ai,

αAk ∧ αBk in Ai+1 \Ai,
ϕi+1(αAk ∧ αBk ) + (1− ϕi+1)αBk in Ω \Ai+1,

where a ∧ b = min{a, b} . Let us notice that δk ≤ αik ≤ 1. Let 1 ≤ i ≤ h− 1. We estimate
Fk on A′ ∪B in the following way

Fk(uik, α
i
k;A′ ∪B) ≤ Fk(uik, α

i
k; (A′ ∪B) ∩Ai−1) + Fk(uik, α

i
k;B \Ai+2)

+ Fk(uik, α
i
k;B ∩ (Ai+2 \Ai−1))

≤ Fk(uAk , α
A
k ;Ai−1) + Fk(uBk , α

B
k ;B \Ai+2)

+ Fk(uik, α
i
k;B ∩ (Ai+2 \Ai−1)).

(4.12)

We need only to bound the last term:

Fk(uik, α
i
k;B ∩ (Ai+2 \Ai−1)) ≤ Fk(uik, α

i
k;Si+1) + Fk(uik, α

i
k;Si) + Fk(uik, α

i
k;Si−1),

where Si = B ∩ (Ai+1 \Ai) for 0 ≤ i ≤ h− 1. Since αik ≥ αAk ∧ αBk , we have∫
Si+1

W (αik)

εk
dx ≤

∫
Si+1

W (αAk ∧ αBk )

εk
dx ≤ Fk(uAk , α

A
k ;Si+1) + Fk(uBk , α

B
k ;Si+1).

Moreover∫
Si+1

|∇αik|2 dx =

∫
Si+1

|∇ϕi+1((αAk ∧ αBk )− αBk ) + ϕi+1∇(αAk ∧ αBk ) + (1− ϕi+1)∇αBk |2 dx

≤
∫

Si+1

2||∇ϕi+1||2L∞(Ω)|(α
A
k ∧ αBk )− αBk )|2 + 2|∇(αAk ∧ αBk )|2 + 2|∇αBk |2 dx

≤ c(h+ 1)2

d2

∫
Si+1

|αAk − αBk |2 dx+ c

∫
Si+1

|∇αAk |2 dx+ c

∫
Si+1

|∇αBk |2 dx

and hence, using the fact that αik ≤ αBk (and α̃ik ≤ α̃Bk ) in Si+1 and the monotonicity of κ
and of f with respect to the first variable, we get

Fk(uik, α
i
k;Si+1) =

∫
Si+1

f(αik, |∇uik|) dx+

∫
Si+1

κ(α̃ik) d|Dsuik|+W(αik;Si+1)

≤
∫

Si+1

f(αBk , |∇uBk |) dx+

∫
Si+1

κ(α̃Bk ) d|DsuBk |+W(αik;Si+1)

≤ c
[
Fk(uAk , α

A
k ;Si+1) + Fk(uBk , α

B
k ;Si+1)

]
+
c(h+ 1)2

d2
εk

∫
Si+1

|αAk − αBk |2 dx.

(4.13)
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In the same way, we estimate

Fk(uik, α
i
k;Si−1) ≤ c

[
Fk(uAk , α

A
k ;Si−1) + Fk(uBk , α

B
k ;Si−1)

]
+
c(h+ 1)2

d2
εk

∫
Si−1

|αAk − αBk |2 dx.(4.14)

It remains to bound Fk(uik, α
i
k;Si). This time we use the fact that in Si we have

Duik = ∇ϕi(uAk − uBk ) + ϕiDu
A
k + (1− ϕi)DuBk ,

from which it follows that

∇uik = ∇ϕi(uAk − uBk ) + ϕi∇uAk + (1− ϕi)∇uBk ,
Dsuik = ϕiD

suAk + (1− ϕi)DsuBk .

Using the convexity of f with respect to the second variable and (2.4), this implies that

Fk(uik, α
i
k;Si) =

∫
Si

f(αik, |∇uik|) dx+

∫
Si

κ(α̃ik) d|Dsuik|+W(αik;Si)

≤
∫
Si

2f(αAk ∧ αBk , |∇ϕi(uAk − uBk )|) dx+

∫
Si

2f(αAk , |∇uAk |) dx

+

∫
Si

2f(αBk , |∇uBk |) dx+

∫
Si

κ(α̃Ak ) d|DsuAk |+
∫
Si

κ(α̃Bk ) d|DsuBk |

+W(αAk ;Si) +W(αBk ;Si)

≤ c
[
Fk(uAk , α

A
k ;Si) + Fk(uBk , α

B
k ;Si)

]
+
c(h+ 1)

d

∫
Si

|uAk − uBk |dx,

(4.15)

where we used (2.3). Summing (4.12)–(4.15), we obtain

Fk(uik, α
i
k, A

′ ∪B) ≤ Fk(uAk , α
A
k ;A) + Fk(uBk , α

B
k ;B)

+ c
[
Fk(uAk , α

A
k ;B ∩ (Ai+2 \Ai−1)) + Fk(uBk , α

B
k ;B ∩ (Ai+2 \Ai−1))

]
+
c(h+ 1)2

d2
εk

∫
B∩(Ai+2\Ai−1)

|αAk − αBk |2 dx+
c(h+ 1)

d

∫
B∩(Ai+2\Ai−1)

|uAk − uBk |dx.

Now, summing on i between 1 and h− 1 and taking the average, we obtain that for every
k there exists an index ik such that

Fk(uikk , α
ik
k , A

′ ∪B) ≤ Fk(uAk , α
A
k ;A) + Fk(uBk , α

B
k ;B)

+
c

h− 1

[
Fk(uAk , α

A
k ;B ∩ (A \A′)) + Fk(uBk , α

B
k ;B ∩ (A \A′))

]
+
c(h+ 1)2

d2(h− 1)
εk

∫
B∩(A\A′)

|αAk − αBk |2 dx+
c(h+ 1)

d(h− 1)

∫
B∩(A\A′)

|uAk − uBk |dx.

We conclude by letting k → +∞ and then h→ +∞ . �

Proposition 4.4. Let Fkj be a subsequence of Fk Γ-converging to some functional F̂ :

L1(Ω)×L1(Ω) → [0,+∞] . Then for every u ∈ BV (Ω) the set function F̂(u, 1; ·) is the

restriction to open sets of a Radon measure on Ω . Moreover, F̂ is local, i.e., for every open
set A ⊂ Ω we have F̂(u, 1;A) = F̂(v, 1;A) if u = v a.e. in A .
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Proof. We have already observed that F̂(u, 1; ·) is increasing, inner regular and superaddi-
tive. Subadditivity follows from Proposition 4.3, taking inner regularity into account. We
can now apply an extension theorem (see [18] and [14, Theorem 14.23]) to construct a Borel

measure which coincides with F̂(u, 1; ·) on all open sets. This measure is bounded thanks to

Proposition 4.2. The locality of F̂ is trivial. �

Proposition 4.5. For every u ∈ L1(Ω) we have F ′′(u, 1) ≤ F0(u, 1) .

Proof. Let us fix a subsequence of Fk , which we do not relabel, Γ-converging to some
functional F̂ : L1(Ω)×L1(Ω) ×A(Ω) → [0,+∞] . By Proposition 4.4, for every u ∈ BV (Ω)

the set function F̂(u, 1; ·) is the restriction to open sets of a Radon measure on Ω. We

notice that F̂ coincides with the Γ-limit of the sequence Fk on the space BV (Ω), by [14,
Proposition 18.6].

First of all, let us prove that for every u ∈ BV (Ω) we have F̂(u, 1) ≤ F(u). Let us define
the functional G : BV (Ω)×A(Ω)→ [0,+∞) by

G(u;A) := F̂(u, 1;A),

The functional G satisfies the following properties for every u ∈ BV (Ω) and for every
A ∈ A(Ω):

1. G(·;A) is L1 -lower semicontinuous on BV (Ω);
2. G is local;
3. G(u;A) = F̂(u, 1;A) ≤ C|Du|(A);
4. G(u; ·) is the restriction to open sets of a Radon measure;
5. G(u(· − z) + b; z +A) = G(u;A) for all b ∈ R and z ∈ Rn such that z +A ⊂ Ω.

We now want to apply the integral representation result in [8], which requires also an estimate
from below. To this aim, for every λ > 0 we consider the functional

Gλ(u;A) := G(u;A) + λ|Du|(A).

By [8, Theorem 3.12 and Remark 3.8], there exist three Borel functions gλ : Rn → [0,+∞),
hλ : Rn → [0,+∞), and ψλ : R×Sn−1 → [0,+∞) such that

Gλ(u;A) =

∫
A

gλ(∇u) dx+

∫
A

hλ

( Dcu

|Dcu|

)
d|Dcu|+

∫
Ju∩A

ψλ([u], νu) dHn−1

for every u ∈ BV (Ω) and for every A ∈ A(Ω).
By (4.11), we have that

Gλ(u;A) ≤
∫
A

(f(1, |∇u|) + λ|∇u|) dx+ (κ(1) + λ)|Dcu|(A) +

∫
A∩Ju

(κ(1) + λ)|[u]|dHn−1,

from which it follows in particular that

(4.16) gλ(ξ) ≤ f(1, |ξ|) + λ|ξ|, hλ(ξ) ≤ κ(1)|ξ|+ λ|ξ|,

for every ξ ∈ Rn .
As for the surface term, for every a ∈ R and for every ν ∈ Sn−1 the value of ψλ(a, ν)

can be characterized by means of minimum problems related to the pure jump functions uνa
defined by

uνa(y) :=

{
a if y · ν > 0,

0 if y · ν < 0.
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More precisely, let Qνρ be a cube of side ρ centered at the origin and with a face orthogonal
to ν . By [8, Theorem 3.12] we have that

ψλ(a, ν) = lim
ρ→0+

inf{Gλ(v;Qνρ) : v ∈ BV (Qνρ), v = uνa on ∂Qνρ}
ρn−1

≤ lim sup
ρ→0+

Gλ(uνa;Qνρ)

ρn−1
≤ lim sup

ρ→0+

G(uνa;Qνρ)

ρn−1
+ λ|a|.

We claim that

(4.17) lim sup
ρ→0+

G(uνa;Qνρ)

ρn−1
≤ Ψ(|a|).

This will conclude the proof of the Γ-limsup inequality when u ∈ BV (Ω). Indeed, combining
(4.16) and (4.17), we obtain that

G(u; Ω) ≤ Gλ(u; Ω) ≤ F(u) + λ|Du|(Ω)

and the result follows by letting λ→ 0+ .
To prove (4.17), we construct a suitable approximating sequence. Without loss of gener-

ality, let us assume that ν = en , so that Qνρ is the cube Qρ of side ρ centered at the origin
with faces orthogonal to the axes. The corresponding function uνa will be denoted simply by
ua . Let τk , ζk , σk , and ψk be as in the construction in the one-dimensional case, i.e., as
in (3.28)–(3.30). Let

Ak := {xn = 0}×(−σk, σk),

Bk := {xn = 0}×((−σk − ζk,−σk) ∪ (σk, σk + ζk)).

We define uk as ua outside Ak , and by linking linearly the values 0 and a inside Ak . Let
α0 ∈ [0, 1] be such that

Ψ(|a|) =

{
κ(α0)|a|+ γW (α0) if α0 > 0,

γW (0) if α0 = 0.

If α0 = 1, we simply put αk = 1. Otherwise, let

αk(x′, xn) :=


1− τk if |xn| ≥ ζk + σk,

ψk(|xn| − σk) if t ∈ (−σk − ζk,−σk) ∪ (σk, σk + ζk),

α0 + δk if |xn| ≤ σk,

where x′ = (x1, . . . , xn−1).
In the case 0 < α0 < 1, we define ek = 0 and

pk :=

{
0 in Qρ \Ak,
∇ukLn in Qρ ∩Ak.
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Let us estimate all the terms in Fk(uk, αk;Qρ):∫
Qρ∩Ak

κ(αk) d|pk| = κ(α0 + δk)

∫
Qρ∩Ak

|∇uk|dx = κ(α0 + δk)|a|ρn−1,

∫
Qρ\(Ak∪Bk)

[W (αk)

εk
+ εk|∇αk|2

]
dx ≤ W (1− τk)

εk
ρn,

∫
Qρ∩Ak

[W (αk)

εk
+ εk|∇αk|2

]
dx =

∫
Qρ∩Ak

W (α0 + δk)

εk
dx =

2σk
εk

W (α0 + δk)ρn−1,

∫
Qρ∩Bk

[W (αk)

εk
+ εk|∇αk|2

]
dx =

∫
Q′ρ

ζk∫
0

4
√
W (ψk(t))|ψ′k(t)|dtdx′ = 4ρn−1

1−τk∫
α0+δk

√
W (s) ds,

where Q′ρ is the corresponding cube in Rn−1 . Summing all the above inequalities and letting
k → +∞ , we obtain

G(ua;Qρ) = F̂(ua, 1;Qρ) ≤ lim sup
k→+∞

Fk(uk, αk;Qρ) ≤ (κ(α0)|a|+ γW (α0))ρn−1 = Ψ(|a|)ρn−1,

from which (4.17) follows.
In the case α0 = 0, let pk = 0 and

ek(x) :=

{
0 if x ∈ Qρ \Ak,
∇uk(x) if x ∈ Qρ ∩Ak,

With this choice, ∫
Qρ∩Ak

αk|ek|2 dx ≤
∫

Qρ∩Ak

δk|∇uk|2 dx =
δk

2σk
|a|2ρn−1

and therefore

G(ua;Qρ) = F̂(ua, 1;Qρ) ≤ lim sup
k→+∞

Fk(uk, 1;Qρ) ≤ γW (0)ρn−1 = Ψ(|a|)ρn−1,

from which (4.17) follows.

We have proved that F ′′(u, 1) = F̂(u, 1) ≤ F(u) for all u ∈ BV (Ω). Assume now that
u ∈ GBV (Ω). For every λ we consider the truncated functions uλ := min{max{−λ, u}, λ} ∈
BVloc(Ω). We want to prove that

(4.18) F ′′(uλ, 1) ≤ F(uλ).

It is not restrictive to assume that F(uλ) < +∞ . From (2.3) and (2.9), we obtain

(4.19)

∫
Ω

|∇uλ|dx+ |Dcuλ|(Ω) +

∫
Juλ\J1

uλ

|[uλ]|dHn−1 +Hn−1(J1
uλ

) < +∞,

where J1
uλ

:= {|[uλ]| ≥ 1} . Since ||uλ||L∞(Ω) ≤ λ , we have

|Duλ|(Juλ) ≤
∫

Juλ\J1
uλ

|[uλ]|dHn−1 + 2λHn−1(J1
uλ

),

so that (4.19) implies |Duλ|(Ω) < +∞ . Therefore uλ ∈ BV (Ω) and (4.18) follows from the
previous step of the proof. Letting λ → +∞ , we obtain F ′′(u, 1) ≤ F(u), thanks to the
lower semicontinuity of F ′′(·, 1). �
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5. Convergence of minimizers

In this section we study the convergence of ηε -minimizers of problem (1.8) with Dirichlet
boundary conditions. To this aim, for every w ∈ L∞(∂DΩ) we introduce the functionals
Fwk , Fw0 defined on the space L1(Ω)×L1(Ω) by

(5.1) Fwk (u, α) =

{
Fk(u, α) if u = w and α = 1 Hn−1-a.e. on ∂DΩ,

+∞ otherwise,

(5.2) Fw0 (u, α) =


F(u) +

∫
∂DΩ

Ψ(|u− w|) dHn−1 if u ∈ GBV (Ω) and

α = 1 Ln-a.e. in Ω,

+∞ otherwise.

We begin by proving the following result.

Theorem 5.1. Let w ∈ L∞(∂DΩ) . Then the functionals Fwk Γ-converge to Fw0 , as k →
+∞ in L1(Ω)×L1(Ω) .

Proof. Let us prove the Γ-liminf inequality. Given a sequence (uk, αk) converging to (u, 1)
in L1(Ω)×L1(Ω), we want to show that

(5.3) Fw0 (u, 1) ≤ lim inf
k→+∞

Fwk (uk, αk),

where Fw0 is defined by (5.2). By Gagliardo’s Theorem (see [22, Theorem 2.16]), there exists
a function v ∈W 1,1(Rn) ∩ L∞(Rn) whose trace on ∂DΩ coincides with w . We can assume
that the liminf is finite and it is actually a limit, hence uk ∈ BV (Ω) with uk = w Hn−1 -a.e.
on ∂DΩ, and αk ∈ H1(Ω) with δk ≤ αk ≤ 1 and αk = 1 Hn−1 -a.e. on ∂DΩ. Since ∂DΩ is
relatively open in ∂Ω, there exists a bounded open set U ⊂ Rn such that ∂DΩ = U∩∂Ω. Let

Ω̃ := Ω ∪ U . We can extend the functions uk and αk to Ω̃ by putting uk := v and αk := 1

in U \ Ω, respectively. Moreover, we extend u to Ω̃ by defining u := v in U \ Ω. Since

(uk, αk) → (u, 1) in L1(Ω̃)×L1(Ω̃) and the functionals Fk(·, ·; Ω̃) Γ-converge to F0(·, ·; Ω̃)

by Theorem 1.1 (applied to Ω̃), we have that u ∈ GBV (Ω̃) and

F(u; Ω̃) ≤ lim inf
k→+∞

Fk(uk, αk; Ω̃).

On the other hand

F(u; Ω̃) = F(u; Ω) +

∫
∂DΩ

Ψ(|u− w|) dHn−1 +

∫
U\Ω

f(1, |∇v|) dx,

Fk(uk, αk; Ω̃) = Fk(uk, αk; Ω) +

∫
U\Ω

f(1, |∇v|) dx,

and therefore

F(u; Ω) +

∫
∂DΩ

Ψ(|u− w|) dHn−1 ≤ lim inf
k→+∞

Fk(uk, αk; Ω).

This concludes the proof of (5.3).
To prove the Γ-limsup inequality, it is enough to consider the case u ∈ BV (Ω). Indeed,

if u ∈ GBV (Ω), we can argue by approximation as in the proof of Proposition 4.5. We have
to construct a sequence (uk, αk) converging to (u, 1) in L1(Ω)×L1(Ω) and satisfying the
boundary conditions uk = w , αk = 1 Hn−1 -a.e on ∂DΩ. We extend the function w to the
whole boundary ∂Ω by putting w equal to the trace of u on ∂Ω \ ∂DΩ. By [22, Theorem
2.16], there exists a function v ∈ W 1,1(Rn) whose trace on ∂Ω is w . By [17, Proposition
1.2], for every η > 0 it is possible to find a C∞ function rη : Rn → Rn such that rη(Ω) ⊂ Ω,
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rη − Id has compact support, and rη − Id → 0 in C∞c (Rn;Rn) as η → 0, where Id is the
identity map. Let us fix η > 0 and let us consider the function uη defined by

uη(x) :=

{
u(x) if x ∈ Ωη := rη(Ω),

v(x) if x ∈ Ω \ Ωη.

Let us fix Ω̂ such that Ωη b Ω̂ b Ω. By Proposition 4.5, there exists a recovery sequence

(ûk, α̂k)→ (uη, 1) in L1(Ω̂)×L1(Ω̂) such that

F(uη; Ω̂) = lim sup
k→+∞

Fk(ûk, α̂k; Ω̂).

We now modify the sequence (ûk, α̂k) using the De Giorgi slicing and averaging argument

in such a way that the boundary conditions are satisfied. Let d := dist(Ωη, ∂Ω̂) . As in the
proof of Proposition 4.3, we consider a finite chain of open sets Ωη = A0 b A1 b . . . b
Ah b Ah+1 = Ω̂ such that dist(Ai, ∂Ai+1) ≥ d/(h + 1). Then we consider ϕi ∈ C1

c (Rn)
such that 0 ≤ ϕi ≤ 1, supp(ϕi) ⊂ Ai+1 , ϕi = 1 on an open neighborhood of Ai and
||∇ϕi||L∞(Ω) ≤ 2(h+ 1)/d and we define

uik := ϕiûk + (1− ϕi)v, αik := ϕi+1α̂k + (1− ϕi+1).

We have that uik = w and αik = 1 Hn−1 -a.e. on ∂DΩ. With computations similar to those
made in the proof of Proposition 4.3, it is possible to deduce the following estimate

Fk(uik, α
i
k; Ω) ≤ Fk(ûk, α̂k; Ω̂) + Fk(v, 1; Ω \ Ωη)

+ c[Fk(ûk, α̂k;Ai+2 \Ai) + Fk(v, 1;Ai+2 \Ai)]

+
c(h+ 1)

d

∫
Ai+2\Ai

|ûk − v|dx+
c(h+ 1)2

d2
εk

∫
Ai+2\Ai

|α̂k − 1|2 dx

for every i ∈ {0, . . . , h−1} , and therefore, by taking averages, there exists ik ∈ {0, . . . , h−1}
such that

Fk(uikk , α
ik
k ; Ω) ≤ Fk(ûk, α̂k; Ω̂) + Fk(v, 1; Ω \ Ωη)

+
c

h
[Fk(ûk, α̂k; Ω̂ \ Ωη) + Fk(v, 1; Ω̂ \ Ωη)]

+
c(h+ 1)

dh

∫
Ω̂\Ωη

|ûk − v|dx+
c(h+ 1)2

d2h
εk

∫
Ω̂\Ωη

|α̂k − 1|2 dx.

Letting k → +∞ and then h→ +∞ , we obtain

lim sup
k→+∞

Fk(uikk , α
ik
k ; Ω) ≤ F(uη; Ω̂) + F(v; Ω \ Ωη).

By the arbitrariness of Ω̂ , we have

(Γ- lim sup
k→+∞

Fwk )(uη, 1) ≤ lim sup
k→+∞

Fk(uikk , α
ik
k ; Ω) ≤ F(uη; Ωη) + F(v; Ω \ Ωη) = F(uη; Ω).

By the lower semicontinuity of the Γ-limsup, to conclude the proof it is enough to show
that

(5.4) F(uη; Ω)→ F(u; Ω) +

∫
∂DΩ

Ψ(|u− w|) dHn−1 as η → 0.

We observe that

F(uη; Ω) = F(u; Ωη) +

∫
∂Ωη

Ψ(|uΩη − v|) dHn−1 + F(v; Ω \ Ωη),
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where uΩη is the trace on ∂Ωη of u|Ωη . Since F(v; Ω \ Ωη) → 0 and F(u; Ωη) → F(u; Ω),
to prove (5.4) we only need to show that

(5.5)

∫
∂Ωη

Ψ(|uΩη − v|) dHn−1 →
∫
∂Ω

Ψ(|u− w|) dHn−1 =

∫
∂DΩ

Ψ(|u− w|) dHn−1.

By making the change of variables z = rη(x), we obtain∫
rη(∂Ω)

Ψ(|uΩη (z)− v(z)|) dHn−1(z) =

∫
∂Ω

Ψ(|(u∗η)Ω(x)− v∗η(x)|)(1 + ωη(x)) dHn−1(x)(5.6)

where u∗η := u ◦ rη and v∗η := v ◦ rη . The term (1 + ωη(x)) is due to the Generalized Area
Formula (see [5, Theorem 2.91]) and ωη → 0 uniformly since rη is converging to the identity
map in C∞ . Since v ∈ W 1,1(Rn), it is easy to see that v∗η → v in L1(∂Ω). To prove the

same result for u∗η we start by computing its total variation. If u is C1 , we have

|Du∗η|(Ω) =

∫
Ω

|∇u∗η(x)|dx =

∫
Ω

|∇u(rη(x))∇rη(x)|dx

=

∫
rη(Ω)

|∇u(z)∇rη(r−1
η (z))| 1

|det(∇rη(r−1
η (z)))|

dz

≤ (1 + ω′η)

∫
Ωη

|∇u|dz ≤ (1 + ω′η)|Du|(Ωη),

(5.7)

with ω′η → 0. By approximation we obtain that (5.7) holds for an arbitrary u ∈ BV (Ω).
Formula (5.7) in particular implies that

lim sup
η→0

|Du∗η|(Ω) ≤ |Du|(Ω).

From the convergence u∗η → u in L1(Ω), we conclude that |Du∗η|(Ω)→ |Du|(Ω). Since the
trace is continuous with respect to this kind of convergence, we deduce that (u∗η)Ω → uΩ

in L1(∂Ω). Therefore we can pass to the limit in (5.6) and eventually obtain (5.5). This
concludes the proof. �

Another ingredient in the proof of the convergence of ηε -minimizers with Dirichlet bound-
ary conditions is the following compactness result.

Theorem 5.2. Let M, c > 0 and let (uk, αk) ∈ BV (Ω)×H1(Ω) be such that ||uk||L∞(Ω) ≤
M and

Fk(uk, αk) ≤ c.
Then αk → 1 in L1(Ω) and there exists a subsequence of uk and a function u ∈ BV (Ω)
such that uk → u in L1(Ω) .

Proof. Let us start with the proof of the theorem in the case n = 1. As in the proof
of Lemma 3.3, we extract a subsequence from αk such that αk Γ(R)-converges to some
function α , and we consider the set {α = 0} , which is finite by Remark 3.1. Let Aj , j ≥ 1,
be open sets as in (3.13). By repeating the proof of Lemma 3.3, we obtain that the sequence
uk is bounded in BV (Aj), uniformly with respect to k and j . Therefore, by a diagonal
argument, it is possible to extract a subsequence from uk converging to some u ∈ L1(Ω)
strongly in L1(Ω). Moreover u ∈ BV (Ω).

To prove the theorem in the case n > 1, we make use of [1, Theorem 6.6] to reduce the
problem to the one dimensional case. In order to apply that result, we consider the family
U = (uk), which is by hypotheses equibounded in L∞(Ω). To prove that U is relatively
compact in L1(Ω), it suffices to prove that there exist n linearly independent vectors ξ
satisfying the following property: for every η > 0, there exists an equibounded subset Uη of
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L∞(Ω) lying in a η -neighborhood of U with respect to the L1(Ω) topology, and such that
(Uη)ξy := {wξy : w ∈ Uη} is relatively compact in L1(Ωξy) for Hn−1 -a.e. y ∈ Πξ . To prove
this, we fix ξ ∈ Rn and we consider the set

Ak := {y ∈ Πξ : Fξ,yk ((uk)ξy, (αk)ξy) ≤ L},

where Fξ,yk : BV (Ωξy)×H1(Ωξy)→ [0,+∞] is the one-dimensional functional defined by

Fξ,yk (u, α) :=

∫
Ωξy

fk(α, |u′|) dt+ κ(1)|Dsu|(Ωξy) +

∫
Ωξy

[W (α)

εk
+ εk|α′|2

]
dt,

and L is a suitable constant that we will choose later. By the Chebyshev Inequality, we have

LHn−1(Ωξ \Ak) ≤
∫

Ωξ\Ak

Fξ,yk ((uk)ξy, (αk)ξy) dHn−1(y) ≤ Fk(uk, αk) ≤ c,

where Ωξ is the projection of Ω on Πξ . Let us define the function wk in such a way that

(wk)ξy :=

{
(uk)ξy if y ∈ Ak
0 otherwise.

Letting Uη := (wk), we have that Uη lies in a η -neighborhood of U for a suitable choice of
L , since

||wk − uk||L1(Ω) =

∫
Ωξ\Ak

∫
Ωξy

|(uk)ξy|dtdHn−1(y) ≤ c

L
diam(Ω)M ≤ η,

if L ≥ η−1c diam(Ω)M . Moreover (Uη)ξy is relatively compact in L1(Ωξy) by the previous
step. This proves that U is relatively compact and therefore there exists a subsequence of
uk converging to some u ∈ L1(Ω). Following the proof of Proposition 4.1, we deduce that
u ∈ BV (Ω). �

Proof of Theorem 1.2. The result is an immediate consequence of Theorem 5.1, Theorem 5.2,
and of the general theory developed in [14, Corollary 7.20]. �

We conclude this section with an application in which the limit problem is actually defined
on the space GBV (Ω) and not just on BV (Ω). We omit the proof, since it follows the
arguments in [15] with obvious modifications.

Theorem 5.3. Let q > 1 and let g ∈ Lq(Ω) . For every k , let (uk, αk) ∈ BV (Ω)×H1(Ω)
be a minimizer of the problem

min{Fk(u, α) +

∫
Ω

|u− g|q dx : u ∈ BV (Ω), α ∈ H1(Ω), δk ≤ α ≤ 1}.

Then αk → 1 in L1(Ω) and a subsequence of uk converges in Lq(Ω) to a minimizer u ∈
GBV (Ω) of the problem

min{F(u) +

∫
Ω

|u− g|q dx : u ∈ GBV (Ω)}.
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Inst. H. Poincaré Anal. Non Linéaire (2015), doi: http://dx.doi.org/10.1016/j.anihpc.2015.02.001.
[12] Crismale, V. Globally stable quasistatic evolution for a coupled elastoplastic-damage model. ESAIM

Control Optim. Calc. Var., doi:10.1051/cocv/2015037.

[13] Crismale, V., and Lazzaroni, G. Viscous approximation of quasistatic evolutions for a coupled
elastoplastic-damage model. Calc. Var. Partial Differential Equations 55:17 (2016).

[14] Dal Maso, G. An introduction to Γ -convergence. Progress in Nonlinear Differential Equations and their
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(Rodica Toader) DIMA, Università di Udine, Via delle Scienze 206, 33100 Udine, Italy

E-mail address, Rodica Toader: rodica.toader@uniud.it


