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Abstract

An efficient and accurate model has been developed for the numerical simu-
lation of a Vertical Axis Wind Turbine (VAWT) in its whole operating range and
with emphasis to the dynamic stall condition. In order to reproduce the main
features of the separated flow (e.g., the shedding of strong vortical structures),
an unsteady 2D panel code has been developed, which uses the “double wake”
concept to model the physics of the dynamic stall.

The panel equations for the unsteady potential flow are solved together with
the integral boundary layer equations on the aerofoil surface, by using a semi-
inverse iterative algorithm to couple the inviscid and viscous flow regions. Both
the wake and the flow separation are modelled by introducing two additional
panels at the trailing edge and separation point, respectively, and by computing
the change in the aerofoil bound circulation on the basis of the shedding of
point vortices from those locations (“double wake" approach). The point vor-
tices are convected by the flow according to the local velocities induced by the
point vortex population itself and by the singularities on the aerofoil surface.
Since an accurate prediction of the separation point is essential for a successful
simulation a rather complex model of the boundary layer, including a proper
treatment of the transition bubble, has been adopted. Furthermore, an appro-
priate strategy has been devised to move the separation panel so as to allow
the flow reattachment required in condition of dynamic stall at low Reynolds
numbers.

The model has been validated with reference to a steady and a pitching aero-
foil in dynamic stall at high and low Reynolds numbers (Re = 1.5 x 10° and
Re = 5 x 10%). The numerical results have been compared with experimental
data from the literature and with time-resolved PIV measurements performed
by the author. An excellent agreement is observed in both attached and sep-
arated flow conditions. In particular, satisfactory predictions are obtained of
aerodynamic loads, separation and reattachment points, position and shape of
the separated shear layer. For the pitching aerofoil, the load hysteresis loops
and the dynamics of the leading edge vortex, which characterises the dynamic
stall, are well predicted at two pitching frequencies, which proves the good
sensitivity of the model to the variation rate of the angle of attack. Also the
flow reattachment in dynamic stall is properly simulated thanks to the special
strategy devised to move the separation panel along the aerofoil surface.

The model has been used to compute the wake flow past a VAWT in dy-
namic stall and the numerical results have been compared with phase-locked
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PIV data and CFD-DES simulations available in the literature. The complex
vorticity distribution due to the energy conversion process is well reproduced,
showing the ability of the present model to cope with separated flows and
strong wake-blade interactions. The predicted values of the forces turn out
to be comparable with the ones provided by the much more expensive CFD
approaches.

Subsequently, a study has been carried out about the influence of dynamic
stall, number of blades and reduced frequency on the VAWT vorticity field and
forces. When compared with a single wake model, which cannot allow for the
dynamic stall, the present model predicts much more complex vorticity and
induction fields characterised by the release of vorticity of opposite signs from
the separation point and the trailing edge, which strongly alters the dynamics
of the blade-wake interaction. When considering a two blades VAWT instead of
a single blade one, vorticity is observed to accumulate in the downwind region,
which causes a strong expansion of the main flow crossing the rotor. A low
reduced frequency, corresponding to a condition named “quasi-steady stall” in
the present work, gives rise to the release of vortical structures at a frequency
much higher than the rotation frequency, which introduces high frequency os-
cillations in the aerodynamic forces and reduces the power extraction in the
downwind part of the blade rotation.

Finally, the 2D VAWT rotor performance, in terms of power coefficient vs.
tip speed ratio, has been computed for two different rotor Reynolds numbers.
As expected, the power coefficient increases with the rotor Reynolds number in
the whole operating range of the wind turbine. However, in the present thesis
no attempt is made to compare the predicted overall performance with that of
a real three dimensional VAWT, since the complex 3D effects (e.g., tip vor-
tices) cannot be either neglected or reproduced by a 2D model. Therefore, the
extension of the present model to three dimensions, which is a very challenging
task, should be pursued in future works.
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Introduction

In the present thesis a vortex panel method is presented for the numerical
simulation of the flow field around the Darrieus Wind Turbine. This Verti-
cal Axis Wind Turbine (introduced by G. Darrieus in 1931 [1]) was exten-
sively studied during the 1980s by the Sandia National Laboratories and the
National Research Council of Canada, till the Horizontal Axis Wind Turbine
(HAWT hereafter) became the standard for the megawatt scale (for an histor-
ical overview see Gipe [2]). Therefore, the aerodynamic research was focused
on the HAWT rotor whereas the research on the Vertical Axis Wind Turbine
(VAWT hereafter) was discontinued and almost restricted to the improvement
in the models developed during the eighties.

In the last years, the depletion of global fossil fuel reserves combined with
mounting environmental concern has served to focus attention in alternative
ways to capture the wind energy. The most promising solutions seem to be
the diffuse generation in the urban environment and the offshore application,
conditions where the Vertical Axis Wind Turbine has an ace in the hole.

In the building environment, where the flow is highly turbulent with strong
vertical gradient, the VAWT represents an attractive choice for its insensitive-
ness to the yaw flow, for its structural strength to the rapid change in wind
direction, for the low noise emission [3], for the good performance in the skewed
flow [4] and for the better public acceptance (Fig[L.1]).

In the offshore application, the VAWT strength is in the structural features,
as the position of the generator and the auxiliary equipment in the bottom of
the machine, the absence of the moving nacelle and the lower impact on the
performance of the pitch and plunge motions of the floating platforms.

To resume, in the last years the interest in the VAWT s increased but, due
to the aerodynamic complexity of the rotor and the sobbing research, a lot
design problems are still present. In this thesis it will be presented a model that
Is able to predict the flow field past a VAWT, allowing a better understanding
of the energy conversion process. In the following section a brief description of
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Figure 1.1: The VAWT as an object of design, by Philippe Starck

the wind turbines, with emphasis on the Darrieus VAWT, will be carried out.

1.1 Wind Energy

The wind is the air movement from high pressure to low pressure regions,
due to the irregular solar exposition. The use of this “indirect solar energy”
is one of the most promising renewable source that can reduce the countries
dependence on fossil fuels. Nowadays, the most efficient way to extract energy
from the wind is the use of a lifting-device as it may be the wind turbine
(the drag wind turbines are not mentioned in the present thesis). The wind
turbines are divided in two main categories, depending on the orientation of
their rotational axis: the Horizontal Axis Wind Turbine (HAWT, Fig.
and the Vertical Axis Wind Turbine (VAWT, Fig[L.2(b)). Both have about the
same ideal efficiency, but the HAWTs are the most widespread and the most
studied.

The HAWT has a propeller type rotor and its rotational axis is parallel to the
wind direction (see Fig. [L.2(a)]). When a steady flow hits the machine, constant
lift forces (so a circulation) are generated on the rotating blades and the wind

2




1.1. WIND ENERGY

(a) HAWT (b) VAWT

Figure 1.2: Example of Horizontal Axis Wind Turbine (HAWT) and Verical Axis
Wind Turbine (VAWT)

l Upwash
2 ~
7

Z ) &b
VAl A e S =
- |

e\\e\€__€_€_€_ﬁp_Vortex

| Upwash

(a) Simplified vortex system in a wing (b) Visualization of the tip vortex

Figure 1.3: 3D Flow past a wing

energy is converted into electrical energy. In this condition, each annular section
of the blade is characterised by a constant bound circulation and, from the
Kelvin's theorem (see J. Katz and Plotkin [5]), no circulation is shed into the
wake. Nevertheless, considering the 3D finite blade, its total bound circulation
cannot end in the fluid and so it must be continued as trailing vorticity in the

3




CHAPTER 1. INTRODUCTION

(a) Conceptual representation (b) Numerical simulation

Figure 1.4: Evolution of trailing vorticity in a HAWT wake. Conceptual repre-
sentation from T. Burton et al. [6](a), numerical simulation from J.N. Sgrensen

et al. [7](b)

flow till, far downstream, it creates a closed path (Fig. [L.3} Helmholtz's second
theorem, see J. Katz and Plotkin [5]). Therefore the HAWT wake (see e.g,
Fig is mainly composed of the trailing vorticity due to the finite span of
the blade, which induces a tangential and an axial velocity to the machine.

The VAWT (see Fig. has a bladed rotor with rotation axis perpen-
dicular to the wind direction and it can capture wind from any direction. When
the machine is hit by a steady flow, the rotating blades are subjected to a vari-
ation in time of the angle of attack that produces unsteady lifting forces. In
one transversal section of the machine, the blade rotation produces a variation
in time of the bound circulation of the aerofoil and, according to the Kelvin's
theorem, a circulation is shed into the wake. Therefore the VAWT wake is
composed not only of the trailing vorticity (due to the finite blade span, as in
the HAWT) but also of the shed vorticity due to the variation over the rotation
of the blade bound circulation (see Fig. [L.5)).

The energy conversion process in HAWTs and VAWTs is extremely different,
as well as their wakes are. In both machines the wake carries all the information
about the power exchange, and it influences the velocity field around the blade.
In the HAWT, the strength of the wake is function of the bound circulation
of the blade and its influence on the lifting forces can be easily evaluated and
included in simple prediction models (e.g., in the blade element momentum
model). The VAWT wake is always unsteady, due to the time varying aerofoil
circulation, and it interacts with the blade especially in the downwind part of
the rotation. That creates a very complex behaviour that cannot be easily
modelled and included in the momentum models.

4




1.2. 2D VAWT AERODYNAMICS
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Figure 1.5: Wake of a single blade VAWT, Sim3o Ferreira [g]

1.2 2D VAWT aerodynamics

The aerodynamics of the VAWT s characterised by three-dimensional un-
steady flow effects (i.e., tip vortex), by time varying induction and, when the
tip-speed ratio X is less than four and the reduced frequency k = QL/2\uy
is greater than 0.05, by dynamic stall (Hofmann et al. [9] and Simao Ferreira
[81).

The dynamic stall is an unsteady phenomenon that occurs when the angle
of attack rapidly changes exceeding the static stall angle. When this happens,
in the suction side of the aerofoil leading edge a dynamic vortex starts to de-
velop although the flow keeps on reattaching behind the vortical structure. In
this condition the main flow experiences an effective aerofoil shape that com-
prises the leading edge vortex, which causes an “overshoot” in the lift force due
to the high virtual chamber of the aerofoil. When the strong vortical struc-
ture has grown enough it detaches from the aerofoil surface and is convected
downstream by the main flow. Meanwhile, the aerofolil lift drops and a counter-
rotating vortex develops at the trailing edge. After the first dynamic vortex has
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Figure 1.6: Schematic behaviour of a VAWT

been shed, weaker vortices form either on the leading edge or the trailing edge
till a condition of normal stall is established.

The present thesis focuses on the 2D flow field where the dynamic stall and
the time-dependent aerofoil bound circulation are the main features. In order
to better understand the topic of this research, Fig. shows a schematic
description of the flow field around a single blade VAWT in deep dynamic stall
(A < 4, kK > 0.05). For & = 0° the geometrical angle of attack is a = 0°
and, excluding the influence of the wake, the lift on the aerofoil is zero and
only drag is present. By increasing 6, the aerofoil bound circulation changes
producing a release of vorticity in the wake (Kelvin theorem, see Katz and
Plotkin [5]). If the tip-speed ratio, A, is between 2 and 4, the angle of attack,
a, increases over the static stall angle and flow separation occurs (point b, Fig.
[1.6)). The blade keeps to rotate and the leading edge vortex increases in size
and strength. Before the first half of the rotation is completed the leading edge
vortex is released and transported by the fluid downstream (point c, Fig. .
In the leeward region, the suction side of the aerofoil becomes the pressure side
and vice-versa. The remaining part of the rotation is characterised by a second
stall (point d, Fig. and the interaction between the aerofoil and the wake
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Figure 1.7: Expansion of the wake due to the energy extraction in a HAWT

that was shed in the upwind part of the rotor revolution.
From this brief description it should be clear that the 2D aerodynamics of
a VAWT is unsteady with a strong wake-blade interaction.

1.3 Numerical methods for VAWT

1.3.1 Momentum models

The most common and used numerical methods for the analysis of the
wind turbines are the momentum models based on the actuator disk concept
(Glauert [I0]). This approach has been developed for the simulation of the
propellers, where the rotor is initially reduced into a 2D actuator surface (zero
rotor thickness) and moreover, due to the axisymmetric flow, reduced into a
1D actuator strip.

The actuator disk concept can be used straightforward foe the HAWT simu-
lation, where the streamtube (delimited by the streamlines that cross the blades
tip) shows the flow expansion due to the energy extraction (see Fig. . The
flow velocity, along the streamtube, slows down approaching the actuator disk
where a pressure jump occurs to balance the force applied by the rotor. The
difference between the kinetic energy far upstream and far downstream (where
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Figure 1.8: The actuator strip and the streamtube configuration for both
HAWT and VAWT

the local pressure is equal to the freestream pressure) balances the work done
by the flow on the rotor. This approach allows (by an energy balance) the load-
ing on the rotor to be related to the energy exchange and the wake induction
and expansion.

To increase the accuracy of this model, the effect of the finite blade span
(Fig. must be taken into account. The HAWT wake, as explained before,
Is usually composed of a strong trailing vorticity shed at the blade tip and
root. This behaviour can be modelled by introducing a continuous vorticity
distribution along the streamline that crosses the blade tip in the actuator disk
model (Fig. [L.8} for more details see Burton et al. [@]).

This simple model has shown a great ability in the prediction of HAWT
performance and therefore it was applied (with some adjustments) to the 2D
VAWT flow field (see, e.g., Wilson et al. [1I]). When the actuator disk
approach is applied to a 2D VAWT (in a plane normal to the rotation axis,
Fig. the circular rotor is pressed into a line perpendicular to the flow, that
becomes the actuator strip of the model (Fig. [L.8]). The continuous shedding
of vorticity during the blade rotation (as mentioned in sec. is simplified
assuming that all vorticity is shed at 6 = 0° and 6 = 180°. Thus, the 2D
wake is modelled by introducing a continuous vorticity distribution along the
streamlines that cross the actuator strip ends.

8
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To increase the accuracy of this model, the effect of the finite blade span
should be taken into account. In the literature some formulations are reported
(e.g., Paraschivoiu [12]), that introduce a tip-effect correction to the load, in
a similar way to what is done for the HAWT.

From the above brief description of the momentum based models, it should
be clear that they introduce rather drastic assumptions, especially as far as the
position and distribution of the shed vorticity are concerned. These simplifica-
tions are reasonable for the HAWT (axisymmetric flow, zero thickness of the
rotor, vorticity shed only at the blade tip, etc.) but they are not appropriate
for the VAWT [8]. For example, if the continuous shedding of vorticity during
the blade rotation, which is peculiar of the VAWT, is replaced by a vorticity
shedding at 8 = 0° and 6 = 180°, the model can still provide a good prediction
of the rotor loading, but no information about the most important part of the
energy conversion process can be expected. In other words, the momentum
based models, due to their formulation, are not able to reproduce the physics
of the energy conversion process, therefore they cannot provide any help in
understanding it. An exhaustive description of the intrinsic limitations of the
VAWT momentum models can be found in Sim&do Ferreira [8] or, more concise,
in Strickland et al. [13] and Zanne L. [14].

According to [8], the momentum models (e.g., multiple streamtube model)
are believed to be at the end of their life. Nowadays, due to the increase of
the computer capabilities, the vortex methods could face many problems, the
solution of which is “hopeless” [13] by using the momentum models.

However, the models based on the momentum balance are still the most
widespread tools for VAWT design and development, due to their simplicity,
flexibility, low computational cost (essential for aerolastic code) and to a num-
ber of formulations in the literature that include the effects of dynamic stall,
tip losses, wake expansion, etc.

1.3.2 Vortex Methods

Nowadays, the vortex methods (VM) represent one of the most promising
tools for the study and design of VAWTs [8]. The VMs are numerical methods
based on the vorticity equation, in which pressure does not appear explicitly
pressure field values are not needed to determine the velocity field [12]. They
are grid free, the mesh being required only on the solid surfaces and in the
rotational flow regions such as the wake. These methods do not introduce
numerical dissipation, which is fundamental in wind turbine applications. In the
VMs the flow field past the blade is considered incompressible and irrotational,

9
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whereas the rotational wake region, formed by the shed vorticity, is discretized
by a collection of singularities (point vortices) that carry away all the circulation
released from the blade due to the energy exchange process.

One of the first attempt to use the vortex methods was made by Strickland
et al. [13] in the 1980s. Their “free vortex wake method" was applied to sim-
ulate the complex unsteady wake past a VAWT, so overcoming some intrinsic
limitations of the momentum models. The main weakness of that approach
is in the computation of the forces acting on the blade, based on an aerofoil
section data, which only accounts for the perceived angle of attack and the
velocity in a single point of the flow field. Therefore, this methods (as the
one of [14]) can be considered as an evolution of the momentum models and,
although the influence of the wake is better captured, it appears to be not yet
complete. Moreover, some corrections are necessary to take into account the
flow unsteadiness and the dynamic stall, since the forces are obtained from
steady aerofoil section data.

To remove the use of aerofoil section data and the empirical correction for
the dynamic stall, Oler et al. [15] developed the first vortex panel method
capable of modelling the physics of the dynamic stall in a VAWT by using the
“double wake " concept. However, this method was abandoned in favour of the
momentum models, which were much faster and accurate enough in the rotor
loading prediction.

In the last years, due to the increase of the computer capabilities, the vortex
models are becoming more and more popular. A recent comparison between a
momentum model (the Double Multiple Streamtube, DMST) and a 2D inviscid
unsteady panel code is presented in Simdo Ferreira [8]. In his Ph.D. thesis
he shows that only the panel method is capable of reproducing the complex
behaviour of the VAWT wake but, due to the hypothesis of inviscid attached
flow (the stall or the dynamic stall are not captured), it cannot be used for
design purposes.

In the present thesis, a step forward in the development of an unsteady
panel method for VAWT is taken, removing the hypothesis of attached flow
condition and introducing the effects of the boundary layer on the pressure
distribution on the aerofoil surface.

1.3.3 Computational Fluid Dynamics

The complex unsteady aerodynamics of the VAWT, especially during the
dynamic stall, makes the simulation by Computational Fluid Dynamics (CFD)
models a challenging matter. As described in sec. [I.2] the 2D aerodynamics of
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VAWT in dynamic stall is characterised by the formation, growth and release of
the leading and trailing edge vortices, which interact with the blade especially
during the downwind passage. The simulation of this behaviour by means of
CFD models requires a very fine computational grid throughout the VAWT
rotor and not only near the aerofoil surface (it is necessary even though the
dynamic stall is not present). This requirement, combined with the need of
time-accurate models and the absence of spatial simplification (e.g, plane of
symmetry), makes the computational cost of the VAWT simulation almost
prohibitive for a widespread study of the machine. A recent comparison between
the simulation of VAWT in dynamic stall performed by URANS (S — A and
k — € model), LES and DES models, is presented in Simao Ferreira et al. [16].
The DES model seems to be the only one capable of properly predicting the
generation, shedding and convection of the trailing and leading edge vortices,
against a high computational cost.

1.4 Motivation of the research project

One of the main features of the Vertical Axis Wind Turbine is the complex
wake that develops during the extraction of energy from the wind. However, the
generation of the wake of the VAWT and its impact on the energy conversion
process is still not fully understood, especially during operation in dynamic stall.

The aim of the present research is to deepen the knowledge of the relation
between the wake structure and the rotor loading, starting from the analysis of
the dynamic stall and its influence on the generation and evolution of the wake
and the induced velocity field in the two-dimensional flow case.

To achieve that purpose, an unsteady two-dimensional panel model coupled
with the boundary layer equations has been developed, which is able to model
the physics of the dynamic stall by using the “double wake” concept (Riziotis et
al. [17]). In order to demonstrate the capabilities of the model the results are
compared at first with experimental data for pitching aerofoils at medium-high
Reynolds number (from [18]) and medium-low Reynolds number (time resolved
PIV data, collected by the author at the Delft University of Technology). Sub-
sequently, the model predictions are compared with PIV measurements and
CFD simulations of a VAWT (from Simao Ferreira et al.[19], [16]).

The simulation results allow the characterisation of the dynamic stall in the
aerofoil scale and in the rotor/wake scale. The first one is very important in
the upwind stage (see Fig. [1.6]), where the stall mainly affects the pressure
distribution on the blade, so reducing the lift and, consequently, the turbine
performance. In the rotor/wake scale the dynamic stall modifies the vorticity
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Figure 1.9: Evolution of the velocity in the freestream direction (Uy) in the
midspan plane of a VAWT compared with the results of a 2D simulation [8]

distribution in the wake, which, especially in the downwind stage, introduces a
strong wake-blade interaction.

1.5 2D flow assumption

The model developed in the present thesis is based on the assumption of
a two-dimensional flow, as well as the momentum models. Where the effects
of the finite blade span need to be considered (as in the loading simulation of
a real VAWT), it is possible to use an approach equivalent to the Prandtl's
tip-loss function [20] and the Prandtl's finite-wing theory developed for the
momentum models [12].

However, as pointed out in [8], those approaches are aimed at applying
tip-effect corrections to the loading, dismissing the real physics of the flow.
Therefore, in order to avoid “non-physical” and empirical corrections, at present
they are not implemented in the model.

An interesting study on the 3D effects in the midspan plane of a VAWT s
carried out in [8] and it can be useful to understand the limitations of the 2D
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Figure 1.10: Wake path in the midplane of a VAWT. Comparison between 2D
and 3D simulations [8]

flow assumption made in the present thesis. When a 2D simulation is compared
with the 3D solution in a midspan plane of a VAWT the main difference seems
to be a reduction of the wake convection velocity in the mainstream direction,
especially in the downwind passage (Fig. . The lower convection speed of
the 3D wake corresponds to that of a 2D wake at a higher tip-speed ratio [g].
Furthermore, Fig. shows that the structure of the wake in the midspan
plane of the 3D VAWT is similar to the one of the 2D VAWT. Therefore it
seems reasonable to assume 2D flow in a plane far from the blade tips in order
to study the physics of the energy conversion process.

1.6 Previous works

The vortex methods for the simulation of VAW Ts were introduced to over-
came some intrinsic weaknesses of the momentum models. The first model
(free vortex wake method) can be considered as an evolution of the momen-
tum models, where the wake is modelled as a collection of vortex blobs but
the forces acting on the aerofoil are derived from the aerofoil section data (as
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Figure 1.11: Example of ibrid model, vortex method in the Macro-Model and
finite element method in the Micro-Model [21]

in the momentum models). This “ibrid” solution can increase the accuracy in
the evaluation of the wake influence, but it still misses part of the physics of
the energy conversion process and it needs some empirical relations to handle
the dynamic stall. Examples of this model can be found in Strickland et al.
[13], McIntosh S.C. et al. [22], Coton [23] and Zanne L. [14]. Another ibrid
model is the FEVDTM presented in Ponta et al. [21], where the wake is still
modelled by the vortex method but a finite element analysis is used in the flow

surrounding the blades (Fig. [1.11]).

The first vortex panel method for VAWT capable of modelling the physics
of the dynamic stall (by using the “double wake " concept) without the use of
the aerofoil section data and empirical corrections for the dynamic stall, was
presented by Oler et al. [I5]. However, this convincing method was penalised
by a computational cost that was too high in the eighties and by inadequate
boundary layer closure relationships, an erroneous coupling of the boundary
layer and the potential flow equations, and the use of not optimal boundary
conditions.
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Nowadays, due to the increase of available experimental data and computa-
tional capabilities, the vortex panel method for VAWT in dynamic stall can be
revisited. Recently, Riziotis et al. [17] presented a vortex panel method coupled
with the boundary layer equations that was able to model the dynamic stall of
pitching aerofoils at medium-high Reynolds number. The model developed in
the present thesis can be considered as an extension of the model in [17] to
rotating multi-aerofoils (VAWT) at medium-low Reynolds number. Taking ad-
vantage of the progress made during the last three decades, the present model
is capable of solving the problems that penalised the model of Oler et al. [15],
providing an accurate approach to the study of the complex VAWT flow field.

The good accuracy of the present model (comparable to the one of the more
complex CFD DES, sec. and its reasonable computational cost make its
use attractive in the VAWT design and in aerolastic codes.

1.7 Thesis outline

After this brief introduction, in Chapter [2] the mathematical formulation
of the model is derived, while in Chapter [3| the algorithm and the separation
criterion are described. In Chapter [4] the validation of the code by means of
available experimental data is carried out. Also, the time resolved PIV data
collected by the author are presented. In Chapter |5 the present code is used
to analyse the influence of the dynamic stall on VAWT performance and in
Chapter [6] the conclusions and the recommendations for future research works
are provided.
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Formulation of the Model

The aim of this research is to deepen the knowledge of the relation between
the structure of the wake and the loading on the rotor of a VAWT, starting from
the analysis of dynamic stall and its influence on the generation and evolution
of the wake and the induced velocity field in the two-dimensional case. To
achieve that purpose, an unsteady two dimensional panel method coupled with
the boundary layer equations is developed, which is able to model the physics
of dynamic stall by using the “double wake” concept (Riziotis et al. [17] ).

In the field of aerodynamics, the fluid motion is governed by the continuity
and Navier-Stokes equations. Under the assumptions of constant viscosity u
and incompressible flow, these equations can be written as:

Continuity =V -0 =0
o _
N/S:>8—I;+U-VU:1‘—%+UV2U

The simultaneous solution of these three scalar equations is sufficient to deter-
mine the velocity and pressure fields. However, their solution in wind turbines
practical applications needs a very large computational time, due to the non-
linearity of the Navier-Stokes equations. To reduce the computational effort, a
dimensional analysis of these equations makes it possible to identify the terms
that can be neglected in certain flow regions, while the essential physics of
the flow field can still be captured. An example is the model developed in the
present thesis, based on the assumption that an incompressible external flow
over an aerofoil for high Reynolds numbers can be split in two regions (Prandtl’s

boundary layer theory, Fig. [2.1)):

The outer flow, where the viscous effects are negligible and the Navier-Stokes
equations reduce to the Euler equations (with body forces neglected):

ou Vp

3t Vi=——"
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Figure 2.1: Flow regions for high Reynolds numbers

x

The thin boundary layer, where the viscous effects cannot be neglected and
the Navier-Stokes equations reduce in the classical boundary layer equa-
tions (see Schlichting [24])

(s):p(u%Jru %) ——@Jrua%s
Os on , 0s 02n
__9p
(n)=0= an

where s represents the curvilinear coordinate along the body surface and
n is the coordinate normal to Iit.

To complete the set of equations the continuity equation is needed.
This splitting allows to use the mathematical properties of the simplified equa-
tions to reduce noticeably the computational effort (e.g., in the inviscid region
the mesh is necessary only on the aerofoil and wake surface and in the viscous
zone the integral formulation of the boundary layer equations can be used).

In this chapter the governing equations for the two flow regions and the
algorithm used to couple the viscous and the inviscid flow field will be described.

2.1 Potential flow equations and panel method

The vortex panel methods are based on the hypothesis that the flow sur-
rounding the aerofoil and its wake is incompressible, inviscid and irrotational.
Under these assumptions, the flow is governed by its kinematics and only the
continuity equation together with the irrotationality requirement are needed
to compute the velocity field. The equations of the flow dynamics (the Euler
equations) can be used afterwards to compute the pressure distribution. After
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Figure 2.2: Control Volume for the application of the divergence theorem

these considerations, from a physical point of view, there is no way that an in-
viscid flow can apply a force on a solid body, so an extra-condition to simulate
the main effects of the viscosity is needed. It is the “Kutta condition”, which
will be described and derived in section (2.1.3)).

Assuming incompressible, inviscid and irrotational flow, a velocity potential
¢ can be defined, and continuity equation becomes:

V-i=V-(V$)=Vp=0

which is the Laplace equation. From Katz and Plotkin [5] it is known that
the solution of the Laplace equation can be obtained by the distribution of
elementary solutions (e.g. point source, doublet or vorticity) on the aerofoil
surface and wake. The proof rests on the divergence theorem:

/vadv:—/sﬁ-éds

Here V is the control volume, € is a continuous function of position inside V/,
S is the boundary of V and i1 is a unit vector normal to S and directed into V/
(see Fig.. [2.2). The vector £ is defined by:

£= ¢V, — sV

where ¢ is the flow velocity potential in V/, whereas ¢s is the potential of a 2-D
source of unit strength at some arbitrary point P in V' (for more details see

[25]), defined as:
1

(Ds:%/nr
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Figure 2.3: Nomenclature for derivation of Green's identity

where r is the distance from P to the point at which £ is to be evaluated, as
shown in Fig. . If function € is to be continuous in V/, so must be ¢, V¢,
¢s and V. But ¢s and its derivatives do not exist at P. Therefore, a small
circle of radius r. centered at P should be carved out (see Fig. . Let V,
be the part of V outside that circle and S, the surface of the circle. Now, the
source potential ¢, satisfies the Laplace equation everywhere in V,, just as ¢
does. Therefore, the divergence of vector £ is:

V&= ¢V, — $.V2 =0
Thus, applying equation ([2.6]) to region V. gives:

V-ng:O:—/ n-(pVeos — psVo) dS 2.10

Ve S+5Se

It is convenient to separate the integrals over two surfaces S and S, and to

rewrite eq. as:
[ 7 (0V6.~6.v8) a5 =~ [ 7 (9. - .99) d5
S

€

When ¢ — 0, ¢ and V¢ approach their values at P (¢, and @), so the left-hand
side of equation becomes:

/ﬁ~(d)V¢s—qb5Vd>) dsmpp/ A Vs dS—Up-/ Ags dS (212

€ € €

The first integral on the right is the volume flow rate through S, which is equal
to the strength of the source inside the circle (equal to one by definition, Eq.
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Sa

Figure 2.4: Definition of potential inside aerofoll

[2.8)). In the second integral, ¢s is constant on S, so that integral reduces to:

/ nds 2.13

which is zero. So equation (2.11]) becomes, in the limit, the Green’s identity:

by = / (7 V&)ps — d(7- Vos)] dS 214
S

This formula gives the value of ¢ at any point P in V/, where ¢ satisfies the
Laplace equation in terms of the values of ¢ and n- V¢ on the boundary of V.
At this point the integral over S is separated out into an integral over S, far
from any body in the flow field, and an integral over S, and S, (see Fig. 2.3).
On S..:

Poo R UxooX + UzocZ 2.15
and eq. becomes:
Pp = Poo + / [(7-V@)ps — d(n- Vs)] dS 2.16
Sat-Sw

A new potential ¢* is introduced as a solution of the Laplace equation in region
V, that is inside the body surface S, (see Fig. [2.4). In a point P outside the
body surface:

§'=¢"Vos — ¢V 2.17
Then, as it was found in eq.(2.9)),

V-&=0 2.18
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control point
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Figure 2.5: Definition of panels
and, from eq.(2.6)),
0= / A (¢"Vs — ¢V $*)dS 219
Adding eq.(2.16)) and eq.(2.19)) leads to:
bp=bt [ (08 xA-V9:) dS 2.20
Sat+Sw
where:
c=n-V(¢p—¢*) Strength of a Source
X=¢— o Strength of a Doublet '

At this point surfaces S, and S,, are divided into a number N, of straight lines
that become the panels of the method, as shown in Fig. 2.5 The sources and
the doublets are distributed on the straight-line panels, so that the potential in
point P becomes:

Np
Pp = Poo + Z/ (0¢s —xn-Vos) dS 2.22
j=1 panel j
or, after integration on each panel:
Np
b = oo + O _(bo) + ) 2.23
j=1

From Katz and Plotkin [5] it is known that the potential induced by a doublet
distribution can be expressed as induced by a vortex distribution, so eq.(2.23))
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Figure 2.6: Point vortex
can be rewritten as:
Np
bp = oo + Y (b0 + ¢v,) 2.24
J=1
and using the definition of velocity potential:
Np
Voo =0, =V + > _ V(P + by,))
j=1
" 2.25
=loo + Z(L_IJU + Ojy)
j=1

In this way the velocity in each point of the flow field is expressed as the sum
of the “velocity induced” by source and vortex panels on the boundary. To
conclude, the Green’s identity allows the Laplace equation to be solved by
distributing elementary solutions (or singularities) on the boundaries (aerofoil
surface and wake). The strength of these singularities can be obtained by
applying the boundary conditions.

In the present model three different singularities are used. The panel with
constant - strength source and the panel with a constant - strength vortex
distribution on the aerofoil surface and in the near wake. In the far wake, the
vortex panel is changed into a vortex blob.

Vortex Blobs This elementary solution has only a tangential velocity compo-
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nent, as shown in Fig. 2.6] So, in polar coordinates:

u =20

ug = ug(r,8)

From the continuity equation:

aur+l%+ﬂ—0
or r oo r

Ug turns out to be only a function of r. By applying the definition of
vorticity and the requirement of irrotational flow:

1
W, = ——
Y r

[%(We) - %(ur)} =0=rug=const =K 2.26

where K can be computed by using the definition of circulation (according
to right-hand rule):

0
r:fa-cﬁ:/ ug - rdo = —21K 2.27
/ 2m
Therefore, the velocity field induced by a point vortex of strength [ is
given by:
u =20
In 2.28

Ug = ———
2Tr

In Cartesian coordinate (x, z), the velocity induced at point P(x, z) by
vortex in (xg, Zg) is:

I Z— 2
Uy = =—
21 (x — x0)? + (2 — 2)?
2.29
. - X — Xo

T2 (x—x0)2 + (2 — 2)?

It is useful to introduce a vector notation for the velocity induced by a

point vortex: _
u=1rD

1 z-z ] 230

D=

27 (x—x0)2+(z—20)?
1 X=Xg
2m (x—x0)?+(z—20)?

The requirement of potential flow constraints all the vorticity in an in-
finitesimal part of the vortex centre, which induce a singularity in the
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Figure 2.7: Constant Strength vortex distribution

velocity that is unacceptable on the physical ground. To remove this sin-
gularity and to mimic the real flow a viscous core is used and the Lamb
- Oseen vortex model has been chosen:

_ 21 z;on(l (—R%/R2 ))
D= 21 X20(1 — e( R2/R2))

Where R? = (x — x9)? + (z — 2z)? and R¢ is the viscous core radius
(< V4vt). Anyway, in the present model, the core spreading due to the
diffusion is not considered as relevant for wind turbines applications, so
the core size is kept constant.

Constant-Strength Vortex distribution : it is a vortex distribution along the
x axis (see Fig. where the strength per unit length, =y, is constant
on the panel. The velocity induced by this distribution at a point P(x, z)
is an integral of the influence of the point vortex (see [5]):

’Y/X2 z J

Uy = — Xo

21 . (x — x9)? + 22

1J 0) 2.32
/'y

X — Xo dx
2m ) (X —x0)2 + 22 0

U, = —

Where the circulation on a line around the panel is:

F=90e—x) 233
and in vector notation:
7i—~B
B — [ %f@ (x— X0)2+Zz dxo ] 2.34
fl (x— Xo)2+22 dxo
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P(x,2)
o

O(x)=const.

X1 X2

Figure 2.8: Constant Strength source distribution

Constant-Strength source distribution : it is a source distribution along the
x axis (Fig. where the strength per unit length, o, is constant on
the panel. The velocity induced in P(x, z) is an integral of the influence
of the point source (see [5]):

X2

o X — Xp

Ux = 75— dx
om [, (x—x0)?+ 22 0
X2 235
o) zZ d
U, = — v
FTom ), (x—xpR+z2 "
As usual, in vector notation
i=cA
1 X2 _
A— |2 S oz dxo 2.36
T E [P = dx
2T JXx1 (X_XO)2+Z2 0

2.1.1 Attached Flow

To simplify the description without loss of generality, the system of equa-
tions for one aerofoil will be presented. In multi - aerofoils problems the differ-
ence is in the calculation of the velocities, where a velocity induced by the other
aerofoils and their wakes appears. In unsteady attached flow condition the sur-
face of the aerofoil is divided in N, panels with source distribution of strength
o; and a vorticity distribution of strength -y (Fig. [2.9). The wake is defined by
a collection of vortex blobs, except for the part close to the trailing edge that
is discretized by a vortex segment of length /, and strength «,,. Its position,
following Basu et al. [26] and Riziotis et al. [17], should be parallel to the upper
or lower surface at the trailing edge, depending on the sign of the aerofoil cir-
culation. But this formulation has a weakness when O/ ,¢,0f0i1/0t — 0 because
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control point

9 O V"" I-z I-l

/e Al \/

I vortex blob
w

Figure 2.9: Singularities distribution in the attached flow condition

the flow is constrained to leave the aerofoil parallel to either the upper or the
lower surface instead to the bisector of the trailing edge angle, as it happens
in the real flow. In the present model, to overcame this issue, the position of
the panel is set parallel to the vector sum of the velocities at the two adjacent
panels at the trailing edge. So, the panel inclination indirectly depends on the
value of 0l erof0i1/Ot.

In this configuration the model has N,+2 unknowns (the N, source intensity
o;, the vorticity «v and the circulation of the panel in the wake I,,) and it needs
N, + 2 boundary conditions to be determined. Due to the linearity of the
Laplace equation the velocity normal to the panel in the /i — th control point
can be expressed as the sum of the velocity induced by each singularities plus
the freestream velocity:

Np Np
ai(t) - Ai(t) = [Oic + Z o;(t)A;+(t) Z Bij + 7w (t)Ciw (t) + T ()] - (1)

2.37
Where:

e 7;(t) is the normal vector to the / — th panel.
e j;(t) is the total velocity in the / — th control point.
® il Is the freestream velocity in the / — th control point.

e Aj;, Bjj are the influence matrices in the / — th control point due to the
J — th panel, for the source and the vorticity, respectively.

e C,,(t) is the influence matrix for the first panel in the wake.
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o i;,(t) = Q’;(f) I«.vDix : velocity induced from all the vortex blobs of the

wake in the / — th control point.
e N,(t): number of vortex blobs in the wake.

The first boundary condition is based on the requirement that the flow does
not penetrate the surface in each N, control points:

[Ti(t) — Tia(1)] - Pi(t) = wi(t) - Ai(t) = 0 2.38
where:
e ;,(t) is the velocity of the aerofoil’s surface in the / — th point
e w;(t) is the velocity in the frame of reference attached to the aerofoil

At this point only other two boundary conditions are needed to solve the system
of equations. The first comes from the Kelvin's theorem, which states that:
In an inviscid, barotropic flow with conservative body forces, the circulation
around a closed curve moving with the fluid remains constant with time ([27]).
So, the substantial derivative of the circulation in a closed path around the
aerofoil and its wake (in the inviscid region) is constant in time:

Dr

i =
The statement of this theorem is fundamental in the unsteady aerodynamics
problems, because it introduces the time - dependent term in the boundary
conditions of the Laplace equation.

If we consider an aerofoil surrounded by a flow at rest for t = 0 (Fig.
the circulation around the curve (a) is equal to zero. When t > 0 the flow
suddenly sets into motion and circulation [ ,e,0r0;) develops around the aerofoill.
But, from the Kelvin's theorem, the circulation around the path (a) in Fig.
still has to be zero. So, a starting vortex I, .xe Must exist and its intensity is
equal and opposite to [erofoil-

In the present model this means that the sum of the circulation of all the
singularities is zero in each time step:

0 2.39

m(2)
YO+ Tw+ > Ty =0 2.40

k=1
where:

e [, is the total length of the aerofoil surface
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t=0 a t>0

\a
I-aerofoil > O

[aerotor = 0
%

I_wake < O

rtOt = O rtot = raerofoil + rwake = O

Figure 2.10: Kelvin Theorem

o [ =Y (t)ly(t) is the circulation of the first panel in the wake
e [, Is circulation of k — th vortex blob

The last boundary condition needed to close the problem is the Kutta condition,
which will be described in detail in section 2.1.3]

2.1.2 Separated Flow

Previous research works (e.g., Riziotis et al. [28], M. Vezza et al. [29], J.
Katz [30]) extended the vortex panel methods to separated flows by introducing
in addition to the trailing edge vortex panel a second panel originating from the
separation point. This “double wake" concept is based on the remark that at
separation, vorticity is continuously released in the inviscid flow along a strong
shear layer that bounds the separation bubble. The circulation that is released
at the separation position, can be assessed from the velocity on the edge of the
shear layer (Fage and Johansen [31]). So, the circulation around a rectangle
of length /s, across the vortex sheet (see Fig. , having sides parallel and
normal to the sheet, is given by:

I—Sp:J([L_J-dT%(uj“—u_)lsp 2.41
c
where: . -

oy = (U;—u)dt 2.42

If the velocities are evaluated in the aerofoil frame of reference, where w— = 0,

29




CHAPTER 2. FORMULATION OF THE MODEL

shear layer

Figure 2.11: Circulation in the separated shear layer

the released circulation is:

l

dt 2.43

[sp =

The stall, if its position is known, can be modelled by adding a singularity of
strength [, at the separation position (Riziotis et al. [28]). This purely inviscid
approach was shown (Riziotis et al. [28] and M. Vezza et al. [29]) to produce an
aerodynamic load prediction in good agreement with the experimental results.

Another approach can be adopted to clarify the way we are modelling the
physics of the flow separation. Full Navier-Stokes equations can be written as:

ow
at
where the acceleration term due to the noninertial reference frame has been
neglected (it is usually very small in the present applications). Equations ([2.44])
can be used to express the rate of change of circulation around a closed path

¢ across the boundary layer (Fig. [2.12)):

dr ow - ]{ N Vp - % 2= 7
— = —-dl=— w-Vw)-dl — —dl+ ¢ vV*wW-dl =
dt c ot C( ) c P c

v
:—W-VVT/—Tp—l—I/VZvT/ 2.44

2.45
=—/V><(w><v‘v)-ﬁdA+]{uV2v‘v-d7
A c

Edge of boundary C

layer
S5 Lo S
- - _:___
n | " |h
s i

aerofoil //

Figure 2.12: Control volume across the boundary layer
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where Stokes theorem and vector identity (w - V)w = @ x w+V (w?/2) have
been used to obtain the final result.

The viscous term in eq.(2.45) is significant only on the body surface, where
it can be evaluated by using eq.(2.44)):

o1 % w. 1 (0p p1— P2
V2_'d__/ s C/_/ —_ (== dx = 24
]{” w-ds = 52” An2 nos_ - 35nox

The convective term in eq.(2.45]) can be expressed as:

/Vx(wva/)-ﬁdA:

// (WWs)den+/ /—(wwn)dsdn_ 247
/O(wws)sszdn_/o (WWs)s=s, dn

Substitution of equations ([2.46)) and ( into eq. (2.49) leads to:

h h
% = —/O (wWS)5:52dn+/ (WWs)s= Sldn+ p — P2 2.48
This equation shows that the time rate of change of circulation depends on an
advection term (the net flux of vorticity) and a diffusion term corresponding
to a streamwise pressure difference. As an example, we can assume that the
separation starts inside the control volume at s;, and that s, lies inside the
separation region at the position where the tangential velocity is zero. In this
case the vorticity flux at s = s, is obviously zero. Applying the Kutta condition
(see sec. , the pressure jump across the two boundaries turns out to be
zero, so also the diffusion term in eq. vanishes. Therefore,

ml\)

/ (WWs)s= Sldn— 2.49
where w, is the relative velocity at the edge of the boundary layer. It could be
objected that in the case of flow separation in s; the boundary layer disappears
and, strictly speaking, eq.(2.48)) is no longer valid.

However, eq. relates a rate of change of circulation to a vorticity flux
through section s;, which cannot disappear as the flow separates. Therefore,
it must be accepted that there is a circulation released in the inviscid flow at
the separation point.
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I vortex blob

Figure 2.13: Singularities distribution in the separated flow condition

To recapitulate, there is a vorticity that cannot be diffused (the viscous term
is set to zero) and cannot disappear, so it should be injected in the irrotational
flow. To meet this requirement, in the present model, an additional panel with
constant vorticity is introduced at the separation point. Its circulation is given

by eq.(2.49):

2
w,
[op = —At 2.50
2
which is exactly the same solution of eq.(2.43)) if we = w™. This means that at
the point where separation occurs the vorticity flux coming from the boundary
layer is released into the inviscid flow field through the shedding of vortex blobs.

As for the case of attached flow, the system of equations for the separated
flow past an aerofoil will be presented. In multi-aerofoil problems, the only
difference is in the additional computation of the velocities induced by the oth-
ers aerofoils and their wakes. Figure [2.13]shows the singularities distribution
for the separated flow. In this case the unknowns are N, 4 4: the N, source
intensity, o;, the circulation per unit length on the aerofoil, y; and -y,, the cir-
culation around the wake panel, I, and the circulation of the panel at the stall
position, [¢,. The direction of the trailing edge wake panels is derived as in the
attached flow condition, until reverse flow occurs. At this point the inclination
is assumed to be parallel to the surface of the pressure side to mimic what
happens in the real flow. The direction of the panel in the separation wake is
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determined by averaging the velocities at the panel centre and at the separation
position. The first boundary condition is the no-penetration requirement, as in
the attached flow condition (eq.(2.38))), but the normal velocity at the i — th
point is obtained from the new set of singularities:

Np Nsp(t)—1
bi(t) - mi(t) = [Oies + Ui (1) + Zaj(t)A/j + 71 (¢) Z Bij
Jj=1 J=1
" 251
+’72(t) Z B/j +’Yw(t)ciw(t) +’Ysp(t)cisp(t)] : ﬁf(t)
J=Nsp(t)

where:
o N,,(t) is the index of the panel where the stall occurs

e y1(t),72(t) are the circulation per unit length on the aerofoil surface re-
ferred to the attached flow portion and to the separated one, respectively.

o Cjsp(t) is the influence matrix for the first panel in the separation wake

The second condition is the Kelvin's theorem:

Ny (t)
Y1 () (s = h(8)) + 120 (1) + F(t) + Fep(t) + Y [y =0 2.52

k=1
where:

o [,(t) = v,(t)l,(t) is the circulation of the panel in the trailing edge
wake.

o [,(t) = vsp(t)lsp(t) is the circulation of the panel at the separation
position

e »(t) is the length of the aerofoil surface where 7y, is applied
e N,(t) is the number of the vortex blobs in the wake

The third and fourth boundary conditions come from the experimental obser-
vation that the tangential velocity after the separation is equal to zero and the
shed circulation at that position can be derived from the velocity at the edge
of the shear layer:

(Welsp)?
2

I-sp(t) - ’Ysp(t)/sp(t) = At 2.53
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/
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Figure 2.14: Separation Point

where W;'Sp is the tangential velocity just before the stall position (Fig. .
With this boundary condition the set of equations is not anymore linear and
an iterative scheme, with an initial guess, needs to be implemented. The
requirement of the third condition (tangential velocity equal to zero) is applied
to the control point just after the stall position (W;Sp = 0in Fig. |2.14). The
fifth, and last, boundary condition is derived from the Kutta condition that will
be described in the next section together with the one used in the attached flow
condition. The model described above is able to model unsteady, incompressible
separated flow but the deficiency is that the separation point should be known
a priori. To overcome this problem the thin, steady boundary layer theory is
used and coupled with the potential flow solution.

2.1.3 The unsteady Kutta condition

The present model, both in attached and separated flow conditions, is based
on the assumption that the flow outside the boundary layer can be considered
as inviscid. Under this hypothesis another condition needs to be invoked to
obtain a unique solution. In 1902 Willhelm Kutta proposed the following rule:
In flow over a two-dimensional body with a sharp trailing edge, there develops
a circulation of magnitude just sufficient to move the rear stagnation point
to the trailing edge. This is called the Kutta condition and its mathematical
formulation depends on the model that is used. In the present model, for
steady flow conditions it leads to imposing equal tangential velocity in the
control points of the two panels at the trailing edge. It should be note that
this condition can be interpreted, in steady condition, as no vorticity shedding
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Vortex blob

aerofoil

Figure 2.15: Trailing Edge

from the aerofoil and zero-loading of the trailing edge (because the pressures
on the two sides are equal).

For unsteady flow, the interpretation of the Kutta condition is not unique
in the literature and this leads to different formulations. One is based on
the requirement that the vorticity at the trailing edge should be equal to zero
(Katz [30]), which can be fulfilled imposing equal velocities in the control points
of the two panels at the trailing edge both in attached and separated flow
conditions. This is also the formulation used by Giensing [32]. To understand
its physical meaning, the unsteady Bernulli equation applied at the trailing edge

(see Fig.[2.15)) is considered:

0" 0 (W) -(wg)* p —p*
=~ 3t 5 - 2.54

When the surface velocities are made equal (w;” = w_), since the flow is
unsteady (8%: #* %), a pressure jump at the trailing edge should occur. The

implication is that there is a finite loading applied to the trailing edge and to
the wake, which is not acceptable on physical grounds [26].

The second formulation is the one proposed by Basu et al. [26] where
the Kutta condition for unsteady flow is interpreted as a zero loading across
the trailing edge and the shed vorticity. So, from eq. with pt = p~, a
velocity difference is present that is compatible with the shedding of vorticity
during unsteady motion. In the present model, due to its persuasive physical
justification and after some numerical tests (see Zanon and Ferreira [33]), this
second approach was used.
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The boundary condition for attached flow can be expressed as:

0~ 0¢" _ OF, _ (W) —(wr)® _ (Wt w)w —w) oo
ot ot ot 2 N 2 :
where the right-hand side could be interpreted as the outflow of vorticity from
the two boundary layers. As explained in subsection[2.1.2] the vorticity flux does
not disappear but it is convected downstream, so that a singularity of strength
Yw = W, — w, and length (w;” + w, )dt/2 is introduced at the trailing edge.

When the angle of attack reaches the critical value separation occurs and a
different Kutta condition should be used for both separation and trailing edge
panels. With the same approach used above, the unsteady Bernoulli equation
is applied at the two sides of each panel so obtaining:

1
Trailing edge = Ah = %(cb‘ — o) + 5[(W5_’W)2 — (W) 2.56

. . 0 1
Separation point = Ah = a(d)j — )+ E(W_:Sp 2 2.57

where the region between the two wakes exhibits a total head jump Ah with
respect to the outer region. Joining together the two equations, the Kutta
condition is obtained [29]:

or,
ot

1 -~ 1
= _5[(W5,W 2 — (W;—W)2] + E(W;._sp 2

The time derivative of the circulation can be expressed by introducing singular-
ities where the vorticity is shed in the potential flow:

or,
ot
Which is equivalent to the Kelvin's theorem. In conclusion, it can be noted
that a consequence of the unsteady Kutta condition is that all the vorticity in

the boundary layers is shed in the inviscid flow at the separation point and at
the trailing edge.

o k) N
a(qb —¢+)—§(¢:—¢s)——

0
= ah’wlw + rYsp/sp] 2.59

2.2 Viscous Boundary Layer

Nowadays, many methods for the computation of the boundary layer flow
can be found in the literature, based on both integral equations and partial dif-
ferential equations (see, e.g., Kline et al. [34]). Among the different models,

36




2.2. VISCOUS BOUNDARY LAYER

the Drela’s integral approach for steady flows [35] has proved over the years its
ability in simulating laminar and turbulent boundary layers. Since its implemen-
tation is relatively simple and well suited to panel methods it has been chosen
for the present model. Although an extended model for slow unsteady flow can
be found in Riziotis et al. [17], at this stage of development, the present model
uses the steady equations. This could be a weakness, but it will be shown
that the use of the quasi-steady flow approximation for the boundary layer is
reasonable for the purposes of the present model. The starting point of Drela’s
approach is the Prandtl boundary layer equations:

O(pws) + o(pw,)

=0 2.60
0s on

conservation of mass =

. ow, OWs dwe, OT
conservation of momentum = pWs—— s >+ Wy —— an = PeWe de +8_
where s,n are the local streamwise and normal coordinates, ws,w, are the
velocity components and 7 is the total shearing plus Reynolds stress. The values
at the edge of the boundary layer are denoted by subscript e. By integrating
eq.(2.61)) across the boundary layer, the von Karman momentum equation is

obtained: o c 5 J
S s Cr * 5\ S dwe
S =2 2 M2 === 2.62
5ds  ©2 (19 i ) we ds 0
Where:
o ¥ = [;7(1— )% dnis the momentum thickness

o 5 = [(1— 2% )dn is the displacement thickness
o Cs= ﬁm is the skin friction coefficient
e M, is the mach number at the edge of the boundary layer.

If eq.(2.61)) is multiplied by velocity ws and then integrated, the kinetic energy
integral equation is obtained:

s do* S 20**
o ds 9P

IVNERS
(19 +3- M. We ds

where:

= [77(1— - ) 2% dn is the kinetic energy thickness
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o 0" = [;7(1— £)y=dnis the density thickness

1
Pe Wg’

o Cp= I T%dn is the dissipation coefficient.

By introducing the following shape parameters:

H=— H'=— H"= 2.64
9 9 9 0
the momentum and kinetic energy (shape parameter) equations become:
s dd s Cr s dw,
= _(H4+2-M»)=——2 2.
Yds O 2 (H+ e)we ds 05
s dH* s2Cp st 2H** s dw,
=== _ -7 _ 1—H)— 2.
Fds o r 92 g T Hu g 06

Finally, under the assumption of incompressible flow (Mach number M,
below 0.3, which is common in wind turbines applications), the equations used
in the present model are obtained:

ov %, aWe . Cf
E+(2+HW685_? 2.67
oH* . 9 ow, .Cr
9+ (H(1~ I—I))We 5. =200~ H' 2.68

Von Karman equation (2.67]) and the shape parameter equation are
valid for laminar, turbulent and free wake boundary layers.

Figure shows the boundary layer characteristics for an aerofoil at
medium-low Reynolds number and high angle of attack. The boundary layer
starts from the stagnation point and, moving toward the suction side, it stays
laminar up to the separation bubble. At this point, the shape parameter H (that
directly indicates how close the boundary layer is to separation [36]) reaches
a critical value and laminar separation occurs. When the flow becomes tur-
bulent, the increase in momentum transport may lead to the reattachment of
the boundary layer (or may not) as far as turbulent separation point is reached.
The region between the laminar separation and the turbulent reattachment is
called separation bubble and its length is a function of the Reynolds number.
For flows with high turbulence intensity, or for high Reynolds number and low
angle of attack, the laminar instabilities can induce transition before the occur-
rence of laminar separation and the separation bubble is not present. To solve
equations (2.67)) and a set of empirical relationships, depending on the
flow condition, need to be introduced.
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Figure 2.16: Boundary layer on an Aerofoil at high angle of attack

The laminar closure relationships are based on the Falkner-Skan one-pa-
rameter velocity profiles and are presented in Drela [37] or Wolles et al. [38] in
the form (see appendix |A]):

H* = H*(H, Reﬂ) Cf = Cf(H, Re@) CD = CD(H, Re@) 2.69

To increase the accuracy of the laminar equations inside the separation
bubble Drela used non-similar velocity profiles. When compared to the Falkner-
Skan profiles, these latter have smaller reverse velocities and are claimed to be
more representative of the typical separation bubble profiles [39].

The turbulent closure equations are taken from Xfoil [39] (see appendix [B)):

H* = H*(H, Reﬁ) Cf:Cf(H, Reg) CD:CD(H, Re@,CT)

2.70
Creq = Creq(H, H*, Res) 6 =6(H,®,6%)

where a third differential equation (the “Shear lag equation”) is added to take
into account the upstream history effects (for more details about this equation,
see, e.g., Drela [37] or Kernkamp [40]):

0 0C, 20 [ Ow, 26 Ow,
& Ve ()

We OS

In the wake, where the momentum and the shape equations are still valid if
skin friction coefficient Cr is set to zero, a new set of empirical relations needs
to be added. As pointed out by Drela [37], the wakes in aerodynamic flows
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of interest should not be laminar, so only the turbulent relations are needed.
Turbulent boundary layer closure equations and (with Cr set to
zero) describe quite well the free wakes, so a slightly modified version of them
is used [39] (see appendix |C]).

For the laminar-turbulent transition, the spatial-amplification theory based
on the Orr - Sommerfeld equations is used (e" method, [41]). This method
assumes transition when the Tollmien - Schlichting wave has grown by a an
empirical factor (usually e® = 8103) that is a function of the turbulence inten-
sity of the freestream flow. The simplified version for the Falkner - Skan profile
family derived by Drela et al. [42] is implemented in the present model.

2.3 Viscous-Inviscid Interaction

As anticipated in the introduction of this chapter, the flow field past an
aerofoil can be split into a viscous zone close to the surface and an outer
inviscid zone. In the previous sections the governing equations for these two
flow regions were presented. The velocities at the edge of the boundary layer
are the solution of the potential flow problem, which is influenced in turn by
the development of the boundary layer. Therefore, a coupling strategy and a
proper solution algorithm of the equations pertaining to the two flow regions
are required. This is a not trivial problem due to serious difficulties arising in
the numerical solution.

The coupling procedure adopted in the present model is described in the
following sections.

2.3.1 Definition of Transpiration Velocity

Under the assumption of thin boundary layer (6* << L) the velocity field
can be computed approximately as inviscid. In the length scale of the outer
potential flow, the velocity at the aerofoil surface is:

We = lim ws
n/L—0
where n is the distance from the surface and L is the chord of the aerofoil.
Expanding the region close to the surface, the tangential velocity w, becomes
the flow velocity at the edge of the boundary layer. In the length scale of the
viscous layer, we Is seen as the flow velocity at large distance from the surface,
le.

We = IIm ws
n/é*—oo
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Thus, w, is, at the same time, the tangential velocity on the body surface in
the inviscid scale, L, and the velocity at infinite distance from the aerofoil in the
viscous scale, 6*. This is an acceptable approximation as long as the value of n
is large compared to 0* but small compared to L or, in other words, §* << L.
After a first computation of potential flow velocity w. on the aerofoil surface,
the inviscid pressure distribution (or the velocity field in steady flow) can be
corrected for the presence of the boundary layer in the following manner. From
the solution of the viscous equations, the velocity normal to the surface at large
distance n/6* — oo (but at small distance in the inviscid scale, n/L — 0) can
be computed and then used as a boundary condition for the potential flow:

Walp/i=o = lim  w,(s, n)
—— C/é*%oo J 27>
Inviscid Viscous

Velocity component w,(s, n) can be computed in terms of ws by using the
continuity equation for incompressible flow:

n 8Wn . . b n i}
W,,(s,n)—/O Fre (s,n")dn* = 85/0 wsdn

or
dw,

a " * *
wp(s, n) = g/o [We(s) — ws(s, n*)]dn™ — n s
At this point, if n* is large compared to § and so ws(s, n*) = we(s), the integral
can be extended to oo and, by using the definition of displacement thickness,
It yields:

d dwe
w,(s, n) = £We5* —n dVZ

Evaluating this equation at n = 0 (respect to L) and considering that the edge
velocity of the boundary layer has to be equal to the surface velocity obtained
from the potential flow, the relations that couple the inviscid and the viscous
flows are:

. ) _ d
Transpiration Velocity =Wp|n/1=0 = Wtransp. = g(weé*) 573

We.inviscid = We,viscous

To recapitulate, in the inviscid flow the presence of the boundary layer
is simulated changing the boundary condition w,|,—¢ = 0 at the wall with
Wp|n=o = Weransp.- Unfortunately, the transpiration velocity neither is known at
priori nor is an explicit function of the problem unknowns, so that an iterative
solution scheme is needed.
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2.3.2 Coupling Algorithm

After the definition of the transpiration velocity, an appropriate algorithm
to compute the interaction between the boundary layer and the potential flow
has to be designed. Special care is required in the selection of a suitable
coupling strategy, because an inappropriate choice can lead to insurmountable
mathematical difficulties [43]. This happens when the solution of the viscous
flow is computed from a prescribed pressure distribution on the aerofoil surface,
which leads to an ill-posed problem in those regions where a strong interaction
exists between the viscous and inviscid flow. An example is the so called the
“Goldstein singularity” [44] that occurs in the flow separation point where the
existence of a solution for the boundary layer equation with prescribed pressure
is uncertain. This is the main problem of the classical “direct” method, where
the inviscid flow equations are solved with a prescribed displacement thickness
whereas the viscous flow is solved with a prescribed pressure (or edge velocity
in steady flow, Fig. R2.17)). To overcome these difficulties must be chosen a
different approach, and in the following section the main solution strategies will
be described. To simplify the description, the equations are written in terms of
w, (velocity at the edge of the viscous region) and 6* (displacement thickness),
so that:

PotentialFlow = w, = f(§") 2.74

Boundarylayer = we = g(6") 2.75

Direct iterative method . It solves eq.(2.74]) + eq.(2.75]) with the following
scheme (Fig. [2.17)):
w! = f(5*" 1)
5" =g (wg)

1

2.76

where n is the iteration counter and g~' is the symbolic inverse of g).
When the interaction between the viscous and the inviscid part of the
flow is weak, this algorithm could converge; on the contrary, when the
interaction is strong (like in the separation bubble or at the trailing edge
of an aerofoil) gt is near singular (see [43]) and no solution can be
found.

Inverse Method . To avoid the use of g, the iteration process needs to be
reversed, so obtaining (Fig. [2.18]):

O =N wlh)
wl = g(6™")
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Potential
Flow

o —————— | We
Boundary
Layer

Figure 2.17: Direct Method

Potential
Flow

of| ———————— | We
Boundary
Layer

Figure 2.18: Inverse Method

In this form, the equations system does not exhibit any numerical dif-
ficulty, but the large under-relaxation required to get the convergence
increases substantially the computational time (see [43]).

Semi-inverse Method . The direct and inverse methods are combined to
speed up the convergence while keeping the stability of the inverse method

(Fig. R.19).
Wep = f(5*”_1)
Wep = g(0"" ") 278

*n xn—1
0" = A(We p, Wep, 0 )
where X\ represents a relaxation function.

Simultaneous Method . This approach performs the simultaneous solution
of the viscous and inviscid flow equations. It assures a fast convergence
but the numerical implementation is a rather difficult task.
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Potential
Flow

6*

6* We,b
Boundary

Layer

Figure 2.19: Semi-inverse Method

From the description above, it turns out that the semi-inverse or the simul-
taneous method should be chosen to simulate separated flows past an aerofoil.
The main goal of the computer code developed in the present thesis is to
demonstrate the ability of the “double wake” panel method in simulating com-
plex flows like the wake after a VAWT. Maximizing the efficiency of the numeri-
cal solver was not the major goal. Therefore, to avoid numerical complications,
a semi-inverse method was used instead of the simultaneous coupling.

The semi-inverse method performs the coupling by solving both the viscous
and the inviscid flow equations for the same value of the displacement thickness,
0*. Since the present model uses the concept of “transpiration velocity” to
simulate the presence of the boundary layer, it is not possible to prescribe
directly 6* to the potential flow equations. So, a slightly different approach
was used and it is represented in Fig. 2.20] The equations are:

Wep = f(Wtransp.n_l)
We,b — g(é*nfl)
6*/7 _ >\(We,pv We b, 5*/7—1) 2.79

d n
Wtransp.n = %(We,bé* )

and the relaxation function \ is:

5 =yt (1 + erw> 280

We., b
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6* Wtransp. Potential

Flow

Transp.
Velocity

Boundary
Layer

Figure 2.20: Semi-inverse Method, present code

Coefficient K,, should be chosen sufficiently smaller than unity in order to
guarantee fast convergence and stability of the numerical procedure. Moreover
it should have a different value for the laminar and turbulent portions of the
boundary layer (usually smaller in the turbulent case).

2.3.3 Coupling Procedure

In this subsection it will be described how the boundary conditions of the
inviscid equations change due to the presence of the boundary layer. The two
cases of attached and separated flows will be distinguished.

Attached flow . The iterative procedure starts by considering the flow around
the aerofoil as inviscid and hence using the boundary condition in eq.(2.38)).
The boundary layer equations are solved starting from the stagnation
point near the leading edge and moving towards the trailing edge along
the pressure and the suction sides of the aerofoil. In the wake, for few
chords downstream, the boundary layer equations are also solved by pos-
ing Cs = 0 (zero friction). For this purpose several source panels are
introduced in the wake and their strength Is set equal to the transpiration
velocity. After this first iteration, the boundary conditions for inviscid
equations are modified from:

Inviscid = w,(t) - Aj(t) =0
to J
Inviscid & Viscous = w;(t) - n;(t) = E(Weé*) 2.82
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and velocity @ 5/(t) induced by the sources in the wake is included in the
velocity computation:

Np
Inviscid = U,’(f) = U,‘OO + Zaj(t)/_\,-j
J=1
Np
+’Y(t) Z B/J + IYW(t)CI'W(t) + L_//v(t)

Jj=1

Np
Inviscid & Viscous = i(t) = Ui + Zaj(t)/_\,j
j=1
Np
+7(¢) Z Bij + Yw () Ciw(t) + Tiv (t) + Tipi(t)

=1

Separated Flow . As before, the iteration procedure starts by considering the
flow as inviscid and the separation position is obtained from the solution
at the previous time step. The boundary layer equations are still solved
starting from the stagnation point near the leading edge and moving
towards the trailing edge as far as separation occurs (when Cr < 0 and,
hopefully, on the suction side). Transpiration velocity is set equal to zero
on both wakes originating at the trailing edge and at the separation point.
The same is done in the whole separated flow region between the two
wakes, which means that the boundary layer is not considered in that
region.
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Computational procedure

The present numerical model is aimed at simulating the Vertical Axis Wind
Turbine behaviour throughout its operating range, in different geometrical con-
figurations and for uneven freestream velocity. The computational model is
required to be flexible and able to handle different geometries and laws of mo-
tion. The presence of diffusers or obstacles in the flow field should be taken
into account in order to study their influence on turbine performance.

To meet this requirements, the present code allows the law of motion of
any kind of body to be specified as an input, and to select models of different
degree of complexity, namely, potential flow, coupled potential-boundary layer
flow for attached or moderately separated flow, inviscid modelling of the stall.
The code is designed to handle unsteady flows, but the steady solutions can be
obtained for attached (or moderately separated) flows directly rather than as
a degeneration of the unsteady problem. The computer code has been written
in the high-level Matlab language, using the multidimensional feature and the
implicit parallelization. In the previous chapter the flow governing equations
and the viscous-inviscid coupling algorithm were presented, while in the present
the detalils of the solution algorithm are provided.

3.1 Code structure

The solution procedure developed in the present thesis consists of several
blocks that are enabled according to the fluid dynamic problem considered
(inviscid, viscous flow, etc.). The general computational procedure, for the
unsteady potential-boundary layer flow with inviscid modelling of the stall, is
presented hereafter (see Fig[3.1]). In this situation there are three nested loops:
the inner one will be called “inviscid loop”, the outer one is the “time step loop”,
and the intermediate one is the “viscous loop”.

The simulation starts with the loading of all information about the fluid
dynamic problem, namely, the geometry and law of motion of each solid body
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and the freestream velocity distribution. Then the, first time step iteration
starts, and the velocities induced by the wakes, the freestream velocities and
the surface velocities are computed at aerofoil control-points. The panels in
the trailing edge wake and in the separated wake if any, are created with an
initial guess of their inclination (6,,, 0s,) and length (/,, /sp) (in the subsequent
time steps the values at the old time level are used). The system of linear
equations is built up and all the boundary conditions are applied. The system
is solved by a parallelized Gaussian elimination algorithm and the new values
of 6 and / are computed. If the convergence criterion on the values of 1, Isp,
Ow, Osp i1s not fulfilled, the new values are assigned to the variables and the
“inviscid” iteration restarts (see fig . This inner loop is extremely fast and
it requires about 4 iterations to get the convergence.

After the “inviscid” loop is finished, an initial value of §* is guessed (in
the subsequent time steps the values at the old time level are used) and the
boundary layer equations are solved over the body surface and, if the flow is
attached, on the wake. The inviscid and the viscous edge velocities are then
compared and if the convergence criterion is not met, 6*" is computed by the
relaxation formula (2.80). The transpiration velocity is updated by eq.(2.79)
(see section[2.3.1]), and, in the case of attached flow, the strength of the wake
source panels are computed. At this point the system of equations is rebuilt
with the new boundary conditions and the “inviscid” loop is recalled. When the
convergence criterion for the “viscous" loop is satisfied (in about 6-8 iterations
depending on the flow configuration) the aerodynamic forces are computed,
and all the results are stored for the next time step. The panels in the trailing
edge wake and at the stall position are transformed into vortex blobs whose core
size is set equal to panel length. The status of the boundary layer is evaluated
to check the occurrence of flow separation. The “time step loop” ends with
the convection of the wake according to the velocities induced at the position
of each vortex blob.

In the present case, the limitation of the computational cost would suggest
the use of a simultaneous method (see paragraph and a Newton - Raph-
son solution algorithm. However, this approach would increase considerably the
complexity of the code and it was deemed unnecessary to speed up a numerical
procedure that is fast enough for the present purposes, i.e., the simulation of
VAWT.
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Figure 3.1: Flow-chart of the solution procedure.
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3.2 Numerical Details

The aerofoil geometry is provided as an input data by a collection of points
that are connected by straight-lines, the panels. They are numbered in clock-
wise order, starting from the trailing edge. So, there are N, panels (188 in the
present simulations) and the two panels that meet at the trailing edge have
indexes 1 and N,. For each panel, the unit vectors normal and tangent to the
surface (n; and §;) are computed. The normal unit vector is directed outward
the body surface and the tangent one is directed according to the clockwise
rotation around the aerofoil.

A constant source distribution of strength o;, and a constant vortex dis-
tribution, y; or v» (see section [2.1.2)), are assigned to each panel. The wake
panels at the separation point and at the trailing edge are built, and the initial
values of their length (/,, /sp) and inclination (6,,, 6s,) are taken from the old
time level. Since, for constant source and vortex strength, the velocity is infi-
nite at the ends of each panel, the boundary conditions on the aerofoil surface
are imposed at N, control points located in the middle of each panel. Then
the following computations are performed in the / — th control point:

e Influence matrices A;;, B;;, C; ., Cis, (see sections[2.1.1and [2.1.2)) are

computed using equations (2.34]) and (2.36)).

e The freestream velocity, I; », IS computed using the velocity distribution
provided in the input file.

e The velocity induced by the collection of the vortex blobs in the wakes,
iy = S0, Ty Dik, is computed using equation |D

e The velocity of the body surface, &; ,, is computed by second-order ac-
curate backward finite differences.

The first boundary condition (eq.(2.82))) leads to N, equations in N, + 4
unknowns:

1°*B.C. = (L7,‘ — L_I,"a) - np = V‘_/i,transp. fori=1,2,..., Np

where @, is defined for separated flows by eq.(2.51)) and for attached flows by
eq.(2.83)). Introducing the other boundary conditions for separated flows and
moving the known terms and the transpiration velocity at the right-hand side,
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the following system of linear equations is obtained:

Ant1
1st

An,Np,l
ond 0
3rd As,NspH,l
4th AS,AW,l
5”7 L As,Nsp,l

where

L An,i,j - AIJ
L As,i,j - AI_/
[ ]

An,l,Np Bn,l,’yl Bn,l,'yz Cn,l,w
An,Np,Np Bn,Np,fyl Bn,Np,'yg Cn,Np,W
0 (la—1h) h L

AS, Nsp+1,Np BSvNSP+l Rt BS,Nspﬂ 2 CS,NspH W

As,Aw,N Bs,Aw,ql BS,AW,’YQ CS,AW,W -
P

As,Nsp,Np Bs,Nsp,wl BS,NSP,’YZ CS,NSP,W
01 - (Un,l,oo + Un,l,v) + Un1,a + W1, transp.
O'Np - (Un,Np,oo + UN,Np,V) + Un,ND,a + WNp,transpA
Ny (t)

rYl = - ZkLI /—k,V

V2 - (Us,/vs,,ﬂ,oc + Us,/\/spﬂ,v) + Us,Ngpi1,a
Yw - (Us,Aw,oo + US,AW,\/) + Us Aw,a
_,YSIJ_ L - (Us,Nsp,oo + us,Nsp,v) + Us,Nsp,a

. ﬁi

. §/

j=1
Nep—1 5 - Nep—1 5 =
Zj:l Bij-5 + j=1 BNp,J " SN,

— Np > 5
Briv, = 22w, Bij i

— Np > z
Bsiy, = ZJ':/\/SP Bij-5i

BS,AW,’YQ
Cn,/',W - C_‘/',
Cs,i,w - C_.i,

I ) B, ..¢ Np 5., ..¢
= ZJ':NSP Bij-5+ ZJ:/\/sp Bn,.j - 5,

W'ﬁi

W'gi

1

Cn,l,sp

Cn,Np,sp
/sp [ ]
CS,NserleP

Cs,Aw,sp

Cs,NSp,sp - ]-_
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o CS,AW,W = Cl,W -5 + CN,,,W : §Np

Cn,i,sp - Ci,sp - N,

Cs,i,sp = Ci,sp : §i
L CS,AW,sp - Cl,sp : §1 + CN,,,sp . ng

The system of equations for attached flow conditions is obtained by per-
forming the following changes in eq.([3.2)):

e The 3" boundary condition is replaced by v; = v,
e The 5" boundary condition is changed into the requirement s, = 0

e The velocity induced by the sources in the wake, &, Is introduced in
the right-hand side.

So, for attached flow conditions:

Ani1 AninN,  Bniy Baim Coiw Chisp
1$f .
An N1 AnnpN,  Banem  BaNyys CoNyw CoN,.sp
ond 0 0 (la— k) b Ly lsp | o
3rd 0 0 1 -1 0 0
4th | As aw 1 Asawn, Bsawmy Bsawr Csaww =1 Csaw,sp
sth | 0 0 0 0 0 0 1
[0 ] —(Untoo + Un1v+ Un1br) + Unta + Wi transp. |
ON, - (un,Np,oo + Un,N, v + Un,/vp,b/) =+ Un,N,.a T Wn,,transp.
M| = - Zké(f) Tev
Y2 0
Tw — (Us,Aw,00 + Us,Aw,v + Us Aw,b1) + Us Aw.a
[Ysp] L 0 i

Once the system of linear equations ([3.2)) or (3.3]) has been is solved the
length and the inclination of the panels at the separation point and at the

trailing edge can be computed:

o [T = At(wsn, —ws1)/2, where ws; is the tangential component of the
velocity in the i-th control point in the aerofoil frame of reference and n
is the iteration counter
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o I3t = (At wen,,)/2

° 0n+1 — tanfl Ws,lsy,1+Ws,Np5y,Np
w Ws,15x,1+Ws Np Sx, Np

ponents, respectively, of the tanget unit vector, §;, at the i~th panel.

) where s, ; and s, ; are the x and y com-

Ws, Nsp Sx,Nsp TWx,sp
velocity components, respectively, at the midpoint of the panel in the

separated wake.

+1 —1 [ Ws,NspSy,NsptTWy,sp
627" = tan (A where wy s, and w, s, are the x and y

The new values of / and 6 are compared With the old ones, and if the
convergence conditions are not fulfilled (e.g., if |2 W] > 107°) the new values
are assigned to the variables and the panel influence matrices C,,W and C,,S,, are
computed again. Then, the system of equations is rebuilt up and the loop is
repeated until convergence is attained.

The boundary layer equations (2.67)), (2.68) and (2.71]) are discretized by
2" order accurate differences. The unknowns are computed in the same con-

trol points used in the inviscid problem. These point are numbered starting
from the stagnation point of the leading edge and moving towards the trail-
ing edge, and their curvilinear coordinate ( is computed on both pressure and
suction sides of the aerofoil. The discretized momentum, shape and shear-lag
equations, at the i-th station are:

In (79{;1) - —/ (C’gl) (QC) + (Hiyps +2)In (%) =0
j i i+% ? s
H* s,i / 2 .-
In (/_’I—+*1)+(1—H/+§)/” (WW +‘1)_|_/n (Cgl) (CfC CDC) =082

k (\/ C‘req \/_‘r> 1 CH—l ) - 6 ( CI+1)
+25/+% < QI+ (CI+1 CI) —In ( SI+1)) 0

WSI
e (; is the curvilinear coordinate of the i-th boundary layer station.

1 ow.
U= ()
Q,l+2 Ws,i+% o¢ eq,i+%

where
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Logarithmic differencing of the derivatives is used because it gives an exact
result in similar flows, so diminishing the discretization error resulting from the
large values of A{/( that occur near the leading edge [37].

The boundary layer equations are solved on each side of the aerofoil, using
the value of §* at the old time level by a Newton-Raphson solution procedure.
The velocities at the edge of the boundary layer, w,, are then compared
with the velocities of the potential flow, we ,. If the convergence criterion is
not fulfilled (i.e., [*=2="=2/| > 0.01) for the next iteration step a new value of
5*™1is computed by the relaxation formula in eq., while the transpiration
velocity is computed by eq. discretized by third-order central differences
to avoid spurious oscillations.

Once the convergence criterion on we ,, We is fulfilled, the aerodynamic
forces are computed by integrating the surface pressures and by adding the
skin friction contribution. The pressure in the i~th control point is computed
by using the unsteady Bernulli equation:

P b Lo oy, (09 09
B+ (-2

where 0¢);/0t is defined in an Eulerian reference frame. The change in potential
with respect to time for a point on the body surface can be computed by
converting to a body Lagrangian reference frame:

elo) elo) _
E’Euler/’an - E‘body — Uja- v¢

where the potential function on the aerofoil surface is approximated by integrat-
ing the surface velocity field from the trailing edge in the clockwise direction.
In the separated flow region, if any, the total head jump Ah (sec. [2.1.3)) with
respect to the outer region is added to eq.(3.7)).

Once a complete solution has been obtained at time t, the model is then
set up for time t+ At. Existing vortices are convected to their new positions by
computing the velocities of their centres and using the first order Euler scheme:

X0 = X7+ a(At)

where At is the time step, X; is the position vector of the / — th vortex blob and
T; is the velocity of the blob centre. Velocity @; is computed by using eq.([2.83))
for attached flows and eq.(2.51]) for separated flows.
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0.6 0.8 1
x / chord

Figure 3.2: Skin friction coefficient (Cr) on the suction side of a Naca 0012
aerofoil, Re =5-10% and o = 8°,10° and 11°. Steady solution, single wake.

3.3 Separation criterion

As mentioned previously, the separation criterion used in the present code
is based on the value of the skin friction coefficient Cr (flow separates when Cr
becomes negative). This has been shown to be a reliable criterion in previous
works (see Riziotis et al. [17]), but it fails when applied to pitching aerofoils
at medium-low Reynolds numbers. In fact, when a transition bubble is present,
it does not allow to recover a reattachment condition after a deep stall at the
leading edge has occurred.

To understand what happens under these conditions, Figure shows the
skin friction coefficient on the suction side of a Naca 0012 aerofoil for an angle
of attack of 8° and Re = 5-10%, computed in a steady flow condition. It should
be noted that the flow is attached, but Cr is negative for 0.02 < x/L < 0.23.
This is because the shape factor reaches its critical value before the Tollmien
- Schlichting wave has grown enough to trigger the transition, and laminar
separation occurs. Moreover, for this angle of attach, when the flow becomes
turbulent, the increase of momentum transport leads to flow reattachment.
This does not happen for a = 11° (Fig. where laminar separation occurs
and the flow does not reattach any longer. Therefore, when the angle of
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a) Nondimensional time, T

—2.5%c
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b) o, deg

Figure 3.3: Pressure coefficient C,, at 2.5%-chord location on the suction side
of the aerofoil during downstroke. a) C, against the nondimensional time b)
C, against the angle of attack. The dashed lines indicate the |C,| — rise point
[46]

attack increases during the pitching motion (upstroke), the separation point
does not move with continuity from the trailing edge to the leading edge but
the separation “jumps” from a position downstream of the transition bubble
(usually close to the trailing edge) to the leading edge (Fig. [3.2]shows attached
flow for & = 10° and separated flow from the leading edge for « = 11°). This
is a usual behaviour of aerofoils at Reynolds numbers below 3-10° [45]. In the
pitching motion of an aerofoil in a real flow, when the angle of attack exceeds
the static stall angle, this “explosion” of the stall creates a big leading edge
vortex that strongly affects the flow field, as shown by the PIV data presented
in the next chapter. The criterion based on the sign of Cr has no problem in
predicting the position of the separation point when it moves from the trailing
edge to the leading edge, also in such an extreme condition. On the contrary,
this criterion fails during the downstroke, when the flow is still separated from
the leading edge but the angle of attack is low enough to allow the flow to
reattach after a transition bubble. In fact, the application of the Cr criterion
in this condition leads to the prediction of a separation point that cannot move
back through the transition bubble.

In order to handle the flow reattachment, an additional criterion needs to
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a) Nondimensional time, T
2 ! ! !
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Figure 3.4: Trend of the aerofoil normal force coefficient C, during the down-
stroke. a) C, against the nondimensional time b) C, against the angle of
attack. The dashed lines indicate the Cpmin point [46]

be introduced. This is a crucial point because the periodic separation and
reattachment is also a feature of the flow past a VAWT.

From the analysis of the PIV data collected by the author (see chapter |4)),
and in agreement with Sheng et al. [47], the reattachment process on pitching
aerofoils occurs when the vorticity on the suction side is convected downstream,
so allowing the boundary layer to be reestabilished. Niven et al. [46] had taken
the start of that process to be the suction pressure rise (|C,| — rise) at the
2.5%-chord location (Fig [3.3).

However, they also clarified that there was no particular significance about
this location and it could have been taken anywhere in the leading edge suction
region. Sheng et al. [47] found that the convective process ends at the time
when the normal force coefficient reaches a local minimum, Cymin (Fig. .

During the downstroke of pitching motion (Figure the angle of attack
of |C,| — rise turns out to be is almost independent of the reduced pitch rate,
r = &l /2U,. The time needed to complete the convection process is also
independent of r, thus the angle of attack at which the reattachment process
comes to an end depends linearly on the reduced pitch rate (Figure |3.5)).

On the basis of the above experimental observations, the following algo-
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Figure 3.5: Angles of attack of reattachment start (|C,|—rise) and end (Cnmin)
for different reduced pitch rates [46]

rithm is developed to handle the flow reattachment at low Reynolds numbers.
During the upstroke, the increase of flow acceleration on the leading edge leads
to a stronger diffusion of the velocity on the suction side of the aerofoil, which
causes shape factor H to rise. As stated in section 2.2}, the value of H directly
indicates how close the boundary layer is to separation, so its increase indicates
that the laminar separation position in the transition bubble is moving towards
the leading edge and that the turbulent flow is losing its ability to cope with
the adverse pressure gradient (compare the results for o = 8° and a = 10°in
Fig. . Then, during upstroke, it is possible to single out a critical posi-
tion of the laminar separation point beyond which the turbulent boundary layer
does not reattach any longer. From this observation, it seems reasonable to
assume that as long as the laminar separation position is upstream of the crit-
ical one, the turbulent flow will not be able to cope with the adverse pressure
gradient. Thus, in the present solution procedure, it is assumed that during
downstroke the turbulent reattachment cannot exist as long as the laminar
separation position is upstream of the critical point stored during the upstroke.
When the laminar separation reaches the critical position and shape factor H
starts to strongly decrease, the turbulent reattachment becomes possible and
the position of the separation panel is no longer based on the sign of the skin
friction coefficient. As mentioned previously, in the real flow the reattachment
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starts when all the vorticity on the suction side of the aerofoil is convected
downstream. To mimic this behaviour, in the present model the position of the
separation panel is forced to move downstream (even if Cr < 0) with the same
velocity of the the surrounding vortex blobs as long as the stored position of
the turbulent separation (memorized in the critical laminar separation position
during upstroke) is reached. At this point, the position of the separation panel
is kept fixed until a new boundary layer is established on the suction side. When
the skin friction coefficient becomes greater than zero the separation criterion
on the Cr is restored.

It should be noted that the aim of the present work is not to simulate pitch-
ing aerofoils, but more complex flows. Therefore, it may happen that during
the reattachment the angle of attack starts to increase again, restoring a fully
separated flow condition. This is not a problem when adopting the proposed
algorithm because an increase of the angle of attack causes an increase of
shape factor H that stops the reattachment routine and restores the criterion
based on the skin friction.
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Validation of the Numerical Model

In this Chapter the predictive capability of the model and the PIV data
collected by the author are presented. In the dynamic stall working conditions
of VAWT, the vorticity field is characterised by a strong leading edge vortex that
is shed during the upwind part of the blade rotation, is convected downstream by
the flow and interacts with the blade in the downwind part of the rotation. The
simulation of this behaviour is a challenging matter, where many uncontrollable
variables play an important role. For this reason, before comparing the code
predictions with the VAWT experimental data two simpler configurations are
considered. The first one is the steady aerofoil, which allows the results to be
compared with those of Drela’s Xfoil code (that uses the same boundary layer
equations as the present model). The second one is an aerofoil in pitching
motion, which shares some features with the Vertical Axis Wind Turbine (i.e.,
periodicity of the flow, dynamic stall), but not the wake-blade interaction.

In the first section, the results for the steady and pitching aerofoils obtained
at Re = 1.5x 10° for a NACA 0015 profile are compared with the experimental
data collected at the University of Glasgow [18] and the predictions of the code
developed by Riziotis et al. [17].

The second section provides a comparison of the numerical results with
the forces extracted from 2D-PIV experimental data concerning the steady
and pitching motion of a NACA 0012 aerofoil. The Reynolds number is Re =
5x10% and the experiments were performed by the author at the Delft University
of Technology.

4.1 Naca 0015, steady and pitching motion

In this section the numerical results are presented for a NACA 0015 aerofoil
in steady and unsteady pitching motion and in deep stall. They are compared
with experimental data obtained at the Glasgow University low speed wind
tunnel [18] for Re = 1.5 x 10° and Ma = 0.12. The boundary layer was
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Figure 4.1: Comparison of steady lift coefficient. NACA 0015, Re = 1.5 x 10°.

tripped on both the upper and lower surface of the aerofoil with transition strips
placed at the leading edge. The pitching motion is sinusoidal, with mean angle
ag = 11°, amplitude a; = 8° and reduced frequency k = (QL)/2U,, = 0.05.
Figure shows the comparison of the lift coefficient of the steady aerofoil
predicted by the present code with the measurements [18] and the numerical
results from Riziotis et al. [17] and Xfoil [39]. It is observed that, for attached
flow conditions (2° < a < 12°), all the numerical codes give almost the same
results, due to the use of the same closure relationships for the boundary layer
equations. They overestimate slightly the lift coefficient, but the shift of the
zero-lift angle of attack that appears in the experimental data suggests the
presence of 3D effects in the measurements [17]. The present code, when
compared with the other ones, provides smaller values of the lift for medium
angles of attack, which makes its predictions closer to the experimental results.
The underestimation of the lift with respect to the other codes is mainly due to
some different simplifications used in the discretization of the wake, which lead
to predict a smaller velocity at the trailing edge. Therefore, a larger diffusion
occurs on the suction side which results in a thicker boundary layer. This
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Figure 4.2: Lift coefficient vs. angle of attack for pitching aerofoil NACA 0015.
Re = 1.5 x 10°% k = 0.05.

increases the flow blockage and more fluid is moved towards the pressure side,
which reduces the negative pressure peak on the suction side. This finally results
in higher pressures on the suction side and hence in smaller lift coefficients.
When the aerofoil stalls (a > 14) the present results agree well with the
experimental data, while, as expected, Xfoil (steady, single wake model) starts
to fail.

Figure shows the comparison of numerical predictions and measure-
ments concerning the pitching aerofoil. The results of the present model are
in good agreement with the experimental data, although they exhibit a slight
overestimation of the lift for low angles of attack (3° < a < 8°) and for high
ones (a = 19°). A small deviation in the shape of the C; loop can be detected
in the region close to the maximum pitching angle during the downstroke. Fur-
thermore, the present numerical results exhibit some oscillations when the stall
occurs. This is due to the displacement of the panel in the separation wake,
which is not continuous but “jumps” from one panel node to another one. A
local remeshing scheme is implemented to reduce the length of this “jump”, but
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Figure 4.3: Jet section of the wind tunnel. (a) 3D view and (b) top view of
the blade in the test section.

a smoother approach should be used, the development of which is currently in
progress.

4.2 Naca 0012, comparison with time-resolved 2D PIV
data

Before presenting the data analysis, a brief description of the experimental
setup is reported. The PIV measurements are used to validate the numerical
model results for the aerofoil in steady and pitching motion for two reduced
frequencies (k = 0.05 and Kk = 0.15).

At present, the large amount of PIV data acquired have been only partially
processed. Data concerning other reduced frequencies and Reynolds numbers
will be useful in a future extension of the present work to perform a more ex-
tensive analysis of the influence of the reduced frequency and Reynolds number
on the phenomenology of the dynamic stall.

4.2.1 Wind Tunnel facility

PIV measurements were carried out at the open jet M-tunnel of the High
Speed Laboratory of the faculty of Aerospace Engineering at the TU Delft.
The jet section has an area of 0.16m? (0.40m x 0.40m) and it is extended by
a transparent box to allow optical access (Fig. . The driving mechanism
for the pitching motion is the Maxon DC RE 35 Motor, which produces a
deviation of less than 2% with respect to the pure sinusoidal motion. The
tunnel, equipped with an axial flow fan, operates with a flow velocity, measured
by a pitot tube, between 3 and 30m/s. The turbulence intensity, measured by
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Test
Section

Figure 4.4: Camera and laser setup for PIV measurements.

a hot wire anemometer placed in the centre of the test section, is less than
0.2%. During the experiments the flow velocity was set at 7.56 +0.04 m/s in
order to obtain Re ~ 5 x 10*. The investigation was performed on both sides
of a 0.1 m chord NACA 0012 aerofoil (2D geometric blockage ~ 8.5%). It
was made of plexiglass and it was positioned vertically (see Fig. to provide
the optical access required by the PIV technique.

The seeding particles injected into the test section were 1um water-based
fog droplets, produced by a Safex twin-fog “Double Power” fog generator. They
were added to the tunnel airstream through a cardboard box, which allowed
their uniform distribution over the test section. Since the experiments were
performed using ambient air, the particle response time was estimated to be
about 3.1us. In the test section the particles were illuminated by a Quantronix
Darwin Duo dual oscillator, single head Nd:YLF laser. The laser light is emitted
at 527nm wavelength and each pulse has a duration of 200ns and an energy
of 25mJ at 1 kHz. The light scattered by the seeding particles is captured by
two Photron Fast CAM SA1 cameras with a sensor size of 1024 x 1024 pixel
at 5.4kHz. The pixel size is 20um. The data acquisition was performed by a
DaVis software (LaVision GmbH) and data were processed by using commercial
software PivView (PIVTEC GmbH).
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Figure 4.5: Field of view of the two cameras

aldeg] Us[m/s] fiq[Hz] Aticqls] Reynolds
6 7.56 2700 1 50000

12 7.56 2700 1 50000

17 7.56 2700 1 50000

Table 4.1: Steady aerofoil tests

4.2.2 PIV optical arrangement

In order to satisfy both the requirement of high spatial resolution and full
field of view, two cameras with 105mm lens were used. These cameras were
mounted on the top of the aerofoil as shown in figure[4.4] A mirror was used to
allow camera 1 to detect the left part of the field of view, i.e., FOV1 in fig. [4.5
Camera 2 was placed vertically along the span of the aerofoil and it covered
the right part of the field of view, FOV2. In this way the full field of view
was covered with a 5% overlap of the two windows. During the experiments
a plate covered with millimeter paper was used to align the cameras with the
laser sheet and to obtain the same magnification factor for both cameras. This
target allowed also the camera views to be aligned each other with a minimal
overlap in order to cover all the desired field of view.

4.2.3 Overview of the PIV data collected

The summary of the steady aerofoil tests are presented in table [4.]
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k aminldeg] amaxldeg]l Us[m/s] ficq[Hz] Atacqls] Reynolds
0.15 6 20 7.56 2700 1 50000

0.13 6 20 7.56 2700 1 50000

0.1 6 20 7.56 500 54 50000

0.1 6 20 15.11 1000 2.7 100000

0.05 6 20 7.56 2700 1 50000
Table 4.2: Pitching tests

Table [4.2] shows a summary of the pitching motion tests.

4.2.4 Load estimation from the time-resolved 2D-PIV data

Theoretical background

Consider an arbitrary time-dependent control volume, V/(t) in Fig. [4.6]
enclosed externally by surface S(t) and internally by body surface S,(t). The
forces acting on the body are obtained by the momentum integral equation:
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where:
e 11 is the unit vector normal to the control surface
e [ is the unit tensor
e T is the viscous stress tensor

e (I is the velocity of the boundary surface
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S(t)

[
Figure 4.6: Integration domain for the evaluation of fluid-dynamic forces

Thus, the fluid forces can be obtained when the velocity field in the con-
trol volume and the pressure distribution on the boundary surface are known.
The application of eq.(4.1)) to the PIV experimental data presents two main
difficulties:

e The velocity field should be determined also in the boundary layer, which
Is not usually feasible or accurate enough.

e The pressure distribution on the boundaries is unknown, and it should be
reconstructed a posteriori from the velocity field.

In the last years the determination of the pressure field from PIV measure-
ments has been explored and different approaches have been developed [48].
Anyhow, further efforts are necessary to fully understand the impact of some
approximations made in those models and to single out the parameters that ac-
tually determine the success of the pressure evaluation. For this reason, instead
of considering the pressure reconstruction, the forces have been evaluated by
using the “flux" equation derived by Noca et al. [49] for incompressible flow:

:% ﬁ"Yf/ux ds
S(t) J

—f A (0 — 0) adS——]{ A-(0%) dS
Su(1) dt Js,t)

o T
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Figure 4.7: PIV mean vorticity field. NACA 0012 aerofoil, a = 6°.

where X is the position vector and the flux term is:
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Dim being the dimension of the space. This formulation of the momentum
equation requires the knowledge of the velocity and its derivatives only on the
boundary of the control volume. The use of PIV data to evaluate eq.
is rather straightforward because the second integral on the right hand-side
vanishes while the third one is known by the aerofoil motion law. Therefore, an
accurate evaluation of the flow velocity very close to the body surface, difficult
when using the PIV technique, is not required.

Application to the present PIV time-resolved data

The elimination of the pressure term in the eq. [4.1] causes the appearance of
vorticity w in eq. [4.2], which represents a source of error for two main reasons:

e If the wake is thin, the relative coarseness of the measurement grid cou-
pled with the asymptotic variation of the vorticity could produce a signif-
icant integration error.
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Figure 4.8: Control surfaces and reference frames for forces evaluation

Gy G Cs Ca
S1|1 0% |-4% | -57% | 1%
S, | 1.5% | 5% | 6.5% | 0.7%

Table 4.3: Per cent deviations of the lift coefficient for a« = 6°

e The implicit averaging of the flow field due to the interrogation windows
of the PIV technique could lead to a measurement error.

These difficulties can be overcome by placing the origin of the reference frame
in the point where the evaluation of the vorticity from the PIV data is more
problematic, namely, in the middle of the wake. At this position, the vorticity
exhibits a negative and a positive peak, and |dw/dS| is maximum (see fig[4.7)).
Putting the origin of the reference frame in this point reduces the influence of
the wake vorticity distribution on the forces evaluation, because the contribution
of the vorticity to ¢« depends on the distance from the origin, as shown by
terms X x @ and @ (X x &) in eq.(4.3). Other geometric parameters that can
affect the accuracy of the forces extraction from PIV velocity fields are the
shape and size of the control volume. In order to quantify the influence of
these parameters, a comparison was performed between the forces computed
by using two different control volumes (S; and S, in Fig. and four different
reference frames (Cy, C,, C3 and C4). Table shows the deviations of the
lift coefficient for &« = 6° from the reference value obtained for S; and C;.
When the origin of the reference frame is placed on the point where |dw/dS]|
is maximum (values highlighted in Tab. the influence of the control volume
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size on the lift coefficient is negligible (a deviation of 0.7% is observed in Tab.
[4.3). On the contrary, when the origin is far from the wake (C, and C3) the
contribution of the wake vorticity on the forces increases and deviations of 10%
or larger are observed when changing the control surface.

The above observations confirm that the way the vorticity is evaluated influ-
ences considerably the computation of forces acting on the aerofoil. Therefore
in order to reduce such an influence, the forces extracted from the PIV data
that will be presented in the next section are computed by applying egs. (4.2))
and to control surface Sy in reference frame Cy, as depicted in Fig. 4.8

From Noca et al. [49] it is known that the extraction of the forces from
time-resolved PIV velocity fields is usually affected by high-frequency noise (see
Fig. . This problem, can be overcome by filtering the signal with a 5th
order Butterworth scheme and a cut-off frequency about ten times higher than
the principal harmonic of the flow ([49], see Fig. [4.10). The same approach
will be used in the following sections.

As an example, Fig. [£.11] shows the unfiltered data for the pitching aerofoil
at k = 0.15. The associated power spectrum of the signal is given in Fig. 4.12]
The main peak is found at 3.71 Hz, which corresponds to the forcing frequency
I.e., the aerofoil pitching frequency (3.67 Hz). The secondary peaks occurring
between 10 and 20 Hz are due to the shedding of large vortical structures during
the dynamic stall. Therefore, in the present application, the cut-off frequency
of the low-pass filter was set at 100 Hz, well above the principal harmonics
of the flow. After the signal has been filtered, it needs to be rephased. The
delay is computed by performing a cross-correlation with the original signal

(Fig. [4.13)). The final result is shown in Fig. [4.14]

4.2.5 Steady Aerofoil Results

In this section the predictions for a steady aerofoil at Re = 5 x 10* are
presented. At this Reynolds number the Prandtl assumptions are at the limit
of their validity range. However, this case was chosen because the PIV phase-
locked measurements and the CFD-DES simulations for the VAWT were carried
out at this Reynolds number [19]. Figure |4.15| shows the comparison between
the numerical predictions and the PIV mean vorticity field for o = 12°. The
position and shape of the separation shear layer are well predicted although the
separation point appears slightly closer to the leading edge. At the trailing edge
the predicted shed vorticity does not leave straight the aerofoil and the reason
of that is probably related to the slightly different vorticity distribution in the
separated flow region. The vorticity predicted between the two shear layers
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Figure 4.9: Unfiltered drag coefficient of a cylinder [49]
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Figure 4.10: Drag coefficient of a cylinder filtered by a 5th order Butterworth

scheme with a cut-off frequency ten times higher than the principal harmonic
[49]
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Figure 4.11: Unfiltered lift coefficient of a pitching aerofoil for kK = 0.15
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Figure 4.12: Power spectrum of the signal in Fig.
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Figure 4.13: Results of the cross-correlation of the signal in Fig. [4.11] with its
filtered counterpart
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Figure 4.14: Filtered and unfiltered lift coefficient from the PIV data
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Figure 4.15: Mean vorticity field, a) Vortex panel model b) PIV data

should be more spread, indeed several zero-vorticity spots are present. This is
due to the use of the vortex blobs to model the vorticity shedding, and thus it
cannot be considered as an error.

Figure shows the comparison of the lift coefficient predicted by the
present model with the results of Xfoil [39] and the experimental values obtained
from the integration of the PIV velocity field. The present code is able to
capture the trend of the lift coefficient also in deep stall conditions but it
exhibits a constant shift with respect to the experimental results. This could be
due to the low Reynolds number, really in the edge of the Prandtl assumptions,
or to three dimensional effects on the measurements.

Furthermore, it has to be mentioned that the experimental C; in Fig.
is referred to the geometric angle of attack, no wind tunnel correction having
been applied to that angle. A preliminary analysis suggests that the geometric
angle of attack, in the wind tunnel, should be reduced to make the measure-
ments comparable with the solution in an unbounded flow field. In particular,
the predicted and measured laminar separation positions, laminar to turbulent
transition points and velocity fields turn out to agree well if the experimental
geometric angle of attack is reduced according to the wind tunnel correction.
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Figure 4.16: Comparison of the lift coefficients predicted by the present model
with the numerical results of Xfoil and the forces extracted from the measured
flow. Steady flow past a NACA 0012 aerofoil, Re =5 x 10%.

This is a well-known occurrence, but the estimation of the proper correction is
not straightforward, especially for the aerofoil in pitching motion. On the other
hand, its impact on the results of the present work is not significant enough to
justify an additional effort.

4.2.6 Pitching aerofoil results, low reduced frequency

In this section the analysis of the results for the aerofoil in pitching motion
with reduced frequency k = 0.05 and Re = 5 x 10% is presented. Figure |4.17
shows the comparison of the forces extracted from the PIV velocity fields with
the model predictions for a single complete oscillation which is representative
of the mean behaviour. Due to the low Reynolds number the evolution of the
vorticity (see, e.g., Fig. shows concentrations of strong vortices on the
aerofoil suction side, which are responsible for the temporary oscillations of the
lift coefficient.

76




4.2. NACA 0012, COMPARISON WITH TIME-RESOLVED 2D PIV DATA

2.5 T T T T T T T T

2r i

PIV Forces
e Present Code :
1.5+ .
G

1 L _

0.5F .

22

o [deg]

Figure 4.17: Pitching motion results for a NACA 0012 aerofoil at Re = 5 x 10*
and kK = 0.05. Comparison of the predicted lift coefficients with the forces
extracted from the PIV velocity fields.

As in the steady case, in the last part of the downstroke motion (6° <
a < 7°) and in the first part of the upstroke (6° < a < 11°) the model
overestimates slightly the lift coefficient. At about @ = 12° the flow separation
starts from the leading edge and a dynamic vortex begins to grow while the
flow keeps on reattaching on the suction side after the vortical bubble. This
induces an “overshoot” in the lift (12° < a < 15°) till the detachment of the
vortex is complete [47]. The present model is able to capture this behaviour,
with some problems in the early stage, where the “jump” of the separation
position to the leading edge causes some oscillations in the forces (see sec. |4.1
for details). Also, the model overestimates the maximum lift coefficient, which
is due to the larger size and the different shape of the predicted leading edge
vortex. This difference can be clearly observed in fig. and, in the author’s
opinion, it can be ascribed to an imperfect modelling of the viscous part of the
flow. In the present model, as discussed in sec. [2.1.2] the circulation released
in the separation point is computed by assuming that all the vorticity contained
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Figure 4.18: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. a = 12.6° upstroke, k = 0.05.

in the boundary layer is injected into the inviscid flow field. This is usually a
reasonable assumption, but especially when an abrupt separation occurs there
are evidences that only part of the vorticity at the separation point is discharged
into the inviscid flow [15].

Another reason of the difference in the vortex size and shape can be as-
cribed to the predominant role of three dimensional effects in the first stage
of separation. In fact, in the real flow the instability that triggers the leading
edge vortex does not act uniformly on the blade span, so that the separation
does not start simultaneously along the blade. When the separation begins at
some position the lift (and hence the circulation) of that section increases (the
“overshoot”), and from Kelvin's theorem a circulation is shed from the trailing
edge. According to the Helmholtz second theorem (a vortex filament cannot
end in a fluid; it must extend to the boundaries of the fluid or form a closed
path), if the lift of a blade section increases while remaining unchanged in the
adjacent section, where the flow is still attached, a vorticity orthogonal to the
blade span should be shed. This induces a “downwash” (as at the tip of a wing)
that causes the propagation of the separation, deforms the leading edge vortex
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Figure 4.19: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. a = 14° upstroke, k = 0.05.

and pushes it on the aerofoil surface. In other words, the 2D assumption is
valid as far as the spanwise distribution of the lift is uniform, which is not the
case at the beginning of the separation process where three dimensional effects
may occur according to the Helmholtz second theorem.

After the shedding of the dynamic vortex, when the blade is fully stalled,
the lift along the span can be reasonably assumed constant, so that the 2D
approach produces again good predictions. It is also true that the difference in
the vortex shape could be ascribed to wind tunnel effects.

The flow reattachment during downstroke (8° < a < 12°) is correctly pre-
dicted, but it seems to end slightly earlier in the simulation (& &~ 8°) than in the
PIV measurement (o &~ 7.5°). This is probably due to the discrete movement
of the separation panel and, therefore, better results should be obtained with
the smoothing procedure under development.

The main feature of the pitching motion is the formation and release of the
leading edge vortex, which plays a fundamental role also in the VAWT aerody-
namics. Since the numerical model should be able to capture this phenomenon,
it is worth while to compare the predicted vortex evolution with the experimen-
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Figure 4.20: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. a = 16.8° upstroke, k = 0.05.

tal results. From fig. showing the vorticity field at the beginning of the
separation, it can be observed that the formation of the dynamic vortex is well
predicted by the present code. In fig. [4.19 the leading edge vortex reaches its
maximum size and, as explained above, the different vortex shape predicted by
the model is probably due to an imperfect modelling of the viscous part of the
flow and to three dimensional effects. After the vortex has been shed, a fully
separated flow is established, which is predicted in good agreement with the

PIV experimental data (fig. [4.20)).

4.2.7 Pitching aerofoil results, high reduced frequency

In this section the results for the aerofoll in pitching motion with reduced
frequency k = 0.15 and Re = 5 x 10* are presented. Figure shows
the comparison of the forces extracted from the PIV velocity fields with the
model predictions for a single complete oscillation, which is yet representative
of the mean behaviour. Also in this case, due to the concentration of strong
vortices on the aerofoil suction side (see, e.g., Fig. , there are temporary
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Figure 4.21: Pitching motion results for a NACA 0012 aerofoil at Re = 5 x 10*
k = 0.15. Comparison of the predicted lift coefficients with the forces extracted
from the PIV velocity fields.

oscillations of the lift coefficient.

In this case the model underestimates slightly the lift coefficient in the
last part of the downstroke motion (6° < 6 < 10°) and in the first part of
the upstroke (6° < 68 < 9°). At about o = 13° the flow separation starts
from the leading edge and the dynamic vortex begins to grow while the flow
keeps on reattaching on the suction side after the vortical bubble. For this
reduced frequency the “overshoot” ends at @ = 19.6° when the detachment
of the leading edge vortex starts. Also in this situation the present model is
able to properly reproduce the “overshoot”, with some problems in the early
stage, when (as for k = 0.05) the “jump” of the separation position to the
leading edge causes some oscillations in the forces (see sec. for details).
The maximum lift coefficient (at o = 19.6°) is well predicted, better than in
the previous situation (k = 0.05, sec. [4.2.6]). To investigate the reasons for
this better agreement it is interesting to compare the vorticity fields of the
two solutions (k = 0.05 and k = 0.15) at the maximum lift position (Figs.
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Figure 4.22: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. o = 16° upstroke, kK = 0.15.

[4.19 and [4.23] For the higher reduced frequency the experimental data show
that the rear part of the leading edge vortex is more lengthen and detached
from the aerofoil suction side, probably due to the higher down speed of the
surface. Therefore, the bigger vortical structure, partially detached from the
aerofoil surface, induces higher lift coefficient. The same difference cannot
be appreciated in the simulation results. The leading edge vortex, which is
responsible for the “overshoot”, has almost the same roundish shape in the
two cases and its size is only slightly increased when changing from x = 0.05
to Kk = 0.15. Therefore, in the experimental results the size and shape of the
leading edge vortex seem to be more sensitive to the aerofoil pitching frequency.
The time required for the growth of the vortical structure is well predicted by
the numerical model and for k = 0.05 it is 10% longer than for k = 0.15. The
time period from the formation of the leading edge vortex to its shedding is then
a weak function of the reduced frequency, probably because this phenomenon
is mainly controlled by the flow convection, as for the vortical structures during
the reattachment process (see sec. . A thorough analysis of this behaviour
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Figure 4.23: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. a = 19.2° upstroke, kK = 0.15.

could be an interesting subject for a future research, since PIV data for kK = 0.1
and k = 0.13 (collected by the author) are already available.

After the leading edge vortex has been shed (6 = 20°, upstroke) the lift
coefficient reaches a relative minimum that is well predicted by the numerical
model. In the downstroke part of the pitching motion, for kK = 0.15, the aerofoil
Is subjected to a weak “overshoot” due to the growth and shedding of a second
leading edge vortex (6 = 19°), which is also well predicted by the present code.

As done for k = 0.05, the predicted vortex evolution is compared with the
experimental results. From Fig. [£.22]showing the vorticity field at the beginning
of the separation, it can be observed that the formation of the dynamic vortex
is well predicted by the present code. In Fig. the leading edge vortex
reaches its maximum size and the shedding starts. Then, the trailing edge
vortex starts to roll up, Fig. [£.24] and the leading edge vortex is convected
downstream. Figure |4.25| shows the reattachment of the leading edge vortex
(downstroke, 8 = 19°) after the shedding of the first vortical structure. It
can be concluded that, also for the present reduced frequency, the model is
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Figure 4.24: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. o = 20° upstroke, kK = 0.15.

capable of reproducing the formation and release of the leading edge vortices
in excellent agreement with the experimental data.
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Figure 4.25: Instantaneous vorticity field during pitching motion. Vortex panel
model (a) Vs. PIV (b) results. o = 19° downstroke, k = 0.15.

85







Results

In this chapter the numerical code is used to study the aerodynamic be-
haviour of vertical axis wind turbines in dynamic stall. In this working condition,
especially due to the wake-blade interaction, random load components occur,
so that comparing integral values (such as power or forces) can mask cancella-
tion errors [8]. To evaluate the accuracy of the present model in simulating the
wake structure, predicted vorticity fields are computed with PIV phase-locked
data (from [19]). Afterwards, the predicted forces are compared with CFD-
DES results (from [16]). In the remaining sections the present model is used
to investigate the influence of some parameters (number of blades, reduced
frequency and dynamic stall) on VAWT performance. Nevertheless, the results
presented in the next sections are not claimed to be an extensive study of the
VAWT, but they are mainly aimed at showing the predictive capabilities and
the opportunities provided by the present model.

5.1 Vertical Axis Wind Turbine

The results of the present model will be validated against the PIV and
CFD data of Simao Ferreira et al. [19] [16] for a single blade VAWT, X\ = 2,
k = 0.125, Re = 5 x 10*. In this condition the VAWT exhibits deep dynamic
stall and the flow is characterized by the evolution and release of leading and
trailing edge vortices (see Figs[5.1] and [5.3] PIV data, phase-locked average).
The leading edge vortex starts to form when the separation occurs (6 ~ 72°)
and it grows on the suction side of the aerofoil. When 8 ~ 90° its length reaches
the chord size and it begins to move away from the surface under the influence
of the trailing edge vortex that starts to roll up and to grow. At 6 > 138°
the leading edge vortex is released from the aerofoil due to the growth of the
trailing edge vortex, and it is transported downstream by the flow.

The first step in the validation is to compare the predicted and measured
vorticity distributions during the VAWT blade rotation. The larger difference
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Figure 5.1: Evolution of the leading edge vortex for A = 2, phase-locked
average (PIV data from Ferreira et al. [19])
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Figure 5.2: Evolution of the leading edge vortex for A = 2, phase locked average
(vortex model, double wake)
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Figure 5.3: Evolution of the trailing edge vortex for A = 2, phase locked average
(PIV data from Ferreira et al. [19])
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Figure 5.4: Evolution of the trailing edge vortex for A = 2, phase locked average
(vortex model, double wake)
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between the vortex model predictions (Fig. and the PIV data (Fig.
is found for 6 ~ 223°, where the numerical model predicts a stronger vorticity
distribution close to the aerofoil. From the comparison of Fig. [5.3| (PIV data)
with Fig. (model results) it turns out that, according to the PIV data, the
trailing edge vortex starts to grow for 6 = 121°, whereas the model predicts
this occurrence some degrees before. For 6 = 158° the simulation gives a
broader region of high vorticity than the PIV data and for 6 = 218° its shape
is slightly different. However, apart from these quantitative differences, the
“double wake” model is able to reproduce the evolution of the leading edge and
trailing edge vortices in good agreement with the experimental data.

The use of the vorticity to validate the numerical model is relevant only when
considering both strength and distribution (see Simao Ferreira [8]). Therefore,
after this “qualitative” analysis, it is necessary to focus on quantitative values
such as the circulation of the leading edge vortex. The computation of the
circulation from the PIV data can be affected by several sources of uncertainty.
Some of them are intrinsic weaknesses of the technique, such as the measure-
ment uncertainty and the evaluation of the flow velocity as a mean value on
the interrogation window, which can reduce the accuracy in the computation
of a differential operator in space as vorticity is. Furthermore, the distance of
the vorticity integration contour from the blade surface cannot be taken less
than two PIV interrogation windows (see Simao Ferreira [8]) and the contour
extension is limited by the field of view of the PIV system. In conclusion, it
is clear that there are some uncertainties in the evaluation of the results from
PIV data, which heavily depend on the distance of the computation contour
from the aerofoil surface. For this reason, the numerical results are plotted in
Fig. for three different values of S, which is the distance (fraction of the
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Figure 5.6: Comparison of the circulation of the simulated leading edge vortex
with PIV experimental results

chord length) between the surfaces of the aerofoil and the integration contour
(see Fig. . Figure [5.6| shows that the predicted circulation curve become
closer and closer to the experimental one as parameter S grows. This happens
especially for 70° < 8 < 95°, when the vorticity bubble is very close to the
suction side of the aerofoil and the PIV data are less reliable. In the first part
of the plot the agreement can be considered as a good one because the best
result is obtained for S = 0.1, which corresponds exactly to the size of two
interrogation windows of the PIV system. For 6 > 98° the experimental results
show that the trailing edge vortex starts to roll up and the circulation of the
leading edge vortex grows at a lower rate than before [8]. The numerical model
predicts a smoother change in the circulation slope, which is responsible for its
overestimation in the right side of the plot. However, the uncertainties in the
PIV data processing require further investigations.

After the comparison with the experimental data, the forces predicted by the
present model are compared with those resulting from CFD-DES simulations
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Figure 5.7: Normal forces, Vortex Model vs. CFD

(Sim&o Ferreira et al.[16]). Figures[5.7]and 5.8 show the normal and tangential
forces predicted by the present code and by the Detached Eddy Simulation
model for two different rotor revolutions (CFD 1 and CFD 2). The trend of
the normal force is well captured, even though a small delay is observed when
the detached leading edge vortex meets the blade (6 ~ 220°). It should be
stressed that almost the same difference is present between the two revolutions
simulated by DES because dynamic stall and blade-vortex interaction generate
a random component on loads [8]. The prediction of the tangential force agrees
well, but for 8 > 50° it drops too quickly. This can be due to the “jump” of the
separation point to the leading edge (laminar separation). In this perspective
the use of unsteady boundary layer equations could improve the accuracy of the
present model predictions. However, the code captures quite well the trends of
both the normal and tangential forces, so being able to simulate properly the
generation, growth and release of the leading and trailing edge vortices and to
reproduce their influence in the downwind part of the blade rotation.

In conclusion, the ability of the code to simulate the flow field induced by
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Figure 5.8: Tangential forces, Vortex Model vs. CFD

the VAWT was proved from both qualitative and quantitative standpoints. In
the next section, the present code will be used to analyse the influence of the
unsteadiness on the VAWT performance.

5.2 Influence of the dynamic stall on the
vorticity field

To clarify the influence of the dynamic stall on the vorticity distribution,
the solution of the potential flow in attached conditions (single wake model)
is presented at first in Fig. [5.9. The working condition is the same as in Fig.
[5.10]i.e., one blade, A =2, k = 0.125 and Re = 5 x 10*. In this configuration
the vorticity shed from the trailing edge depends only on the variation of the
aerofoil circulation that, in a potential flow, is directly related to the angle of
attack. For this reason, for —90° < 6 < 90° the vorticity is always positive
while for 90° < 6 < 270° it is always negative (clockwise). A solution such that
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Figure 5.9: Results of the single wake panel model (without stall): time-
averaged vorticity distribution
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Figure 5.10: Results of the double wake panel model (with stall modelling):
time-averaged vorticity distribution
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Figure 5.11: Results of the single wake panel model: vorticity distribution,
phase locked average

in Fig. [5.9] can be considered as a good approximation of the real flow as long
as the tip speed ratio is larger than 4, but for lower values of A (when the stall
occurs) it becomes unacceptable. This is clearly evidenced in the phase locked
averaged solutions of Fig. that, when compared to the solution of the
double wake model (Fig. [5.12)), shows no roll up of the trailing edge vortex.
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Figure 5.12: Results of the double wake panel model: vorticity distribution,
phase locked average

This leads to a strongly inaccurate prediction of the VAWT performance. The
first reason is the overestimation of the lift and the second one is the absence
of the trailing and leading edge vortices that, especially for 150° < 6§ < 270°,
strongly influence the induced velocity field. Therefore, the use of the single
wake model for A < 4 causes an important part of the wake-blade interaction
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Figure 5.14: Angle of attack for the single and double wake models
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to be neglected.

To quantify the influence of the dynamic stall it is interesting to compute
the induction factor a (a = 1 — (ux/us) where uy is the flow velocity in x-
direction at a quarter of the blade chord) from the solutions of the single and
double wake models. The induction factor (the same used in the momentum
models) quantifies the local change of the freestream velocity due to the wake,
and permits to compute the angle of attack perceived by the aerofoil. This
parameter is very useful in the momentum models, where the knowledge of the
perceived angle of attack allows the use of experimental databases of lift and
drag.

Figure [5.13] shows a comparison between the single and the double wake
models in terms of induction factor. Parameter a is computed excluding all
vortices that are, contemporaneously, closer than two chords to the chord
midpoint of the aerofoil and released in the last quarter of rotation. This is
necessary especially for the double wake model where all these vortices are used
to model the separation wake, but they are not yet part of the wake.

The initial trends of the two curves in Fig. are comparable until the
stall occurs (6 =~ 50°). Due to the lower induction in the double wake solution,
the perceived angle of attack is larger (see Fig. . In the second half of the
upwind part, in the attached flow condition, the bound circulation and hence
the induction start to decrease. What happens in the dual wakes model solu-
tion is more interesting. The leading edge vortex is released from the aerofoil
(6 ~ 138°) and since it is transported downstream by the flow while remaining
close to the blade, it starts to strongly influence the velocity field surrounding
the aerofoil. For this reason the induction exhibits a first negative peak (a
corresponding positive peak is observed for the perceived angle of attack) that
should be considered as an indication of a strong wake-blade interaction, which
in turn makes the use of the induction factor unfounded. This can be a serious
problem for the models based on the momentum theory, where the induction
is obtained from a local momentum balance, that are not able to capture the
wake-blade interaction. A second negative peak is observed in the first half
of the downwind part, when the leading and trailing edge vortices, transported
downstream by the flow, meet the aerofoil. At the start of the second half of
the downwind part (6 ~ 270°) the double wake model predicts a higher induc-
tion and, as a consequence, a smaller absolute value of the perceived angle of
attack. Close to the end of the revolution a third wake-blade interaction occurs
and the induction predicted by the separation model becomes lower than the
one of the fully inviscid solution.

In conclusion, the dynamic stall of a VAWT has been shown to strongly
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Figure 5.15: Two-blades VAWT, time-averaged vorticity distribution over 8
rotations, A =2, k =0.125 and Re = 50000

affect the wind turbine performance also due to the interaction of the blade
with the leading and trailing edge vortices transported downstream by the flow.
This effect is not captured by the momentum based approaches, but it is
properly taken into account by the present double wake model.

5.3 Influence of the number of blades

In section [5.2] the wake-blade interaction due to the dynamic stall was dis-
cussed for a single blade VAWT. Figure shows the time-averaged vortic-
ity field over eight rotations for a two-blade rotor (A = 2, kK = 0.125 and
Re =5 x 10%).

It is noticed that the vorticity field preserves the same distribution as in the
one-blade configuration (Fig. [5.10). This is confirmed by the phase locked
average, where the formation and growth of the leading edge vortex follows
the same process (Fig. [5.16]).

The only significant difference is in the downwind part of the rotation, where
the leading and trailing edge vortices, released from the previous aerofoil slow
down the downstream motion of the new vortices. Therefore, this continu-
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Figure 5.16: Two-blades VAWT, vorticity distribution for A = 2, kK = 0.125
and Re = 50000. Phase locked average

ous vortex shedding creates a region of low velocity (6 ~ 270°) that makes
the induction field quite different from the one produced by the single blade
configuration (Fig. [5.19)).

The trends of the tangential and normal forces (Figs. [5.17] and in the
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Figure 5.17: Tangential forces over one rotation, one- and two-blades VAWT
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Figure 5.18: Normal forces over one rotation, one- and two-blades VAWT
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Figure 5.19: Induction factor over one rotation, one- and two-blades VAWT
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Figure 5.20: Induction factor normal to the freestream velocity over one rota-
tion, one- and two-blades VAWT
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Figure 5.21: Angles of attack over one rotation, one- and two-blades VAWT

cases of one-blade and two-blades VAWT are similar, with some differences
in the downwind part of the rotation. As expected, in the first part of the
rotation (0° < 6 < 60°) the forces are lower in the two-blades configuration,
but this is not caused by the increase in the induction factor due to the greater
power exchange, as should be predicted by the momentum models. In fact, the
induction in x direction for the two-blades VAWT s lower than in the single
blade configuration (it is even negative for 6 < 20°, Fig. [5.19)), but a stronger
induction appears in the y direction (Fig. that reduces the forces on the
blade by decreasing the angle of attack (Fig.. This behaviour is caused by
the low convection velocity of the leading and trailing edge vortices, which are
almost at a stop in the downwind part of the rotor, so producing a deviation
of the flow towards the leeward and windward parts of the rotor (Fig. [5.22)).
Therefore the increase in the flow expansion in the two-blades configuration
(compare Figs. [5.23 and [5.22)) is not only due to the greater power extraction
in the first upwind part of the rotation, but it is also due to the presence of the
leading and trailing edge vortices in the downwind part of the rotor.

Since the most common tool used for the simulation of the VAWT s the
momentum model (sec. [1.3.1]), it seems necessary to remind the reader that
the actuator disk concept (also in the most advanced version, i.e. the double
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Figure 5.22: Streamlines and contour plot of the mean velocity (over one
rotation) in the streamwise direction. Two-blades VAW T
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Figure 5.23: Streamlines and contour plot of the mean velocity (over one
rotation) in the streamwise direction. One-blade VAW T
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multiple streamtube model) is not capable of reproducing these complex flow
conditions. It could be argued that a correction for the streamline expansion
can be included in the momentum models (see, e.g., Simdo Ferreira [8]), but
this would still neglect the influence of the strong leading and trailing edge
vortices and hence the physics of the energy conversion process.

For 130° < 6 < 260° the flow that surrounds the aerofoil is highly disturbed
by the wake and a large variation of the perceived angle of attack (Fig.
occurs due to the strong leading and trailing edge vortices. As said in sec.
[5.2] the unreasonable values of the induction factor and the perceived angle
of attack are due to the strong blade-wake interaction, which in turn makes
their use unfounded. In the two-blades configuration the wake-blade interaction
region is larger (till & = 310°), so that in about all the downwind part of the
rotation the flow is highly bended by the vortices. That makes unreasonable
the use of aerofoil section data for the evaluation of the lift as done in the
momentum models or in the free vortex wake method (secs. [1.3.1]and [1.3.2]).

5.4 Comparison between dynamic and
quasi-steady stall

For low values of Kk a significant change in the separation and shedding
phenomenology occurs. Therefore, below x = 0.05 the stall condition will be
defined as “quasi-steady stall” to distinguish it from the “dynamic stall”.

To deepen the knowledge of the influence of the unsteadiness, the previous
results will be compared with the quasi-steady stall condition. It should be
mentioned that the reduction in the reduced frequency implies a change in the
chord-to-radius ratio. In order to keep constant the rotor solidity, the one-blade
VAWT, A =2, Kk = 0.125, Re = 5 x 10*, will be compared with a three blades
turbine, A =2, kK = 0.0416 and Re = 5 x 10%*.

Figure [5.24] shows the mean vorticity field over eight rotations for the three
blades VAWT. It provides a clear picture of the path of the leading and trailing
edge vortices released from the aerofoil and transported downstream by the
flow. The vorticity distribution and hence the induction field turn out to be
very different compared to the ones produced by the dynamic stall. The leading
and trailing edge vortices do not grow anymore following the suction side of the
aerofoil, but they are released and transported with a shedding frequency that
is much higher than the one of the blade rotation (Fig. [5.25)). This radically
changes the distribution of the vorticity in the wake, which produces important
changes in the wake-blade interaction. Figures[5.26] and [5.27] show the normal
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Figure 5.24: Three blades VAWT, time-average vorticity distribution over 4
rotations, A = 2, k = 0.0416 and Re =5 x 10*

and tangential forces for the two configurations. The influence of the dynamic
stall is evident in the upwind region, where it introduces a stall that causes the
force drop to be deferred. When the separation occurs, in the quasi-steady stall
condition both the normal and the tangential forces exhibit oscillations, due to
the shedding of the leading and trailing edge vortices, the frequency of which
iIs much higher than the blade rotation frequency.

In the downwind region, for kK = 0.0416, the absence of a strong leading
edge vortex in phase with the blade rotation has two main consequences on the
tangential force. The peak at 8 = 220°, due to the leading edge vortex that
hits the aerofoil, disappears. Furthermore, no flow reattachment is observed
for k = 0.0416. On the contrary, the reattachment occurs at 8 =~ 250° in the
case k = 0.125, due to the high velocity induced by the strong leading edge
vortex that reduces the absolute value of the perceived angle of attack (see,
Fig. [5.28). For 240° < 6 < 300° the separation occurs in the quasi-steady
stall condition and, as in the upwind part, force oscillations are induced by the
vortex shedding at a frequency higher than the blade rotation frequency.

The same periodic behaviour is observed in the induction factors (Figs. [5.29
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Figure 5.25: Three blades VAWT, phase locked averaged vorticity, A\ = 2,
k = 0.0416 and Re =5 x 10*

and where the peaks due to the wake-blade interaction are lower than in
the dynamic stall condition.

In summary, the dynamic stall, when compared with the quasi-steady stall,
causes a delay in the aerofoil stall and produces a strong leading edge vortex
that interacts with the blade and influences the flow field (and forces) in the
downwind passage.
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Figure 5.26: Normal forces over one rotation, dynamic stall (k = 0.125),
quasi-steady stall (k = 0.0416) and Re =5 x 10*
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Figure 5.27: Tangential forces over one rotation, dynamic stall (k = 0.125),
quasi-steady stall (k = 0.0416) and Re =5 x 10*
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5.4. COMPARISON BETWEEN DYNAMIC AND
QUASI-STEADY STALL
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Figure 5.28: Perceived angle of attack over one rotation, dynamic stall (k =
0.125), quasi-steady stall (x = 0.0416) and Re = 5 x 10*
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Figure 5.29: Induction factor over one rotation, dynamic stall (k = 0.125),
quasi-steady stall (k = 0.0416) and Re =5 x 10*
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Figure 5.30: Induction factor normal to the freestream velocity over one
rotation,dynamic stall (k = 0.125), quasi-steady stall (k = 0.0416) and
Re =5 x 10*

5.5 VAWT performance

In this section, the 2D VAWT rotor performance in terms of power coeffi-
cient C,, at different tip speed ratios A, is presented. The simulation results
for a single blade VAWT are plotted in Fig. by comparing the solutions at
Reérotor =2 % 10° (Re =5 x 10% for A = 2) Re,oror = 4 x 10°.

For 2 < A < 3 and Reroror = 2 % 10° Cp I1s negative, due to the deep stall in
the upwind region. The machine starts to extract energy from the flow when
A = 3.5, although the dynamic stall still occurs. Increasing the rotor Reynolds
number (Reyoror = 4% 10°), C, becomes positive for A\ = 3, earlier than before,
because the increase in the blade Reynolds number delays the separation, which
allows a higher energy exchange in the upwind part of the rotation.

For A > 4, the higher blade Reynolds number and the lower perceived angle
of attack allow, in both simulations, to avoid the separation from the leading
edge. Therefore, the power coefficient rises and only a weak separation occurs
close to the trailing edge. For both Re,otor = 2% 10° and Re,oror = 4 x 10° the
maximum value of C, is obtained for A = 5, over which the power coefficient
starts to decrease due to the rapid increase in the viscous forces. These forces
are also responsible for the gap between the two curves (4 < X\ < 6), since
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Figure 5.31: Power coefficient vs. tip speed ration A

the viscous contribution, in proportion, decreases at increasing the Reynolds
number.

In the present thesis no attempt is made to compare the predicted power
curve (C, vs. ) with that of a real three dimensional VAWT. In fact, as
previously discussed in sec. [1.5] the influence of the tip vortices on the turbine
global performance is too strong to be neglected.

In the 2D momentum models some empirical formulations are used (see
[20],[12]) in order to apply tip-effect corrections to the loading. Of course
some kind of corrections could be applied also to the present model, but it was
not done because the purpose of the present work is to increase the knowledge
of the physics of the energy conversion process under the 2D flow assumption
and a complex three dimensional feature as the tip vortex cannot be reproduced
by a 2D model. The prediction of the power curve and the physics of the energy
conversion process of a real VAWT s an interesting challenge, but it must be
carried out with the appropriate tool, namely, a 3D model.
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Conclusions

A double wake panel vortex method coupled with the boundary layer equa-
tions has been developed for simulating the 2D flow past a VAWT. This model
is able to face rotating multi-aerofoils problems in separated flow conditions.
It is one of the very few double wake vortex models available for VAW Ts.

A preliminary model validation has been performed by comparing the results
obtained for a steady and a pitching aerofoil in dynamic stall at high Reynolds
number (Re = 1.5x 10°) with experimental load data available in the literature.
An excellent agreement was observed in both attached and separated flow
conditions. In particular, satisfactory predictions of the aerodynamic loads and
flow separation and reattachment were obtained for the steady aerofoil as well
as for the pitching aerofoil in dynamic stall.

Subsequently, the model has been tried out in a more critical flow condition
(Re = 5 x 10%) by comparing the numerical results with time-resolved PIV
data, collected by the author, concerning a steady aerofoil and two oscillation
frequencies of a pitching aerofoil in dynamic stall. The PIV data were properly
processed in order to obtain the vorticity fields and blade loads to be compared
with the model predictions. For the steady aerofoil, the predicted and experi-
mental loads agree well in both attached and separated flow conditions, as well
as the position and shape of the separated shear layer do. At both pitching
frequencies the load hysteresis loops are well predicted and the dynamics of
the leading edge vortex, which characterises the dynamic stall, is well captured.
In particular, the comparison with the PIV vorticity fields shows that all the
processes of vortex formation, growth and shedding are correctly reproduced.
Also the flow reattachment in dynamic stall is properly simulated thanks to
the special strategy devised to move the separation panel along the aerofoil
surface. At the higher pitching frequency the phenomenology of the dynamic
stall includes the shedding of two strong vortical structures from the leading
edge. This is correctly reproduced by the numerical results, which proves the
good sensitivity of the model to the variation rate of the angle of attack.
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The model has been used to compute the wake flow past a VAWT in dy-
namic stall and the numerical results have been compared with phase-locked
PIV data and CFD-DES simulations available in the literature. The complex
vorticity distribution due to the energy conversion process is well reproduced,
showing the ability of the present model to cope with separated flows and
strong wake-blade interactions. The predicted values of the forces turn out
to be comparable with the ones provided by the much more expensive CFD
approaches.

The capabilities of the present model have been explored further on by per-
forming an analysis of the influence of dynamic stall, number of blades and
reduced frequency on the VAWT vorticity field and forces. When compared
with a single wake model, which cannot allow for the dynamic stall, the present
model predicts much more complex vorticity and induction fields characterised
by the release of vorticity of opposite signs from the separation point and the
trailing edge, which strongly alters the dynamics of the blade-wake interaction.
When considering a two blades VAWT instead of a single blade one, vortic-
ity is observed to accumulate in the downwind region, which causes a strong
expansion of the main flow crossing the rotor. A low reduced frequency, corre-
sponding to the “quasi-steady stall” condition, gives rise to the release of vortical
structures at a frequency much higher than the rotation frequency, which in-
troduces high frequency oscillations in the aerodynamic forces and reduces the
power extraction in the downwind part of the blade rotation.

More generally, the model allows the influence of the dynamic stall to be
characterised in both the aerofoil scale and the rotor/wake scale. The former
is very important in the upwind part of the rotor motion, where the stall mainly
affects the pressure distribution on the blade, so reducing the lift and hence
the aerofoil performance. In the rotor/wake scale the dynamic stall modifies
the vorticity distribution in the wake, which results in a strong wake-blade
interaction in the downwind part of the rotation.

Finally, the 2D VAWT rotor performance, in terms of power coefficient vs.
tip speed ratio, has been computed for two different rotor Reynolds numbers.
As expected, the power coefficient increases with the rotor Reynolds number
in the whole operating range of the wind turbine. However, in the present
thesis no attempt is made to compare the predicted overall performance with
that of a real three dimensional VAWT, since the complex 3D effects (e.g., tip
vortices) cannot be either neglected or reproduced by a 2D model.

The present work suggests many hints for future research developments,
concerning both possible improvements of the model and its extensive appli-
cation for the analysis of the influence of important design parameters on the
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turbine performance. In particular, a remeshing algorithm is under development
to smooth the movement of the panel at the separation position. Furthermore,
PIV data concerning the pitching aerofoil at other reduced frequencies and
Reynolds numbers are going to be processed in order to deepen the knowledge
of the influence of these parameters on the dynamic stall. As far as the applica-
tions to VAW Ts are concerned, a useful sensitivity analysis could be performed
by analysing the influence of Reynolds number, freestream turbulence intensity,
number of blades, and aerofoil pitch and camber angles on the turbine perfor-
mance. However, the most interesting and challenging task is the extension
of the present model to three dimensions. Based on the results obtained in
the present work, a 3D double wake vortex method exhibits the potential for
an accurate simulation of VAWTs with reasonable computational costs when
compared to CFD approaches.
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Laminar Closure Relationships

A.0.1 Skin friction coefficient (Cy)

5.5—H)3 .
(0.0727C22 —0.07) L., if H < 5.5
Cr = Ly -
(0.015 (1-weg) - 0.07) A, ifH>55
A.0.2 Dissipation coefficient (Cp)
2Cp {(0.002052(4 — H)*® +0.207) z-, if H<4
x H—4 . .
H (i — 0.0016 +0.207) 2, if H> 4
A.0.3 Energy thickness shape parameter (H*)
H—4.35)? H—4.35)3
0.0111 38 0 02784350 4
H* =< +1.528 — 0.0002(H? — 4.35H)2, if H < 4.35
0.015 =435 1 1 528, if H > 4.35
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Turbulent Closure Relationships

B.0.4 Skin friction coefficient (Cy)

)
—1.33H [ log(Res)
0.3e ( 2.3026

_ +0.00011(tanh (4 — ££2) — 1), if Rey > €°
Cr 1334 ( 3 —£.74—093§/745)
0.3 (33525)

+0.00011(tanh (4 — 54=) — 1), if Rey < €3

) —-1.74—-0.31H

B.0.5 Dissipation coefficient (Cp)

2 2

H—-1)log(Re
26, Cel (1+fa”h ((U=tpties) )>)

2C,(0.995 — US,) 2(0.995 — U, )?
1 B.2)
+ o O

B.0.6 Energy thickness shape parameter (H*)

34 490 if Rey > 400
Hy = Reg’ (B.3)
0 {4, if Rey < 400
Res, if Res > 200
Re, =4 o T
200, if Reg < 200
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APPENDIX B. TURBULENT CLOSURE RELATIONSHIPS

2
4 Ho—H 1.5 4
g (0-5 - Rez) (H%—l) H+0.5 + 1.5+ Re,’

(H—Ho+ gtk )

B.0.7 Equilibrium shear stress coefficient (C,.,)

0.014851H* (H — 1) (H 1 ﬁ)z

Re,g
CTeq - (1 _ US)H3

B.0.8 Normalised wall slip velocity (U:)

H* (4

B.0.9 Boundary layer thickness (9)

1.72 .
§="10 (3.15+m) +6

B.0.10 G - locus (& (%),,)

2
H-1-18/RT
1 (owe) 0.5#Cr— ( o )
We \ 85 ).y 0.756*

if H< Hg

(H — Ho)? ( D.007 fog(Rer) , . °-°i,499) +15+4 5, if H > Hy
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Wake Closure Relationships

C.0.11 Dissipation coefficient (Cp)

- g (27" >

H—1)log(Re
2C, iU (1 tanh (({=2gtRe) “))

2C;(0.995 — Us) 2(0.995 — Us)2
+ e +0.155 =

C.0.12 Energy thickness shape parameter (H*)

34 490 if Rey > 400
Ho = Res! C.2
0 {4, if Rey < 400 €2
71200, if Reg < 200 :
2
<0.5 - R‘;) (ﬁ%ﬁ) A 15+ 2 if H< Hy
H* =
. 2 0.007 log(Rez) 0.01499 4 : >
(H Ho) ((H—Ho—i—logé?ez))Q —+ H > —|— ]_5 —|— Rey ' If H = HO
C.0.13 Equilibrium shear stress coefficient (C,.;)
0.014851H* (H — 1) (H — 1)?
Crea = A

(1 o US)H3
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APPENDIX C. WAKE CLOSURE RELATIONSHIPS

C.0.14 Normalised wall slip velocity (U:)

H* [ 4
v =" (5 -1)
C.0.15 Boundary layer thickness (9)
5:19(3.15+%)+6*
C.0.16 G —f locus (;; (%Vf)eq)
1 (ow.\  05%Cr—(£4)°
We ( s )eq B 0.756*
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