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Abstract: Over the past two decades, double-layered microchannel heat sinks (DL-MCHs) have
become increasingly popular as they provide effective performance for electronic cooling, particularly
in the counterflow configuration. The cross-flow configuration, which requires much simpler headers,
has seldom been considered in the scientific literature, probably due to the possible formation of a
hotspot near the outlet port. The aim of this study is to show that cross-flow DL-MCHs can provide
performance levels that are comparable to those attained by counterflow DL-MCHs by exploiting
the nonuniform flow distribution produced by properly designed headers. Numerical simulations
are performed using in-house finite element procedures to solve the parabolized Navier–Stokes
equations in the microchannels and the energy equation in the entire computational domain. The
analysis is carried out both for ideal linear microchannel velocity distributions and for the realistic
velocity distributions induced by headers with or without baffles, as proposed by the authors in
previous papers. The optimal degree of velocity nonuniformity in the microchannels yielding the
best thermal performance was found to depend on the flow rate. For instance, in the case of optimal
linear variations of the microchannel velocity distribution, the thermal resistance was reduced by
11.8%, 7.1%, and 4.4% compared to the case with uniform inlet velocities, and it was only 3.4%, 1.8%,
and 0.3% higher than that of the counterflow configuration for average microchannel velocities equal
to 0.5, 1, and 2 m/s, respectively. The main conclusion is that the cross-flow configuration, with its
simple headers and piping, can achieve thermal resistance and temperature uniformity on the heated
surface that are very similar to that of the counter-flow configuration through proper header design
that ensures a suitable microchannel velocity distribution.

Keywords: microchannel heat sinks; double-layer; cross-flow; header geometry; maldistribution;
hotspot

1. Introduction

In the early 1980s, a well-known paper by Tuckerman and Pease first proposed the
use of liquid-cooled microchannel heat sinks (MCHSs) for the thermal control of electronic
devices [1]. In the beginning, these MCHSs consisted of a single layer of microchannels
parallel to each other, and they were etched or machined into a substrate (often silicon or
metal) in direct contact with the electronic component to be cooled (usually a microchip).
An inlet header distributes the coolant that flows through all microchannels in the same
direction and is collected by an outlet header. This configuration has the merit of simplicity
but results in an uneven temperature distribution in the direction of flow since, necessarily,
the part of the heated surface near the outlet of the microchannels is hotter than that near
the inlet. In any event, this type of MCHS was improved in subsequent years and optimized
by studying the effects that characteristic geometric parameters of microchannels (e.g., the
size and shape of the cross-section, the number of microchannels, the geometry of side
surfaces, and the presence of ribs or pin fins) could have on thermal performance. There are
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hundreds of published articles on the subject, and they are mentioned in numerous review
papers on heat transfer enhancement in MCHSs, some of which are also very recent [2–8].

About twenty-five years ago, Vafai and Zhu [9] first proposed a double-layered MCHS
(DL-MCHS), which features two sets of vertically stacked microchannel layers separated by
a thin solid wall. The coolant flows through both layers according to either a parallel flow or
a counterflow configuration. The double-layered structure significantly increases the heat
transfer surface area, thus enabling a reduction in thermal resistance, an increase in cooling
efficiency, and an improvement in temperature distribution. The DL-MCHS, especially in
the counterflow configuration, has been shown to provide better temperature uniformity
and greater cooling capacity compared to single-layered MCHSs [10], particularly for
high flow rates [11], but it does require two separate inlets and two separate outlets on
opposite sides. Over the past two decades, the use of double-layered MCHSs (DL-MCHSs)
has become increasingly popular; also, with reference to this type of heat sink, dozens
of papers have been published describing both experimental and numerical studies. For
example, based on the latter type of analysis, Wu et al. [12] not only confirmed that,
with the counterflow arrangement, it is possible to achieve a greater uniformity of the
heated surface temperature than is possible with a single-layered microchannel heat sink,
but they also pointed out that a better performance is achieved with a higher aspect
ratio, a smaller width ratio, and a lower velocity in the upper layer microchannels than
in those of the lower layer. Hung et al. [13] further investigated the influence on the
heat transfer of parameters, such as the channel number, channel width ratio, channel
aspect ratio, substrate material, and thickness. Kulkarni et al. [14] studied the effect of
seven shapes of microchannel cross-sections (i.e., boot, diamond, hexagonal, pentagonal,
rectangular, rectangular wedge, and triangular) in parallel and counterflow arrangements
of double-layered MCHSs. Lin et al. [15] used the conjugate gradient method to optimize
the performance of a DL-MCHS as a function of six parameters (namely channel number,
bottom channel height, vertical rib width, thickness of the two horizontal ribs, and coolant
velocity) for fixed values of pumping power, coolant volume flow rate, and pressure drop.
The flow rate in the two layers may be different, and the ratio of that in the upper layer
to that in the lower layer represents a design variable, as well as the relative height of the
microchannels. Lin et al. [15] and Leng et al. [16] found that, in many cases, a higher coolant
velocity in the bottom microchannels and a lower bottom channel height are desirable.
Shen et al. [17] proposed a variant of the DL-MCHS, with a wavy configuration, with a
swap of the upper and lower layers. Sharma et al. [18] investigated the effects of using
trapezoidal cross-sectional microchannels in a DL-MCHS with counter- and parallel-flow
configurations, whereas Wong and Ang [19] studied the effects from the use of vertically
tapered and converging microchannels. Meanwhile, Borah et al. [20] recently analyzed
the thermohydraulic performance of wavy, tapered channels in a DL-MCHS. As the last
example, one can mention the work of Zhai et al. [21], who numerically studied the
characteristics of flow and heat transfer in double-layered microchannels with cavities
and ribs.

In order to optimize the use of computational resources in all the above cases, nu-
merical studies were carried out using computational domains that are representative of
a very small portion of the considered DL-MCHS, and they were obtained by exploiting
existing symmetries. However, this approach, which corresponds to assuming a uniform
distribution of the average velocity in the microchannels, does not allow for taking into
account the effects of headers on the actual velocity distribution in the microchannels. In
actuality, in many cases, this may be far from uniform, i.e., it is affected by significant flow
maldistribution, which, in general, has a negative effect on the thermal performance of
heat exchangers. Therefore, every effort is made to reduce it as much as possible [22–25].
Meanwhile, not taking it into account in the numerical studies evidently detracts from the
reliability of the computed results. In addition, because of the reduced domains used in
the numerical simulations, the analysis of the effects due to the parasitic heat transfer that
necessarily takes place outside the counterflow DL-MCHSs core where inlet and outlet
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headers are adjacent to each other was also not investigated in depth. In fact, in that part
of the devices, the hot fluid flowing in the outlet headers preheats the cold fluid in the
inlet headers, which are separated from the former only by a thin wall. In this regard, it
is important to recall that the counterflow configuration requires two inlet and two outlet
headers on opposite sides of the DL-MCHS [11]. Moreover, these headers, besides being
partially adjacent to each other, can also be quite complex, as was the case of the DL-MCHS
experimentally studied by Wei et al. [26]. As it is easy to guess, both of these effects (flow
maldistribution and parasitic heat transfer) result in a thermal performance degradation
compared to the theoretical ones reported in most articles concerning counterflow DL-
MCHSs. Nevertheless, the numerical studies found in the literature, in which the effect of
manifolds was also considered, are very few and mainly concern the case of single-layered
MCHSs [27–32]. Other studies concern manifold MCHSs [33]; these, however, have headers
of a different type than those considered in this work. Very little can be found, instead,
for the case of DL-MCHSs. In any event, Elqady et al. [34] concluded that neglecting the
effect of headers does not significantly reduce the accuracy in the case of parallel flow
DL-MCHSs, but it has a considerable impact on the reliability of simulation results in the
case of a counterflow configuration.

As already mentioned, a counterflow DL-MCHS requires the use of geometrically
complex headers comprising two inlet and two outlet ports [11]. In contrast, the type
of piping required to have a cross-flow arrangement in DL-MCHS can be quite simple
because (as can be seen in Figure 1, where it is assumed that the surface in contact with
the electronic component to be cooled is the bottom surface) it is sufficient to have headers
with only one inlet and one outlet port. On the other hand, according to a review of the
scientific literature, a DL-MCHS based on the cross-flow configuration (XF-DL-MCHS) has
rarely been taken into consideration. For instance, only Ansari et al. [35] evaluated the
performances of various XF-DL-MCHS configurations, and Ansari et al. [36], in addition to
considering parallel and counterflow designs for DL-MCHSs, have also investigated the
thermal behavior of an XF-DL-MCHS for the mitigation of randomly distributed hotspots
under nonuniform heating conditions of the base surface. One of the reasons why the cross-
flow configuration has been neglected is probably due to the fact that when the streams in
the two microchannel layers are in cross-flow, a hotspot necessarily forms on the heated
surface near the outlet port because, in that area, the cooling fluid arrives already heated in
the microchannels of both layers. The formation of a hotspot is evidently exactly what one
would want to avoid so as not to jeopardize the integrity of the electronic components that
the cooling system is supposed to protect. Therefore, this type of flow configuration seems
to be poorly suited. Nevertheless, it is also conceivable that, with an appropriate header
design, it is possible to achieve a nonuniform velocity distribution in the microchannels
of the two layers that would allow hotspot mitigation. This aspect is further explored in
this paper.

Figure 1. A cross-flow, double-layered microchannel heat sink: the overall geometry including
headers (arrows indicate flow direction in microchannel layers and dotted line corresponds to bottom
layer) (left); and detail showing the microchannel positions in the two layers (right).

These authors had previously demonstrated that hotspot mitigation may be accom-
plished by taking advantage of the flow maldistribution that headers typically induce,
which can lead to an increase in velocity in the microchannels that are closer to the outlet
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port and more distant from the inlet port [37]. In the current study, a numerical analysis
was conducted to determine what degree of velocity nonuniformity is required to provide
optimal thermal control of the heated surface of an XF-DL-MCHS in the ideal case of a
velocity that varies linearly in the microchannels of both layers, with lower values near the
inlet port and higher values near the outlet port. The thermal performance of the same
XF-DL-MCHS has also been evaluated in the case where the microchannel velocity nonuni-
formity is produced by the manifolds analyzed by Savino et al. [38]. The aim was to assess
the performance of XF-DL-MCHSs with header geometries that, even with the inclusion
of appropriate baffles, allow an enhancement of the flow maldistribution that is naturally
provided by actual headers. All this with the purpose of demonstrating that XF-DL-MCHS
can represent a viable solution for the thermal control of microelectronic devices.

The description of the problem considered and the adopted numerical procedure for
the solution are reported in Section 2. The purpose of this work is to demonstrate that, with
XF-DL-MCHSs and appropriate velocity distributions in the microchannels, it is possible to
obtain an adequate temperature control of the microchips. First, the effects on the thermal
performance attainable under an ideal condition corresponding to a linear variation of the
velocity in the microchannels are analyzed in Section 3. Then, those achievable in practice
with realistic headers, with or without the aid of baffles such as those already studied from
a hydrodynamic point of view in a previous work [38], are described in Section 4. Finally, a
comparison of the results obtainable with cross-flow DL-MCHSs and those provided by
counterflow DL-MCHSs of similar characteristics is presented in Section 5.

2. Statement of the Problem and Numerical Procedure

To prove the applicability of XF-DL-MCHSs to the thermal control of microchips
provided there is an appropriate nonuniform microchannel velocity distribution, the anal-
ysis was conducted with reference to a geometry previously considered in [39], having
a footprint and microchannel dimensions that can be considered typical for devices of
this type. With reference to the same heat sink geometry, an analysis of the flow in the
manifolds was then conducted [38]. The corresponding microchannel velocity distributions
were used for some of the thermal analyses carried out in this work. In any event, it must
be remembered that, here, the authors are merely trying to prove a concept and are not
attempting to design or optimize an actual device. Consequently, the considered XF-DL-
MCHS has a square footprint with side dimensions of Lx = Ly = 10 mm. In each layer, it
has Nc = 50 identical microchannels, with a height Hc = 0.5 mm and a width Wc = 0.1 mm
equal to the thickness Ww of all solid walls. The MCHS is made of silicon, with thermal
conductivity equal to 148 W/(m K), and the cooling fluid is water at the inlet temperature
Tin = 300 K, with density, dynamic viscosity, thermal conductivity, and specific heat equal
to 996.6 Kg/m3, 8.54× 10−4 kg/(ms), 0.610 W/(m K), and 4180.6 J/(kg K), respectively.
A uniform specific heat flux q′′h = 100 W/cm2 was applied to the heated surface, while
all other surfaces are assumed to be adiabatic. This assumption was adopted in all the
studies that were conducted on reduced portions of the domain corresponding to one or
two microchannels [15,16]. It was also retained here for the purpose of highlighting the
effect on thermal performance being solely due to the microchannel velocity distribution
and to facilitate comparisons. Three values of the total volumetric flow rate V̇ of 25 mL/s,
50 mL/s, and 100 mL/s were considered, corresponding to the average microchannel
velocities uave = ∑ uj/Nc of 0.5 m/s, 1.0 m/s, and 2.0 m/s, respectively, where uj is the
velocity in the j-th microchannel. With all average velocities considered in this work, which
were assumed equal in both layers, the Reynolds number remained below 1000 in all
microchannels, even in the case of a nonuniform distribution, which implies laminar flow
in all cases.

The numerical study of the thermal performance of the MCHS required a solution
of the coupled convection–conduction problems to obtain the temperature distributions
in the solid/fluid domain corresponding to the core of the device. For this purpose, an
in-house finite element procedure—valid in the case of laminar fluid flows of constant
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property fluids, was previously developed by the authors, and described in detail in other
papers [39–41]—was used. Therefore, only the main steps required for the calculation
of the flow fields in the microchannels and the thermal field in the whole MCHSs are
summarized here.

1. The velocity field within the microchannels was obtained from the solution of the
parabolized Navier–Stokes equations in the direction of the flow in a reference mi-
crochannel having the same cross-section as those in the MCHS.

2. The velocity field thus obtained was then mapped onto the portions corresponding
to the microchannels in the discretized three-dimensional domain where the energy
equation will be solved. This can be performed by taking advantage of the fact that,
under the adopted assumptions, the velocity distribution over the cross-section of the
microchannels is unique for any given dimensionless axial distance x+ = x/(Dh Re),
where x is the axial coordinate, Dh is the hydraulic diameter, and Re is the Reynolds
number. This way, it is possible to accurately account for the entrance effects in all the
microchannels, even if the velocities are not equal.

3. Since the mesh density used for solving the Navier–Stokes equations in the reference
microchannel was different from that used for discretizing the domain corresponding
to the MCHS, the mapped velocity field no longer satisfied the discrete form of the con-
tinuity equation due to the necessary interpolations. To recover local and global mass
conservation, the necessary velocity corrections were calculated by solving a Poisson
equation for each microchannel with a procedure similar to that used in the framework
of methods for solving Navier–Stokes equations based on projection algorithms.

4. Finally, the elliptic form of the steady-state energy equation was solved over the entire
solid/fluid domain to determine the temperature field.

It must be pointed out that, to allow the use of elongated elements in the flow direction
in order to reduce the total number of nodes of the discretization without compromising the
accuracy of the results, the solid/fluid subdomains corresponding to the two microchannel
layers were discretized separately using nonconforming grids at the common interface
located in the mid-plane of the solid layer separating the upper and lower microchannels.
For the coupling of the two thermal fields at the common boundary, a method developed
by the authors and already described in previous papers, was used [40,41]. It is based on
the weak enforcement of flux and temperature continuity at the interface by imposing

q′′Γ1
+ q′′Γ2

= ω′
q′′re f

∆tre f

(
tΓ1 + tΓ2

)
= ω

(
tΓ1 + tΓ2

)
, (1)

where ω′ is an empirical weighing factor; q′′re f and ∆tre f are suitable reference heat flux and
reference temperature difference values,respectively; while Γ1 and Γ2 denote the adjacent
solid boundaries of the two layers of microchannels.

Since no experimental data on cross-flow MCHSs appeared to be available in the
literature, the validation of the procedure was conducted by comparison with the data on a
cross-flow micro heat exchanger that was experimentally analyzed by Brandner et al. [42].
This consisted of 50 square stainless-steel layers (25 per fluid pass) with 34 microchannels
each and dimensions of 14× 14 mm2, including a 2 mm border along each side. Therefore,
the part useful for heat transfer turned out to be 10× 10 mm2. As reported in previous
work [40,41], the agreement between experimental and numerical results, which were
compared for five values of the mass flow rate of hot and cold fluids, was quite satisfactory
and confirmed the validity of the adopted procedure.

A schematic representation of the computational domain, which corresponds to the
XF-DL-MCHS that was considered here and was used for the solution of the thermal
energy equation, is shown in Figure 2 (left side), and it corresponds to the core part of
the MCHS that provides the cooling for the heated surface. The spatial discretization
was performed using 22,100,000 eight-node hexahedral elements, with the number of
nonuniform subdivisions in each microchannel of each of the two layers equal to 250 in the
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flow direction, 16 in the transverse direction, and 24 in the vertical direction. A detail of
the mesh is also shown in Figure 2 (right side). Conjugate heat transfer problems similar
to the one considered in this paper have already been solved by the authors in previous
research [39–41]. A grid resolution comparable to that used here has been shown to be more
than adequate to ensure results that are mesh-independent. In particular, the same mesh
has also been used satisfactorily in a previous study to discretize the same domain [39]. The
mesh used for solving the parabolized form of the Navier–Stokes equations in the reference
microchannel was characterized by a significantly higher spatial resolution than that used
for the entire MCHS to ensure the accuracy of the results.

Figure 2. Schematic representation of the core of the cross-flow, double-layered microchannel heat
sink, also showing the inlet port position and qualitative microchannel velocity distribution (left)
and the detail of the finite element mesh (right).

3. Effects of Linear Velocity Variation

In this work, the first step toward identifying the type of velocity nonuniformity in the
microchannels that can enable improved thermal performance was to study the effect on
the temperature distribution of the heated surface that can occur under an ideal condition
in which the velocity in the microchannels of both layers varies linearly, with lower values
near the inlet port and higher values at the opposite ends. This type of velocity distribution
is qualitatively illustrated in Figure 2 (left side), where the core of a DL-MCHS is depicted
and the microchannel inlets of both layers are marked. The velocity nonuniformity is
characterized by the flow maldistribution parameter M f (assumed to be the same for both
layers), and it is defined as the normalized difference between the velocity in the last (u50)
and in the first (u1) of the 50 microchannels in each layer [38]:

M f =
u50 − u1

uave
. (2)

The lower the microchannel identification number, the closer it is to the inlet port and
the lower the fluid velocity, which varies linearly with the microchannel position. This
parameter was adopted to give an intuitive indication of how far the considered linear
velocity distribution was from a uniform one. Its value can thus be considered a measure
of the flow maldistribution.

Figures 3–5 show the temperature distributions on the heated surface for different
values of the maldistribution M f and for the three values of the average velocity in the
microchannels considered in this study. It is apparent that, with all velocities, the worst
conditions occurred for M f = 0, which corresponds to the uniform microchannel velocity
case and results in the maximum temperature value at the corner of the surface near the
outlet port.It can also be seen that, as the nonuniformity in the velocity of the microchannels
increased, the hotspot was mitigated with M f values of 1.0 for uave = 0.5 m/s, 0.8 for
uave = 1.0 m/s, and 0.6 for uave = 2.0 m/s, for which the value of the maximum tem-
perature on the heated surface was the lowest. For higher values of M f , however, the
temperature control on the lower surface was reduced due to the formation of a hotspot
at a location closer to the entrance of the microchannels of the upper layer. It was also
apparent that, as the average velocity increased, there was a reduction in the value of M f
that allows for the best performance.
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Mf = 0 Mf = 0.6 Mf = 1.0 Mf = 1.4

Figure 3. Linear variations of the microchannel velocity: heated surface temperature distributions for
different values of M f and where uave = 0.5 m/s.

Mf = 0 Mf = 0.4 Mf = 0.8 Mf = 1.2

Figure 4. Linear variation of the microchannel velocity: heated surface temperature distributions for
different values of M f and where uave = 1.0 m/s.

Mf = 0 Mf = 0.2 Mf = 0.6 Mf = 1.0

Figure 5. Linear variation of the microchannel velocity: heated surface temperature distributions for
different values of M f and where uave = 2.0 m/s.

Further quantitative results concerned the total thermal resistance [11,13,39]

RT =
Th,max − Tin

q′′h Lx Ly
, (3)

and the maximum temperature difference over the heated surface, which gives a measure
of temperature uniformity over the surface,

∆Th,max = Th,max − Th,min, (4)

where Th,max and Th,min are the maximum and the minimum temperatures on the base
surface, respectively. The values of the parameters calculated with Equations (3) and (4) are
reported in Tables 1–3, and they are consistent with the conclusions drawn in Sections 2 and 3
for the three average velocities considered in this study and for a greater number of values
of parameter M f than those used in Figures 3–5. Also shown in the same tables are
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the maximum pressure drops ∆pmax in the MCHS, which are significantly dependent on
the degree of velocity nonuniformity in the microchannels. In addition, to facilitate the
interpretation of the results, the rightmost three columns of the tables show the percentage
variations ∆(∆Th,max), ∆RT , and ∆(∆pmax) of the parameters ∆Th,max, RT , and ∆pmax from
the value pertaining to the case of a uniform velocity distribution in the microchannels
(M f = 0), which was taken as the reference. The tables confirm what had already appeared
in Figures 3–5, namely that, for each value of the average velocity, there is an optimal
value of M f that yields the best performance corresponding to the minimum of the thermal
resistance and also to the maximum of the temperature uniformity over the heated surface.
Moreover, as already noted, this optimal value of M f (emphasized in bold in the tables)
decreased as the average velocity increased.

Table 1. Values of the thermal and hydraulic performance parameters for uave = 0.5 m/s and for
different values of M f .

M f Th,min Th,max ∆Th,max RT ∆pmax ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [K] [K] [K] [K/W] [Pa] [%] [%] [%]

0 307.57 321.07 13.50 0.211 5988 0.0 0.0 0.0
0.6 308.15 319.31 11.16 0.193 7830 −17.3 −8.3 30.8
0.8 308.42 318.88 10.46 0.189 8449 −22.5 −10.4 41.1
1.0 308.37 318.58 10.21 0.186 9070 −24.4 −11.8 51.5
1.2 308.32 318.54 10.22 0.185 9693 −24.3 −12.0 61.9
1.4 308.27 318.71 10.45 0.187 10,139 −22.6 −11.2 69.3

Table 2. Values of the thermal and hydraulic performance parameters for uave = 1.0 m/s and for
different values of M f .

M f Th,min Th,max ∆Th,max RT ∆pmax ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [K] [K] [K] [K/W] [Pa] [%] [%] [%]

0 306.60 314.80 8.20 0.148 12,211 0.0 0.0 0.0
0.4 306.88 314.11 7.23 0.141 14,766 −11.9 −4.7 20.9
0.6 306.95 313.84 6.90 0.138 16,057 −15.9 −6.5 31.5
0.8 306.88 313.75 6.87 0.137 17,358 −16.3 −7.1 42.2
1.0 306.83 313.83 7.01 0.138 18,668 −14.6 −6.5 52.9
1.2 306.78 314.04 7.26 0.140 19,988 −11.6 −5.2 63.7

Table 3. Values of the thermal and hydraulic performance parameters for uave = 2.0 m/s and for
different values of M f .

M f Th,min Th,max ∆Th,max RT ∆pmax ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [K] [K] [K] [K/W] [Pa] [%] [%] [%]

0 305.77 311.68 5.91 0.117 25,361 0.0 0.0 0.0
0.2 305.87 311.46 5.58 0.115 28,103 −5.5 −1.9 10.8
0.4 305.93 311.27 5.34 0.113 30,883 −9.6 −3.5 21.8
0.6 305.86 311.17 5.31 0.112 33,701 −10.1 −4.4 32.9
0.8 305.79 311.17 5.38 0.112 36,557 −8.9 −4.3 44.1
1.0 305.74 311.25 5.51 0.113 39,450 −6.6 −3.6 55.6

To provide further physical insight into the investigated problem, albeit only for the
case of an average velocity where uave = 1.0 m/s, the values of the outlet mean bulk
temperatures Tbo,j at the outlet of the upper and lower microchannel layers are shown in
Figure 6 (left side) for the different values of the maldistribution parameter M f , while the
values of the heat flow rates in each microchannel, calculated as qj = c ṁj(Tbo,j − Tin), are
shown in Figure 6 (right side). In the definition of qj, c and ṁj represent the specific heat and
mass flow rate, respectively, while the subscript j refers to the generic j-th microchannel. It
is quite clear from the figure what the combined effect is on the heat transfer characteristics
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in the MCHS due to the cross-flow configuration and the nonuniformity of the velocity in
the microchannels.

301
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309

0 10 20 30 40 50
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Figure 6. Cross-flow, double-layered microchannel heat sinks with average velocity uave = 1.0 m/s
and different values of M f : the outlet mean bulk temperatures Tbo,j (left) and the microchannel heat
flow rates qj (right).

4. Effects of Header Geometry

After proving the validity of the concept of controlling the formation of hotspots
using an ideal velocity distribution in the microchannels such that the flow is higher in
the microchannels farther from the inlet port, a verification of the performance of the
same XF-DL-MCHS when the velocities in the microchannels were determined by the
characteristics of the inlet and outlet headers having realistic geometries was conducted.

Figure 7 (left side) depicts the geometry of the analyzed headers, while Figure 7 (right
side) illustrates an example of a symmetrical baffle. The baffle, which was designed aiming
to create an optimal velocity distribution among the microchannels, is characterized by the
semi-length Lb and is placed within the header between the cylindrical inlet port and the
inlet of the two microchannel layers.

1.95

1.7
5

L

0.210

1
0

0
.2

b

1.241
.2

4

Figure 7. A plan view and the dimensions, in millimeters, of the XF-DL-MCHS: the basic geome-
try (left) and the half-length of the baffle placed in the inlet header (right). Figure adapted from [38].

In a previous paper [38], we numerically analyzed the fluid flow in the MCHSs,
including the headers and the baffle. The computational domain comprised the two cross-
flow microchannel layers, the inlet and outlet headers, and the two sections of the inlet



Energies 2024, 17, 3790 10 of 25

and outlet piping. The core of the heat sink, depicted in Figure 2 (left side) and shaded
in gray in Figure 7 (left side), was modeled as a porous medium, and the fluid dynamic
calibration coefficients were derived from previous calculations on the same heat sink
geometry [39]. The domain was discretized by tetrahedral cells in the piping and headers,
as well as by hexahedral cells in the microchannel layers; at the common interfaces between
the headers and layers, the grids were non-conformal. An inflation layer, with hexahedral
cells of increasing thickness with increasing distance from the wall, was generated at
the solid surfaces in the piping and headers. Based on a grid independence study, the
number of cells of the adopted grids was larger than 2 million, with slight differences
depending on the considered geometry [38]. The fluid used was water, with the same
thermophysical properties as those described in Section 2. The simulations were conducted
using the ANSYS Fluent software Release 17.0 [43], adopting the Realizable k− ϵ turbulence
model because, while the flow in the microchannels is laminar, the one in the headers is
turbulent. Further detail regarding the numerical model can be found in reference [38]. The
simulations were carried out for three different inlet flow rates, corresponding to average
velocities in the microchannels uave equal to 0.5 m/s, 1.0 m/s, and 2.0 m/s. The velocity
distributions at the inlet of the two microchannel layers were numerically calculated,
and the degree of maldistribution was assessed using the M f parameter, as defined in
Equation (2).

Table 4 presents a comprehensive overview of the different types and sizes of baffles
analyzed in [38], namely solid, cut, and porous. Solid baffles have a height equal to that
of the fluid passage in the header, and they can be made of the same material as the heat
sink, such as, for example, silicon. Their half-length Lb was equal to 1.5 mm, 3.0 mm,
and 4.5 mm. The cut baffles were also made of solid material but had a partial height
equal to 75% (referred to as Case C1) and 90% (referred to as Case C2) of the height of
the header fluid passage in order to offer less resistance to the fluid flow with respect to
the full height ones. Their half-length was equal to 3.0 mm and 4.5 mm. Porous baffles,
with an Lb = 6.5 mm, were full height and made of a porous material such as, for example,
a sintered metallic medium made from copper or stainless steel powders [44,45]. They
were divided into three equal-length sections characterized by different permeabilities (low,
medium, and high), with the lowest values near the inlet port and the highest values at
the ends of the baffle. Three different combinations of permeability, referred to as P1, P2,
and P3, were investigated, and the corresponding values of permeabilities are reported
in Table 5. The permeability values adopted in the different combinations fell within the
ranges proposed in the literature for microchannel applications [44,45]. In addition, the
case without baffle (NB), which was used as a reference, was also analyzed to identify the
effect of the header geometry only.

Table 4. List of the header geometries with different kinds and sizes of baffles that were analyzed
in [38].

Case Name Half-Length Lb Baffle Type
[−] [mm] [−]

NB − No baffle, with only a header effect
S-L1 1.5 Solid
S-L2 3.0 Solid
S-L3 4.5 Solid
C1-L3 4.5 Cut, with a height equal to 75% of the height of the header
C2-L3 4.5 Cut, with a height equal to 90% of the height of the header
C1-L4 6.0 Cut, with a height equal to 75% of the height of the header
C2-L4 6.0 Cut, with a height equal to 90% of the height of the header
P1 6.5 Porous, with different permeability combinations in three sections
P2 6.5 Porous, with different permeability combinations in three sections
P3 6.5 Porous, with different permeability combinations in three sections
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The normalized inlet velocity distributions uj/uave, where j is the j-th microchannel in
the layer, were provided for the top and bottom layers in a previous paper [38]. For the
sake of completeness, these distributions are also reported in Figure 8 for solid, cut, and
porous baffles for the three average velocity values considered. The case without baffle
(NB) is displayed, as a reference case, in all figures, with the black dashed and dotted
lines representing the top and bottom layers, respectively. The lower the microchannel
identification number, the closer it is to the inlet port.

Table 5. Permeability values [m2] for the three porous baffle sections for the P1, P2, and P3 combina-
tions. Table adapted from [38].

Combination Low Permeability Medium
Permeability High Permeability

P1 3.0× 10−12 6.0× 10−11 6.0× 10−9

P2 1.0× 10−14 8.0× 10−12 2.7× 10−9

P3 1.0× 10−14 1.0× 10−14 2.0× 10−10
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Figure 8. Effects of the header geometry, i.e., the normalized velocity distributions for the top
and bottom microchannel layers for all cases in Table 4 and for the different average velocities:
(left) uave = 0.5 m/s, (center) uave = 1.0 m/s, and (right) uave = 2.0 m/s. Figure adapted from [38].
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The results indicate that both the header alone and the addition of baffles lead to a
nonuniform velocity distribution with higher mass flow rates in the microchannels with
higher identification numbers, i.e., those furthest from the inlet port, thus ensuring a
positive effect on the hotspot control. A similar velocity distribution was found in the
upper and lower layers. It could be concluded that the effect of the geometry on the
degree of velocity nonuniformity among the microchannels was amplified if both the baffle
half-length Lb and the average velocity in the microchannels increase.

As detailed in [38] and as can be inferred from the top part of Figure 8, solid baffles al-
low for a pronounced nonuniform distribution, particularly for large values of Lb. However,
the velocities in the microchannels are very low just before the baffle ends due to a wide
recirculation region at the trailing edges of the baffle. This low-velocity region is followed
by a very pronounced peak, resulting in a maldistribution profile that is far from linear. In
contrast, cut baffles, i.e., partial height solid baffles, exhibit smoother velocity distributions,
although with less pronounced velocity differences, as shown in the middle section of
Figure 8. To overcome the limitations of solid and cut baffles, namely to achieve a markedly
pronounced nonuniform velocity distribution while maintaining a more regular pattern,
we proposed the use of a porous material instead of a solid one in [38]. As can be seen from
the bottom section of Figure 8, porous baffles produce nonuniform velocity distributions
comparable to those yielded by solid baffles but with smoother, closer-to-linear trends.
This result was obtained by subdividing the porous baffles into three equal-length sections,
each characterized by a distinct permeability, as detailed in Table 5. To achieve a smoother
velocity distribution, the permeability of each baffle section was increased from the center
toward the ends. The permeability of the three sections decreased progressively from the
P1 case to the P3 case, which presented the largest flow-resistance and therefore the greatest
effect on the maldistribution. However, the P3 case also showed a velocity distribution that
was far away from linear.

In the present paper, which represents a completion of the previous work [38], the
thermal performance of all cases listed in Table 4 were analyzed for the three average
velocities in the microchannels uave that were equal to 0.5 m/s, 1.0 m/s, and 2.0 m/s
using the in-house finite element procedure briefly described in Section 2. The boundary
conditions and fluid/solid properties were the same as those described in Section 2; the
nonuniform inlet velocity profiles in the microchannels of the upper and lower layers were
those numerically obtained in [38] and reported in Figure 8.

Figures 9–11 illustrate the temperatures at the surface where the heat flow was applied
for all the cases listed in Table 4 and for the three average velocities investigated: 0.5 m/s,
1.0 m/s, and 2.0 m/s. For all values of uave, the hotspot at the corner opposite to that
where the cold fluid inlet was located can be clearly seen for the case without baffle (NB).
The high temperature of this hotspot resulted in a significant temperature nonuniformity
and in a large thermal resistance of the heat sink. Consequently, the temperature value
of this hotspot can be used as a qualitative indicator of the effectiveness of the header-
and baffle-induced nonuniform velocity distribution. A brief comparison of the three
figures revealed that the same geometry produces increasingly pronounced effects on
the temperature distribution as the velocity increases. This is due to the fact that, as
previously observed, the velocity nonuniformity is amplified as the average velocity in the
microchannels increases.

It can be observed that, for the NB case and for all three velocities analyzed, the hotspot
temperature value remained lower than that for the so-called MF0 case, i.e., the ideal case
with uniform velocity distribution and where M f = 0, as depicted in Figures 3–5. This
demonstrates that the manifold alone is able to produce a beneficial nonuniform velocity
profile, increasing the velocity in the microchannels closer to the outlet port.

As can be seen in Figure 9 for uave = 0.5 m/s, in the case of a solid baffle (S-L1, S-L2,
and S-L3), the hotspot temperature decreased as the baffle length increased, inducing a
more pronounced nonuniform flow distribution. In the S-L2 case, and particularly in the
S-L3 case, it can be clearly seen that, in addition to the primary hotspot (the one at the



Energies 2024, 17, 3790 13 of 25

corner of the heated surface closest to the outlet port), a secondary hotspot appeared at the
exit of the heat sink core, which is at a location close to the entrance of the microchannels of
the upper layer. This effect is caused by the valley in the velocity distributions, i.e., the very
low velocity values in those microchannels shielded by the baffle and by the recirculation
in the header just before the baffle ends, as discussed in [38]. For higher velocities, as can
be observed in Figures 10 and 11, the temperature of the secondary hotspot exceeded that
of the primary one for the S-L2 and S-L3 cases at uave = 1.0 m/s and for all solid baffles at
uave = 2.0 m/s.

NB S-L1 S-L2 S-L3

C1-L3 C2-L3 C1-L4 C2-L4

P1 P2 P3

Figure 9. Effects of the header geometry: heated surface temperature distributions for the geometries
listed in Table 4 and where uave = 0.5 m/s.

In the case of cut baffles (C1-L3, C2-L3, C1-L4, and C2-L4), the effect was small
compared to the NB solution, even with the largest baffle length, L4. The smooth velocity
distribution profile meant that the secondary hotspot, if present, was very weak and
comparable to the primary one. For higher velocities, as can be seen in Figures 10 and 11,
the temperature of the secondary hotspot exceeded that of the primary one for C2-L4 at
uave = 1.0 m/s and for all cut baffle cases at uave = 2.0 m/s.

The porous baffle geometries (P1, P2, and P3) yielded less pronounced secondary
hotspots than the solid baffle; for uave = 0.5 m/s, as shown in Figure 9, the P3 case, i.e., the
one with the lowest permeability, gave the lowest hotspot temperature. For uave = 1.0 m/s,
as shown in Figure 10, the most favorable effect was obtained for case P2 despite the
formation of a secondary hotspot, and the maximum temperature on the heated surface
was the lowest of all the other cases. For case P3, the temperature of the secondary
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hotspot exceeded that of the primary hotspot due to the less smooth nonuniform velocity
distribution profile induced by the baffle. Finally, for uave = 2.0 m/s, as shown in Figure 11,
the secondary hotspot temperature always exceeded that of the primary hotspot, implying
that the degree of flow nonuniformity was too pronounced. The formation of multiple
secondary hotspots can be clearly seen for the porous baffle cases, particularly for P2
and P3 at velocities of 1.0 and 2.0 m/s, as shown in Figures 10 and 11, respectively. The
temperature of these secondary hotspots may exceed that of the primary hotspot, resulting
in a reduction in the thermal performance of the heat sink.

NB S-L1 S-L2 S-L3

C1-L3 C2-L3 C1-L4 C2-L4

P1 P2 P3

Figure 10. Effects of the header geometry: heated surface temperature distributions for the geometries
listed in Table 4 and where uave = 1.0 m/s.

To provide further physical insight, for the case of an intermediate velocity
uave = 1.0 m/s taken as an example, the values of the microchannel outlet mean bulk
temperatures Tbo,j of the upper and lower layers are shown in Figure 12 for the solid baffle
(left side) and the porous baffle (right side) geometries. The cases with cut baffles are not
included in the analysis because they produced trends that were very similar to those of the
other cases. The no baffle case, NB, is depicted in Figure 12 with a dashed black line as a
reference case. It should be noted that the lower the microchannel identification number on
the x-axis, the closer it is to the inlet port. As can be seen, the header alone without a baffle
produces a favorable velocity distribution profile as it generates higher velocities in the
microchannels further from the inlet port. For all cases, the outlet mean bulk temperatures
presented similar trends in the upper and lower layers, but they were higher in the lower
one as it is closer to the heated surface.
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NB S-L1 S-L2 S-L3

C1-L3 C2-L3 C1-L4 C2-L4

P1 P2 P3

Figure 11. Effects of the header geometry: heated surface temperature distributions for the geometries
listed in Table 4 and where uave = 2.0 m/s.
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solid baffles (left); and headers with porous baffles (right).
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As previously stated, for the solid baffles S-L1, S-L2, and S-L3, the velocities in the
microchannels exhibited low values close to the inlet port and markedly low values just
before the baffle ended due to the formation of a recirculation zone. Beyond the trailing
edges of the baffle, a highly pronounced velocity maximum was observed, followed by
large velocity values in the microchannels close to the outlet port. This is consistent with the
data presented in Figure 12, where the microchannels with low velocity and, consequently,
a lower heat capacity exhibited a higher outlet temperature, while the microchannels with
a high velocity displayed a lower outlet temperature. In the the left side of Figure 12, the
outlet mean bulk temperatures were higher in the first microchannels close to the inlet port;
then, there was a pronounced maximum, and, finally, they decreased significantly in the
microchannels close to the outlet port.

These temperature profiles are also consistent with the temperature maps in Figure 10.
In fact, the secondary hotspots were a consequence of the presence of microchannels
characterized by low fluid velocities and, therefore, high outlet temperatures. Conversely,
the low temperatures in the microchannels closest to the outlet port mitigated the primary
hotspot. As can be seen in the left side of Figure 12, the maximum values of the outlet
temperatures were observed in microchannels situated further and further away from the
inlet port as the length of the baffle increased from L1 to L3. This was due to the fact that
the minimum velocity values occur just before the baffle ends, as discussed in [38] and
displayed in Figure 8.

Similar conclusions can be drawn with regard to the porous baffle cases P1, P2, and
P3, as shown in Figure 12 on the right side. While the outlet mean bulk temperature trends
were similar to those observed for the solid baffles, the porous baffles exhibited a much
more regular pattern. The different behavior of the three sections of the porous baffles,
characterized by different values of permeability, was also evident. In all cases, the baffles
ensured a reduction in the temperature of the microchannels close to the outlet port when
compared to the scenario without baffles, with a positive impact being observed regarding
the temperature of the primary hotspot.

The values of the parameters calculated with Equations (3) and (4) are plotted in Fig-
ure 13 against the maldistribution factor M f and for the three average velocities considered
in this study; the temperature uniformity over the heated surface ∆Th,max is shown on the
left, while the total thermal resistance RT is shown on the right. For uave = 0.5 m/s, a
decreasing trend of both parameters with M f was observed, indicating that more uneven
velocity distributions provide superior thermal performances. The NB case, i.e., with the
effect of the header alone, showed the highest values, attesting to the positive effect of the
baffle from the hotspot control point of view.

The header geometries with the lowest thermal resistance and the best thermal uni-
formity were those with solid and porous baffles, which provided a pronounced velocity
nonuniformity in the microchannels. As can be seen from Table 1, for uave = 0.5 m/s, the
optimum value of M f should be around 1.0. However, even the best performing baffles
(P3 and S-L3) did not allow such high values of M f to be reached because, as already men-
tioned, the effect of the baffle was less pronounced at lower velocities. For uave = 1.0 m/s,
it can be observed that ∆Th,max and RT reach a minimum value for case P2 with a M f value
close to 0.7. For the smaller values of M f , the impact on hotspot reduction is less significant.
Table 2 indicates that the optimal M f value was close to 0.8, which is comparable to that
attained with the P3 and S-L3 baffles; however, these cases exhibited a velocity distribution
that was markedly non-linear, resulting in secondary hotspots, as previously illustrated
in Figure 10, leading to a deterioration in the thermal performance. With the exception of
the P3 and S-L3 cases, all other baffle types demonstrated a superior thermal performance
compared to the header effect alone (Case NB). Finally, for uave = 2.0 m/s, the degree of
nonuniform velocity in the microchannels was very pronounced since the effect of baffles
increases at higher velocities. The final outcome was opposite to that of uave = 0.5 m/s.
In fact, an increasing trend of both parameters with M f was observed, and the NB case
displayed the lowest values, showing that a manifold alone ensures an almost optimal
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velocity distribution in the microchannels. This could also be inferred from Table 3, which
shows that the optimal value of M f was close to 0.6, a value that was already guaranteed
by the header alone. An increase in the M f parameter led to the development of secondary
hotspots, as can be clearly observed in Figure 11.
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Figure 13. Thermal performances of the different heat sink headers for different average velocities in
the microchannels uave: ∆Th,max vs. M f (left); and RT vs. M f (right).
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The results presented in Figure 13 are also confirmed by Tables 6, 7, and 8 for the three
average velocities considered in this study, i.e., uave = 0.5, 1.0, and 2.0 m/s, respectively.
In the tables, the percentage variations ∆(∆Th,max), ∆RT , and ∆(∆pmax) of the parameters
∆Th,max, RT , and ∆pmax are reported with respect to the ideal case of a uniform velocity
distribution in the microchannels (i.e., Case MF0, corresponding to M f = 0), which was
taken as a reference. It can be observed that, regardless of the average velocity uave, the
header geometry alone (Case NB) ensures a high velocity in the microchannels farthest
from the inlet port and a low velocity in the microchannels closest to the inlet port, with a
positive effect on the mitigation of the hotspot. Both ∆Th,max and RT were reduced with
respect to the MF0 case. For instance, the resistance RT was reduced by 2.7%, 3.7%, and 4.4%
for uave = 0.5, 1.0, and 2.0 m/s, respectively. On the other hand, the pressure losses were
increased due to the unavoidable fluid dynamic resistance of the header. It is important to
note that, for Case MF0, the pressure losses are only those in the microchannels and do not
include the effect of a header, which is always present in a real heat sink.

Table 6. Values of the thermal and hydraulic performance parameters for uave = 0.5 m/s and the
different heat sink header cases.

Case M f ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [−] [%] [%] [%]

MF0 0.00 0.0 0.0 0.0
NB 0.21 −5.6 −2.7 18.5
S-L1 0.33 −9.3 −4.0 24.7
S-L2 0.37 −11.1 −5.0 31.1
S-L3 0.51 −15.7 −7.5 47.6
C1-L3 0.26 −7.6 −3.6 20.2
C2-L3 0.32 −9.8 −4.7 26.7
C1-L4 0.25 −7.4 −3.6 21.0
C2-L4 0.33 −10.6 −5.4 30.4
P1 0.37 −11.0 −5.1 30.8
P2 0.46 −14.3 −6.7 39.8
P3 0.56 −17.7 −8.6 51.7

Table 7. Values of the thermal and hydraulic performance parameters for uave = 1.0 m/s and the
different heat sink header cases.

Case M f ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [−] [%] [%] [%]

MF0 0.00 0.0 0.0 0.0
NB 0.37 −9.7 −3.7 33.0
S-L1 0.57 −15.4 −5.3 44.9
S-L2 0.63 −14.8 −5.4 54.7
S-L3 0.83 −3.9 −0.4 81.7
C1-L3 0.45 −13.3 −4.8 35.8
C2-L3 0.53 −15.4 −6.0 46.2
C1-L4 0.44 −13.1 −4.9 36.8
C2-L4 0.55 −14.3 −5.9 52.0
P1 0.55 −15.6 −5.9 50.2
P2 0.68 −15.8 −6.5 63.7
P3 0.82 −9.0 −3.5 83.5
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Table 8. Values of the thermal and hydraulic performance parameters for uave = 2.0 m/s and the
different heat sink header cases.

Case M f ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [−] [%] [%] [%]

MF0 0.00 0.0 0.0 0.0
NB 0.62 −10.9 −4.4 62.1
S-L1 0.93 0.7 0.8 86.4
S-L2 0.98 7.1 3.7 101.4
S-L3 1.27 19.4 8.7 145.2
C1-L3 0.75 −8.6 −3.9 66.5
C2-L3 0.86 −3.6 −2.0 84.0
C1-L4 0.75 −8.7 −4.1 67.9
C2-L4 0.88 −4.3 −2.8 92.9
P1 0.82 −8.7 −4.3 87.4
P2 1.00 −2.4 −1.6 109.1
P3 1.19 6.6 2.0 145.3

As previously illustrated in Figure 13, the optimal thermal performance was observed
for Baffle P3 at uave = 0.5 m/s and P2 at uave = 1.0 m/s, with a reduction in the thermal
resistance of 8.6% and 6.5%, respectively. Conversely, at uave = 2.0 m/s, all the baffles
exhibited worse thermal performances with respect to the case of a header without a baffle
(NB). It was evident that the presence of the baffle results in a notable increase in pressure
drop. In particular, the ∆pmax increases by 51.7% for the optimum Case P3 at uave = 0.5 m/s
and by 63.7% for the optimum Case P2 at uave = 1.0 m/s. However, when the increase in
pressure drop was calculated with respect to the NB geometry, which takes into account
the unavoidable effect of the manifold alone, the increases due to the baffle were found to
be 28.1% for Case P3 at uave = 0.5 m/s and 23.1% for Case P2 at uave = 1.0 m/s.

Finally, the data presented in Tables 6–8 are consistent with the conclusions drawn in
Section 3 concerning the effect of a linear variation of velocity among the microchannels.
It can be seen that, for each value of uave, there is an optimal value of M f that yields the
best performance corresponding to the minimum of the thermal resistance and also to the
maximum of the temperature uniformity over the heated surface. It is apparent that, as
the velocity increases, the optimal degree of velocity nonuniformity M f decreases. At low
flow rates (uave = 0.5 m/s), the baffles analyzed in [38] did not allow for the achievement
of optimal M f values, despite the fact that they ensured an improvement in the thermal
performance. Conversely, at intermediate velocities (uave = 1.0 m/s), it is possible to attain
optimum M f values with the realistic header geometries and baffles proposed in [38]. At
high flow rates (uave = 2.0 m/s), the header alone is able to generate an almost optimal
velocity nonuniformity. Nevertheless, if not properly designed, real header geometries
may produce deviations from the ideal linear velocity distribution in microchannels, which
could lead to the development of secondary hotspots and a subsequent degradation in
thermal performance.

5. Comparison with the Counterflow Configuration

As has already been pointed out, it is well established that a double-layered microchan-
nel heat sink with a counterflow configuration (CF-DL-MCHS) is capable of providing
effective thermal performance. However, it requires the use of geometrically complex
headers with two inlet and two outlet ports, as shown in Figure 14 (left side). On the
other hand, the double-layered microchannel heat sink with a cross-flow configuration
(XF-DL-MCHS) analyzed in the previous sections requires much simpler headers with only
one inlet and one outlet port, as can be seen in Figure 1 (left side).
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Figure 14. A Counterflow double-layered microchannel heat sink: the overall geometry including
headers (arrows indicate flow direction in microchannel layers and dotted line corresponds to bottom
layer) (left); and the detail showing microchannel positions in the two parallel layers (right).

In order to compare the thermal performance of the counterflow and cross-flow config-
urations, the CF-DL-MCHS depicted in Figure 14 (left side) was numerically investigated.
The geometry and operative conditions of both the microchannel layers were identical to
those described in Section 2 for the cross-flow configuration. The sole difference was that,
for the counterflow configuration, the microchannels in the top and bottom layers were
parallel, as can be seen in Figure 14 (right side).

The header geometry for both the top and bottom layers was derived from that of
the XF-DL-MCHS shown in Figure 7 (left side). The diameter of the inlet and outlet ports
were the same for both cross-flow and counterflow configurations. As can be observed in
Figure 14 (left side), the header inlet/outlet configuration was of the Z-type [29] to allow
for the simultaneous feeding of both layers from above. This would not have been feasible
with a central piping I-type header geometry.

The same numerical methodology described in [38] was employed to derive the
velocity distributions in both the top and bottom microchannel layers of the CF-DL-MCHS
using ANSYS Fluent, Release 2023 R2 [46]. The normalized inlet velocity distributions
uj/uave, where j is the j-th microchannel in the layer, are given in Figure 15 for the same
three average velocity values investigated for the cross-flow configuration. The lower the
microchannel identification number, the closer it is to the inlet port. As the head geometry
was substantially identical for the top and bottom layers, only a single microchannel
velocity distribution was provided for each velocity value. As can be seen, the velocities
were lower in the microchannels close to the inlet port and higher in those close to the outlet
port. As previously observed, the velocity nonuniformity was amplified as the average
velocity in the microchannels increased.
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Figure 15. Normalized velocity distributions for the CF-DL-MCHS with different average velocities uave.
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A thermal analysis of the heat sink core in the counterflow configuration was carried
out following the same numerical procedure outlined in Section 2. Two inlet velocity
profiles were considered: a uniform one (M f = 0), which served as a reference case and
will be referred to as Case MF0-CF; and the one provided in Figure 15, which was induced
by the header and will be referred to as Case HD-CF (HeaDer CounterFlow). Cases MF0-CF
and HD-CF for the counterflow configuration correspond to Cases MF0 and NB for the
cross-flow configuration, respectively.

Figures 16 and 17 illustrate the temperatures at the surface where the heat flux was
applied for Cases MF0-CF and HD-CF, respectively, and for the three average velocities
investigated. The fluid flows from left to right in the bottom layer and from right to
left in the top layer, as shown in Figure 14 (left side). In the case of uniform velocity
distribution (Figure 16), the expected temperature distribution produced by the counterflow
configuration could be observed, with the maximum temperature values close to the exit of
the bottom layer. Since all microchannels have the same mass flow rate, the temperature
profile was the same in the corresponding position of each microchannel.

uave 0.5 m/s 1.0 m/s 2.0 m/s

Figure 16. Heated surface temperature distributions for the counterflow configuration with uni-
form velocity distribution (Case MF0-CF): uave = 0.5 m/s (left); uave = 1.0 m/s (middle); and
uave = 2.0 m/s (right).

uave 0.5 m/s 1.0 m/s 2.0 m/s

Figure 17. Heated surface temperature distributions for the counterflow configuration with velocity
nonuniformity induced by the header (Case HD-CF): uave = 0.5 m/s (left); uave = 1.0 m/s (middle);
and uave = 2.0 m/s (right).

As can be seen from Figure 17, the uneven velocity distribution induced by the headers
is not favorable from a thermal point of view, as was the case for the XF-DL-MCHS. The
low-velocity values in the microchannels near the inlet ports produce higher maximum
temperatures in the areas of the heated surface corresponding to the channels close to the
sides of the heat sink. As with the XF-DL-MCHS, the temperature of the resulting hotspot
can be used as an indicator of the effect of the nonuniform velocity distribution induced by
the header. A brief comparison of the temperature distributions for the same mass flow
rates between Figures 16 and 17 reveals that the header produces increasingly pronounced
effects on the temperature distribution as the average velocity increases. This is due to the
fact that, as previously observed, the velocity nonuniformity is amplified as the mass flow
rate in the microchannels increases.
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Table 9 shows the values of the parameters of M f , ∆Th,max, RT , and ∆pmax for both
Cases MF0-CF and HD-CF, as well as for uave = 0.5 m/s, 1.0 m/s, and 2.0 m/s. As can
be seen, the effect of velocity nonuniformity due to the header is to worsen the thermal
performance, i.e., to increase both the maximum temperature difference over the heated
surface ∆Th,max and the thermal resistance RT for Case HD-CF with respect to Case MF0-CF.
The effect is smaller at low flow rates (i.e., the thermal resistance increases by 3.6% for
uave = 0.5 m/s while the pressure drops by 20.2%) and larger at high flow rates (the
thermal resistance increases by 5.5% for uave = 2.0 m/s while the pressure drops by 53.0%).
It is important to note that, for Case MF0-CF, the pressure losses are only those in the
microchannels and do not include the effect of a header, which is always present in a real
heat sink.

Table 9. Values of the thermal and hydraulic performance parameters for counterflow configuration
and for different values of uave.

Case uave M f ∆Th,max RT ∆pmax
[−] [m/s] [−] [K] [K/W] [Pa]

MF0-CF 0.5 0.00 7.30 0.173 6109
HD-CF 0.5 0.23 8.10 0.180 7342

MF0-CF 1.0 0.00 5.12 0.129 12,701
HD-CF 1.0 0.35 5.96 0.135 16,922

MF0-CF 2.0 0.00 4.12 0.106 27,337
HD-CF 1.0 0.48 5.01 0.111 41,824

Finally, Table 10 compares the performance of the cross-flow configuration and the
counterflow configuration, which exhibited superior thermal behavior for the uniform
velocities in the microchannels. The table shows the percentage differences in the thermal
performance parameters and the pressure drop with respect to the counterflow Case HD-CF
for the cross-flow cases emphasized in bold in Tables 1–3 and 6–8. The cross-flow cases
considered are those with the lowest thermal resistance and the best thermal uniformity for
a linear velocity distribution, as identified in Section 3 (Tables 1–3), as well as in Section 4
for the nonuniform distributions induced by realistic header geometries (Tables 6–8).

It can be observed that the thermal performance of the XF-DL-MCHSs with appropriate
headers is comparable to that of the counterflow configuration, particularly at intermediate
and high mass flow rates. However, this was achieved at the expense of higher pressure
drops, particularly at low flow rates. Concerning the pressure drop comparisons, it is
important to note that, for the “linear” cases, the effect of the headers was not taken into
account, whereas it was for the reference Case HD-CF.

Table 10. Values of the thermal and hydraulic performance parameters for the cross-flow configura-
tion and for the different values of uave with respect to Case HD-CF (the cases labeled “linear” in the
table refer to a linear velocity distribution).

Case uave M f ∆(∆Th,max) ∆RT ∆(∆pmax)
[−] [m/s] [−] [%] [%] [%]

linear 0.5 1.00 26.0 3.4 23.5
P3 0.5 0.56 37.1 7.2 23.7

linear 1.0 0.80 15.2 1.8 2.6
P2 1.0 0.68 15.8 2.5 18.1

linear 2.0 0.60 5.9 0.3 −19.4
NB 1.0 0.62 5.0 0.2 −1.7
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6. Conclusions

The thermal performance of a cross-flow, double-layered microchannel heat sink was
numerically investigated using an in-house finite element procedure for the solution of the
parabolized form of the Navier–Stokes equations in the microchannels and the elliptic form
of the thermal energy equation in the whole computational domain.

First, the investigation focused on the thermal performance attainable under an ideal
condition corresponding to a linear velocity variation among the microchannels. Then,
the thermal effect achievable in practice with realistic headers with baffles was assessed.
Finally, the more common counterflow configuration for a DL-MCHS was also numerically
investigated to compare the thermal performance with that of the cross-flow configuration.

Three different values of the coolant volumetric flow rate were considered, corre-
sponding to the average velocities in the microchannels of 0.5, 1.0, and 2.0 m/s. A uniform
specific heat flux was applied to the heated surface, while all other surfaces of the heat sink
were assumed to be adiabatic. It should be noted that the present study was not intended as
a comprehensive design or optimization of an actual device but rather as a proof of concept.

Thermal results were presented in terms of the maximum temperature difference
over the heated surface, which gives a measure of the temperature uniformity, as well
as of the total thermal resistance of the heat sink. The main outcomes of this study are
presented below.

• For each flow rate, an optimal degree of linear velocity nonuniformity among the
microchannels existed that yielded the best thermal performance, corresponding to
the minimum thermal resistance and the temperature difference over the heated
surface. As the flow rate increases, the appropriate degree of nonuniformity decreases.
For example, with the optimal velocity distribution, the thermal resistance was only
3.4%, 1.8%, and 0.3% higher than that of the counterflow configuration for average
microchannel velocities equal to 0.5, 1, and 2 m/s, respectively, and it was reduced by
11.8%, 7.1%, and 4.4% compared to the case with uniform inlet velocities.

• Realistic baffle geometries at low flow rates do not allow one to achieve optimal
nonuniformity, although they do improve thermal performance; at intermediate flow
rates, they are able to yield optimal maldistribution values, while, at high flow rates,
the header alone can generate an almost optimal velocity nonuniformity.

• The formation of secondary hotspots and the subsequent degradation in thermal
performance were observed when the velocity nonuniformity exhibited a far-from-
linear distribution. In the design of a proper header, possibly with a baffle, it is of
the great importance to ensure a velocity distribution that is both nonuniform and as
smooth as possible.

In conclusion, this research demonstrates that a cross-flow DL-MCHS, with its sim-
pler headers and piping, can achieve performance levels that are very close to those of
a counterflow DL-MCHS that requires more complex header geometry. This outcome
was achieved through the proper design of headers, which ensures a suitable velocity
nonuniform distribution among the microchannels.

Since, as shown here, the optimal velocity distribution depends on the geometry and
the total mass flow rate, each device and each operating condition needs to be analyzed
separately. Thus, the integration of the heat transfer model for microchannel layers treated
as porous media in a commercial code, such as ANSYS Fluent, would represent a potential
future development for overcoming the limitations of the numerical approach adopted in
this work. In fact, this approach could enable the analysis of more complex geometries and
realistic heat flux distributions with limited computational resources, and it would also
allow for the concept proposed in this paper, namely the mitigation of hotspots through
an appropriate velocity distribution in the microchannels, to be applied to the design and
optimization of actual devices.

Furthermore, the simultaneous study of the hydrodynamic and thermal behavior of
both the headers and the heat sink would allow quantification of the parasitic heat transfer
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that necessarily occurs outside a counterflow DL-MCHS core where the inlet and outlet
headers are adjacent to each other.
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