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Abstract

In recent years, there has been a growing diffusion of computing systems
based on artiőcial neural networks and artiőcial intelligence, which can be
used in a very wide range of applications. However, these bio-inspired systems
are often very energy-intensive due to continuous data transfer between the
processing unit and memory; this continuous data transfer is also known as the
Von Neumann bottleneck. A new computing paradigm, called neuromorphic
computing, suggests to overcome this bottleneck by integrating the logic and
memory functionalities within a single chip thus reducing the continuous data
and emulating the working principle of biological neural networks.
Memristive devices, which store information in a non-volatile manner as the
value of their resistance, have gained appeal as possible hardware candidates
to enable neuromorphic computing. Among the many candidates proposed
as memristors, one of the most prominent is represented by ferroelectric-
based devices. Ferroelectric materials are a sub-class of dielectric materials
that possess a hysteretic polarization versus electric őeld characteristic. The
energy required for their operation is signiőcantly lower than it is in competing
technologies for memristive applications, thus explaining their appeal in the
scientiőc community.
This thesis aims to study and model the behavior of ferroelectric devices as
hardware for neuromorphic computing. This manuscript provides insights
into the operation of ferroelectric materials in Ferroelectric Tunnel Junctions,
as well as a novel approach to the modeling of antiferroelectric materials
within the context of the Landau-Ginzburg-Devonshire framework.
Overall, this work contributes to advancing the understanding and application
of ferroelectric devices for energy-efficient computing applications.
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Chapter 1

Introduction
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Figure 1.1: Sketch of a Von Neumann and a neuromorphic computing architecture. a)
Sketch of the conventional Von Neumann paradigm in which the memory and computational
unit are separated, and information travels between them through dedicated buses. In
particular the data bus is the origin of the Von Neumann bottleneck [1]. b) Sketch of
the hardware organization for neuromorphic computing, where the logic and processing
functionalities are integrated inside the memory unit, reducing or eliminating the need for
continuous data transfer between such two units.

In recent years there has been a growing diffusion of computing systems
that are based on neural networks and artiőcial intelligence. These bio-
inspired computing systems are used in a wide range of applications, such
as pattern recognition in data analysis, forecasts in őnancial and logistic
applications, automation of time-consuming and repetitive tasks, medical
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1. Introduction

diagnoses, autonomous driving and so on [2].
However, these computing systems are very energy intensive, mainly due to
the continuous data transfer between the processing unit and the memory
unit [1], [3] (see Fig. 1.1a). This is the so-called Von Neumann bottleneck [1],
and its name is due to the homonymous computing architecture, which in
fact implies the separation between the CPU and memory unit.

In neuromorphic computing, the logic and memory functionalities are
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Figure 1.2: Number of academic publications regarding memristors per year, in the time
interval 2009-2022. Data from scopus.com with research keyword "memristors".

integrated into a single chip (see Fig. 1.1b) thus eliminating the need for
continuous data transfer between the two [1], that resembles how biological
neural networks work [4], [5]. A sketch of the Von Neumann and neuromorphic
computing paradigms is shown in Fig. 1.1.
The most widespread mechanism for information storge is the charge in a
static Random Access Memory (SRAM), a dynamic Random Access Memory
(DRAM) or ŕash memory [6]. However, a new class of memory devices is
emerging, where the information is stored as a value of resistance rather than
the presence of charge, and this class of devices is called memristive devices
or memristors.
The memristor was őrst theorized in 1971 by Leon Chua as the fourth
fundamental passive circuit element along with the resistor, capacitor and
inductor [7], but only in 2008 it was manufactured by Hewlett-Packard [8].
Memristors are one of the most prominent candidates to enable neuromorphic
computing, and the research interest about these devices is steadily growing,
as illustrated by Fig. 1.2.
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1.1. Memristors as artiőcial synapses

1.1 Memristors as artiőcial synapses

A biological synapse is the site of transmission of electrical nerve pulses
between neurons. This connection allows the communication between neurons,
and in particular the synapse is located between the axon of the pre-synaptic
neuron and the dendrite of the post-synaptic neuron [9]. Axons and dendrites
are the transmitting and receiving ends of neurons, respectively. Neurons
possess a membrane potential and when the pre-synaptic neuron generates an
action potential, called spike, the synapse is responsible for the transmission of
the spike to the dendrites of the receiving neurons (see Fig. 1.3) via the release
of neurotransmitters that bind with receptors located on the membrane of
the post-synaptic neuron. The strength of the transmission by the synapse,
which is modulated by the quantity of neurotransmitters, is modiőed by the
rate or the intensity of the transmitting signal. This property of the synapse
is called synaptic plasticity [10], which is believed to play a key role in the
formation of short and long-term memories in human beings.
The synaptic plasticity is also called synaptic weight and synapses possess two

Axon

Dendrite

Synapse

Figure 1.3: Sketch of a biological synapse. The axon is the transmitting end of the
pre-synaptic neuron, while the dendrite is the receiving end of the post-synaptic neuron.
The synapse is the channel that enables the transmission of signals between the neurons.
Usually the synaptic channel is formed by neurotransmitters (red circles), that bind with
receptors on the receiving end [11].

types of plasticity: LTP and STP [9]. Under the LTP plasticity it is possible
to identify long-term potentiation and depression of the synaptic weight,
which refer to a strengthening or weakening of the synaptic connection. In
particular, it is believed that long-term potentiation occurs when the synapse
is stimulated with a strong or high-frequency stimulus applied to the synapse
itself, whereas long-term depression is the result of weak or low-frequency
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1. Introduction

stimuli [11]. Both long-term potentiation and depression result in a long-
lasting change of the synaptic weight. STP, instead, refers to short-term
potentiation and depression, which are due to similar mechanisms as their
LTP counterpart, but their effect is much more short-lived. In fact, while
effects of LTP can last up to a lifetime, STP usually decays after minutes
[12].
Memristors represent a promising candidate to realize artiőcial synapses
due to their properties similar to their biological counterpart. Indeed, their
resistance represents the synaptic weight which can be changed (ideally in an
analog way) by the application of control signals, essentially obtaining the
artiőcial equivalent of synaptic plasticity. Moreover, their retention properties
determine their ability to emulate the long-term plasticity of synapses.

1.2 State of the art for memristive devices

Memristors can be classiőed by their switching mechanism and, in partic-
ular, they can be divided into three main categories [13]:

• Conductive őlament memristors

• Phase-change memristors

• Electronic effect memristors

1.2.1 Conductive filament memristors: Resistive RAM
(ReRAM)

In a őlament memristor, the formation and destruction of the conductive
őlament in the oxide layer of the device switches the memristor between a
high-resistance state (HRS) and a low-resistance state (LRS). The processes
of formation and destruction of the őlament are widely believed to be based
on electrochemical metallization, valence change and thermochemical mech-
anisms. A possible example of conductive őlament memristor is given by
devices realized with metal oxides such as titanium dioxide (TiO2), hafnium
oxide (HfO2) or tantalum oxide (Ta2O5). These metal oxide-based devices
are among the most popular conductive őlament memristors, as they are
compatible with BEOL integration on chips. These oxides provide a possible
implementations of the so-called Resistive-RAM or ReRAM, where the forma-
tion of a conductive őlament is due to the presence of defects called oxygen
vacancies [14], as sketched in Fig. 1.4. ReRAMs can store their resistance in an
analog fashion via electrical pulses [15], which translates in the possibility to
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1.2. State of the art for memristive devices

a) c)b)

Figure 1.4: Sketch of the working principle for ReRAMs. a) The device is RESET and
no conductive őlament is present. b) Upon the application of SET pulses, the oxygen
vacancies (red circles) redistribute in the oxide creating a conductive path. c) The larger
the conductive őlament, the lower the resistance of the device.

implement long and short-term potentiation and depression of their synaptic
weight.
However, in conductive őlament memristors the multi-level operation is not
easy to control, the devices tend to suffer from quite severe program and read
disturbs and the resistance of these memristors is still too low to support
ultra-low energy neuromorphic computing applications [15], [16]. In addition,
the physics behind and thus the modelling of their conduction mechanism is
still under debate [15], [17].

1.2.2 Phase-change memories

Non-volatile phase-change memories are usually realized with chalcogenide
materials [18]. These materials, which are alloys based on the group 16
elements of the periodic table also known as "chalcogen", are alluring for the
change in their electronic properties due to the reversible and non-volatile
switching between a poly-crystalline and an amorphous phase of their lattice.
The change of phase is obtained by heating the materials to either obtain
the poly-crystalline state, which is the SET process, or to return to the
amorphous state by abrupt cooling after reaching the melting temperature,
which is the RESET process [18]. These stable phases lead to a different
resistivity of the materials. In fact, when the materials are in the amorphous
phase their resistivity is higher, serving as the HRS, and when the materials
are in the poly-crystalline phase their resistivity is lower (LRS). One of the
most promising features of PCMs is their ability to store a continuum of
resistance values upon the application of partial SET or RESET pulses [15],

5



1. Introduction

a) b) c)

Figure 1.5: Sketch of the working principle for PCMs. a) the device is RESET and
two distinct crystal phases are present: poly-crystalline (blue spheres) and amorphous
(red spheres). b) by applying SET pulses the amorphous phase is reduced and so is the
resistance of the device, until it is no longer present, as shown in c).

[19]. Their ability to store "analog" resistance values facilitates the matrix-
vector multiplication on chip, which targets the hardware acceleration of Deep
Neural Networks. However, the precision in the setting of the resistance states
is severely hindered by the 1/f noise and resistance drift [15], [20]. Another
key property of PCMs is the accumulative properties of input signals, which
can be leveraged in the training part of Deep Neural Networks, even though
the accumulative process has been shown to be highly non-linear and exhibit
quite large variability [21].
While PCMs possess very high endurance and retention, two key challenges
associated with their exploitation as hardware for neuromorphic computing are
given by the high variability of their SET states and their difficult integration
into large on-chip arrays [15].
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1.2. State of the art for memristive devices

1.2.3 Ferroelectric devices

The working principle of ferroelectric-based memristive devices is based
on the change of the ferroelectric spontaneous polarization, which switches
the devices from the HRS to the LRS and vice versa.
Ferroelectric FETs (FeFETs) are transistors with a ferroelectric material in
the gate stack. By changing the polarization value, the threshold voltage of
the device is changed and the source-to-drain current of the device can be
modulated (see Figs. 1.6a and 1.6b).

b)a)
SD

G
SD

G

Figure 1.6: Sketch of the working principle of FeFETs. a) When the ferroelectric
polarization points towards the channel, it attracts minority carriers forming a conductive
path between the source (S) and drain (D) contacts, obtaining a non-negligible current
IDS . b) When the polarization points in the opposite direction, the conductive path is
dismissed and the current IDS is reduced.

Another ferroelectric-based memristive device is the Ferroelectric Tunnel
Junction (FTJ). The device concept for ferroelectric tunnel junctions was
őrst proposed in 1971 by Leo Esaki et al. [22] in an embodiment based
on a Metal-Ferroelectric-Metal stack. In this őrst device concept for the
Ferroelectric Tunnel, the non-idealities of the metal contacts in terms of the
screening length coupled with different polarization states should lead to
different effective heights for the tunneling barrier, as depicted in Fig. 1.7.
This should result in obtaining a low-resistance state (see Fig. 1.7a) and a
high-resistance state (see Fig. 1.7b) of the device, allowing its exploitation
as a memristor. Its main limitation, however, resulted from the fact that in
order to have large enough current densities the thickness of the ferroelectric
layer had to be scaled down to a few nanometers, and only recently it has
been possible to fabricate ultra-thin layers which still possess ferroelectric
properties [23]ś[25]. Currently, one of the most explored architectures for
Ferroelectric Tunnel Junctions is the Metal-Ferroelectric-Dielectric-Metal
stack (MFDM), where the tunneling occurs through a thin dielectric layer. In
this device concept, different polarization states lead to different band proőles

7



1. Introduction

M MF M MF

FM M

a) b)

Figure 1.7: Sketch of the working principle of Metal-Ferroelectric-Dielectric-Metal FTJs.
Thanks to the different screening lengths of the metal contacts (λ1 > λ2) it is possible to
obtain an asymmetric band proőle for the different directions of the polarization a) depicts
the low-resistance state in which the effective tunneling barrier height is lower therefore the
tunneling current is higher. b) due to the different screening lengths, the different direction
of the polarization results in a higher effective tunneling barrier height which leads to lower
values of tunneling current.

in the dielectric stack and thus to different values of tunneling current (see
Figs. 1.8a and 1.8b), thus enabling the switching of FTJs from a HRS to an
LRS, and vice versa.
Since the operating principle of these devices is supposed to be the tunneling
current, it is of paramount importance to model this current correctly. The
state of the art regarding tunneling current modeling is based on the WKB
approximation [26]ś[28]. This approximation is used in its one-dimensional
version, which, however, is problematic given the strongly three-dimensional
nature of the potential energy proőle in the ferroelectric material. Moreover,
further study and research are necessary to determine whether it is necessary
to include other conduction mechanisms other than tunneling, such as Poole-
Frenkel conduction or hopping conduction, in order to have a modeling of
the read-out current consistent with the experimental behavior.
The most promising ferroelectric materials proposed for neuromorphic comput-
ing are Hafnium-based oxides, which are compatible with CMOS technology
fabrication processes. In this respect, FeFET devices having sub 50 ns
switching at sub 5 V pulse voltage have been reported [29]. However their
application is limited by their relatively low endurance and the challenging
scaling below 10 nm thickness that usually leads to a deterioration of the
ferroelectric properties of the material [15].

8
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DM MF DM MF

FM DM

a) b)

Figure 1.8: Sketch of the working principle of Metal-Ferroelectric-Metal FTJs. a) In FTJs,
when the ferroelectric polarization points towards the ferroelectric-dielectric interface, the
tunneling is limited by the thin dielectric layer, leading to relatively high values of tunneling
current. b) If the polarization points in the opposite direction, the resulting band proőle
displays a thicker tunneling barrier which in turn leads to lower values of the tunneling
current.

Another challenge is posed by the "wake-up" effect and fatigue, which are an
increase and decrease of the remanent polarization at low and high cycling,
respectively. The ferroelectric "wake-up" and fatigue effects are problematic
also for ferroelectric tunnel junctions. The low ION/IOFF ratio is also a
challenge for ferroelectric tunnel junctions, however their small current den-
sity makes them suitable for the realization of massively parallel operations,
such as matrix-vector multiplications in cross-bar arrays. Hence, ferroelectric
tunnel junctions are still perceived as promising candidates for neuromorphic
computing applications [15].

1.3 Performance of different memristors

Memristive devices can be evaluated with respect to different metrics.
In particular, the essential characteristics that a memristor should have to
support neuromorphic computing are [13]:

• dynamic range: it is the ratio between the HRS and LRS, and essentially
indicates how stable the operation of the memristor is and how amenable
the device is for a multilevel operation;

• linearity: it indicates how linear the response of the memristor is when
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1. Introduction

its control inputs changes;

• symmetry: it represents how symmetric the I − V characteristic of
the memristor is for different polarities of the applied voltage. A high
symmetry is desirable because it allows one to use similar electrical
stimuli to modulate the resistance for both voltage polarities [13];

• area factor: the smaller the memristor is, the better on-chip integration
can be achieved; the higher density can reduce the size and power
consumption of the overall device;

• retention: it refers to the ability of the memristor to retain the resistance
value over time;

• endurance: it identiőes the number of write and erase cycles that a
memristor can go through before its performance is degraded;

• switching energy: it is the maximum energy required by the writing
and reading operations.

Charge-based memories Emerging memristors
SRAM DRAM FLASH (NAND) PCM RRAM FTJ FeFET

Area 150 F2 6F2 4 F2 4-50 F2 4-50 F2 1-10 F2 6-50 F2

Multi-bit 1 1 3-4 2-3 2-3 1 2-3
Read time 1 ns 10 ns 10 µs 10 ns 10 ns 50 ns 50 ns
Write time 1 ns 10 ns 0.1-1 ms 50 ns 100 ns 100 ns 100 ns
Retention N/A ∼ ms 10 y 10 y 10 y 10 y 1 y
Endurance 1016 1016 105 106-109 103-109 107 106-109

Switching Energy ∼ fJ ∼ 10 fJ ∼ 10 fJ ∼ 10 pJ ∼ pJ 10 fJ ∼ fJ

Table 1.1: Key features for conventional and emerging memory technologies key features
reported in [13], [30]. F is the minimum size of the lithography. Endurance is expressed in
number of cycles. The switching energy is referred to the energy required to switch one bit.

Table 1.1 reports a comparison of the key features of several memory
technologies and some emerging memristors. As it can be inferred, the
emerging memristive technologies offer superior performances in terms of
energy consumption with respect to conventional charge-based memories.
Among the proposed memristors, ferroelectric devices (in their FTJ or FeFET
implementation) represent one of the most promising candidates for ultra-low
energy neuromorphic computing. This is the main reason why ferroelectric
materials and their device implementation are the core of the research activity
detailed in this thesis.
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1.4. Purpose of this thesis

1.4 Purpose of this thesis

This thesis aims to study and model the behaviour of ferroelectric devices
used as hardware for neuromorphic computing via numerical simulations
based on the Landau-Ginzburg-Devonshire (LGD) theoretical framework.
In addition, this thesis proposes to test the applicability of this model to
similar materials, namely antiferroelectric materials, and to explore a novel
formulation of the LGD model accounting for extrinsic nucleation events, that
are not accounted for in the conventional application of the model.
The manuscript is organized as follows. Chapter 2 presents a brief overview on
ferroelectric materials history, characteristics and models. Chapter 3 reports
a detailed analysis of the behaviour of ferroelectric materials in Ferroelectric
Tunnel Junctions. In particular, Chapter 3 deals with a comparison between
large signal and small-signal response in C-V and P-V experiments, and with
a re-interpretation of the PUND measurements in FTJ stacks. Chapter 4
presents a modiőed version of the LGD model to provide a physics-based
description of antiferroelectricity in novel zirconium oxides. Finally, Chapter 5
proposes a revisitation of the LGD framework for ferroelectric materials
accounting for the effect of extrinsic nucleation events, that are not accounted
for in the conventional usage of this modelling approach.
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Chapter 2

Modeling of Ferroelectric

Materials

Ferroelectric materials are a subclass of dielectric materials that possess
both piezoelectric and pyroelectric properties, meaning that their polariza-
tion is inŕuenced by mechanical excitations and changes in temperature,
respectively. This classiőcation derives from the organization of lattice crystal
structures in thirty-two symmetry classes [31]. Out of these thirty-two classes,
twenty-one are non-centrosymmetric and, more speciőcally, twenty of these
non-centrosymmetric classes are piezoelectric. Ten of the twenty piezoelectric
classes are polar and categorized as pyroelectric and, őnally, ferroelectric
materials are a subset of pyroelectric materials and are polar (see Fig. 2.1a).
The pyroelectric properties of ferroelectric materials manifest through the
Curie transition temperature TC , which is the temperature above which the
material is no longer ferroelectric, because its crystal structure undergoes a
phase transition from a polar to a non-polar phase.
Ferroelectric materials possess a hysteretic polarization versus applied electric
őeld characteristic where some notable points can be identiőed: the remanent
polarization Pr, which is the polarization value for zero applied electric őeld,
and the coercive őeld EC , which is the value of applied electric őeld that pro-
duces a reversal of the spontaneous polarization (see Fig. 2.1b). Ferroelectric
behaviour was őrst reported in 1920s by Valasek in his Ph.D. thesis regarding
Rochelle’s salts, which were employed for their electro-mechanical properties
[32]. During the 1940-1950s, perovskite ferroelectrics (PZT and BTO) were
also discovered and concurrently the őrst phenomenological descriptions of
these materials were proposed [33]ś[35], but only in 2011 ferroelectricity was
observed in hafnium-oxide-based thin őlms. This was a key discovery for
ferroelectric nanoelectronic devices due to the fact that hafnium-based oxides
are compatible with CMOS technology fabrication processes, thus enabling
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2. Modeling of Ferroelectric Materials

dielectrics

piezoelectrics

pyroelectrics

ferroelectrics

a) b)

Figure 2.1: a) Deőnition of sub-classes of dielectric materials. Ferroelectric materials are
a particular sub-class of dielectric materials that possess both piezoelectric and pyroelectric
properties. b) Hysteretic characteristic of the spontaneous polarization P versus applied
electric őeld EFE of ferroelectric materials. The notable points marked by red bullets are
the remanent polarization Pr and the coercive őeld EC .

the integration of these newly discovered materials into the Back-End-Of-Line
(BEOL) of the wafer.

2.1 Polarization, Depolarization Field and Fer-

roelectric Domains

As stated in the introduction of this chapter, ferroelectric materials are a
speciőc subset of pyroelectric materials. These materials possess a unit cell
lattice that is non-centrosymmetric and supports an electric dipole moment
in its unstrained state [36]. This permanent electric dipole is referred to as
spontaneous polarization. While these characteristics are present in pyroelec-
tric materials as well, the orientability of the dipole moment with the applied
electric őeld is a feature possessed only by ferroelectric materials [36].
The orientability of the spontaneous polarization reasonably suggests that
there may be regions of ferroelectric material with the same intensity of
spontaneous polarization but with different orientations. We deőne ferroelec-
tric domains as those regions of ferroelectric material that possess the same
intensity and orientation of spontaneous polarization and are separated by
an interface called domain wall [36].
We can express the surface charge between two neighboring domains σB as
[38]:

σB = P · n̂ (2.1)
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2.1. Polarization, Depolarization Field and Ferroelectric Domains

P P

a) b)

Figure 2.2: Orthorhombic unit cell of ferroelectric HfO2 from [37]; a) and b) depict two
possible displacements of the unit cell lattice that give rise to two possible directions of
the spontaneous polarization P . In general, the orientation of the polarization is switched
with the application of an electric őeld to the ferroelectric material.

where P is the spontaneous polarization vector and n̂ is the versor normal
to the surface of the domain wall. Among the many possible arrangements
of domain walls, there are two that lead to a net zero surface charge at the
interface: one where the polarizations of the domains are anti-parallel and
parallel to the domain wall, called 180° domain wall (see Fig. 2.3a), and
one where the domain wall interface bisects the angle between two domains
pointing head to tail, often called 90° domain wall (see Fig. 2.3b) [38].

While a 180° domain wall poses no concern regarding the strain of the

a) b)

Figure 2.3: Two conőgurations of domain walls that lead to zero surface charge at the
domain wall interface. a) displays the conőguration called 180° domain wall where the
polarization of the domains is anti-parallel, b) depicts the conőguration called 90° domain
wall, in which the polarization of a domain points to the tail of its neighbors’ polarization.

ferroelectric material, the situation depicted in Fig. 2.3b is far from ideal in
terms of strain and in general only certain kinds of domain structures are
allowed in the material without introducing dislocations or cracks into the
crystal [38].

15



2. Modeling of Ferroelectric Materials

It is also interesting to mention that in ferroelectric materials the surface
polarization charges are screened by electrical charges stemming from impuri-
ties, defects, migrating ions and so on. The motion of these charges to the
domain walls can provide a mechanism for memory applications [38], [39].
Domain walls can be either soft or hard: a soft domain wall provides a smooth
transition between an up-polarized and a down-polarized domain, whereas
in the case of a hard domain wall, the transition is abrupt. This distinction
arises from thermodynamic considerations stemming from the Landau theory
for ferroelectric materials [40] which will be discussed in Section 2.3.

a) b)+P

-P

+P

-P

Figure 2.4: Sketch of soft and hard type of domain wall for a simple 2D case. In a) the
transition between the "up" state of the spontaneous polarization (+P aligned with the
z axis) occurs gradually, depicting a soft domain wall. b) displays an abrupt transition
between "up" and "down" domains, which is representative of a hard domain wall.

The presence of spontaneous polarization in the ferroelectric material gen-
erates to the so-called depolarization őeld Edep, which in a vacuum can be
deőned as [41]:

Edep = − P

ε0εF
(2.2)

where P is the spontaneous polarization vector, ε0 is the vacuum dielectric
permittivity and εF is the dielectric permittivity of the ferroelectric material.
This deőnition results from the fact that the spontaneous polarization of the
ferroelectric is an electric dipole with parallel ŕat faces that generates an
electric őeld independent of the thickness of the ferroelectric.
If the ferroelectric material is sandwiched between two metal electrodes that
are able to perfectly compensate for the spontaneous polarization then the
depolarization őeld can be totally suppressed as shown in Fig. 2.5a. However,
it should be remembered that this represents a purely theoretical case, since
metals always have a non-zero screening length [42] and therefore, even in a
simple metal-ferroelectric-metal (MFM) type capacitor a depolarization őeld
can be developed (see Fig. 2.5b), whose magnitude depends on the screening
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2.1. Polarization, Depolarization Field and Ferroelectric Domains

length of the metal contact. All the more so, when the ferroelectric material
is inserted into stacks that are more complex than an MFM capacitor, such as
Ferroelectric FETs or Ferroelectric Tunnel Junctions reported in Chapter 1,
the inŕuence of the depolarization őeld on the behaviour of the stack is
more complex and therefore it must be considered and analyzed extensively.
Section 3.3 focuses precisely on analyzing the consequences of the presence
of the depolarization őeld in ferroelectric devices designed for neuromorphic
computing applications, such as Ferroelectric Tunnel Junctions.

P P

a) b)

Figure 2.5: Sketch of the depolarization őeld for a Metal Ferroelectric Metal structure.
a) depicts a perfect compensation of the spontaneous polarization when the metal contacts
don’t have a screening length. b) shows non-ideal metal contacts with a őnite screening
length resulting in a nonśnull depolarization őeld Edep.
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2. Modeling of Ferroelectric Materials

2.2 Modeling of Polarization Switching in Fer-

roelectric Materials

Given the widespread deployment of ferroelectric materials in recent
years for various applications, including neuromorphic computing, a good
and reliable understanding of the polarization switching mechanisms is of
paramount importance[43]. In this respect, many models have been proposed
in the past years trying to provide a relation between the applied electric
őeld in the ferroelectric material and the dynamics of the polarization.
One of the őrst phenomenological models proposed to describe the polarization
switching in bulk materials or epitaxial layers is the Kolmogorov-Avrami-
Ishibashi (KAI) model [43]. In the context of this model, the polarization
switching (also called polarization reversal) is described as the formation of
a nucleus, see Fig. 2.6b, and its unrestricted propagation in a crystal with
inőnite size [44] through the movement of domain walls (see Fig. 2.6c) until
the whole layer is ŕipped to the opposite polarization state [43]. In this model,
the dynamics of the polarization switching is therefore limited by the growth
and propagation of the nucleated domain.

a) b) c)

Figure 2.6: Sketch of the polarization switching time evolution in the framework of the
KAI model. In a) the stack is completely polarized in the down state. Once a nucleation
occurs in b) it can then propagate to the whole stack due to the large dimension of the
material’s grains, as shown in c).

While this model is valid for bulk materials or epitaxially grown ferroelectrics,
it proves to be ineffective in the description of poly-crystalline ferroelectric
materials (such as HfO2-based ferroelectric materials), especially at very low
applied electric őelds, due to the high amount of defects in such layers [43],
[45], [46].
To overcome the limitations of the KAI model, a new formulation has been
established where a statistical distribution of the characteristic switching time
is introduced, in order to better describe the polarization reversal experiments
in ferroelectric thin őlms that are usually poly-crystalline [47], [48]. In this
updated formulation, the KAI-like nucleation and its propagation are still
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2.2. Modeling of Polarization Switching in Ferroelectric Materials

valid within a grain, but in poly-crystalline őlms the propagation is stopped
rather quickly due to the reduced size of the grains of the material, as depicted
in Fig. 2.7c. Therefore, the limiting factor to the complete switching of the
whole layer becomes the rate at which nucleations occur in the material rather
than their growth.

a) b) c)

Figure 2.7: Sketch of the polarization switching time evolution in the framework of the
NLS model. Once again the stack starts from a down-polarized state. In b) a nucleation
occurs, but in this model, due to the large number of grain boundaries, it cannot propagate
to the whole őlm. In c) the őrst nucleation slightly expanded but did not propagate due to
the reduced size of the ferroelectric grains while other nucleations occurred in the őlm; the
rate of these nucleations limits the complete switching of the layer.

In fact, this modeling approach is called Nucleation-Limited Switching (NLS)
and is often used to describe polarization switching experiments in poly-
crystalline hafnium-based ferroelectric layers [48], [49].
Further details regarding both the KAI and NLS models will be provided in
Chapter 5, where they will be compared to a new interpretation of the Landau
Theory for ferroelectric modelling, that aims to link nucleation events and
their propagation in the ferroelectric layer. In this respect, the Landau Theory
is another possible strategy to the modeling of the polarization switching in
ferroelectric materials, where now the polarization reversal occurs between
two energy minima in each crystal-like domain [43]. It is a homogeneous
switching that occurs by means of a progressive change in the direction of the
polarization which becomes abrupt once the coercive őeld of the ferroelectric
material is reached, as sketched in Fig. 2.8.
While the Kolmogorov-Avrami-Ishibashi and Nucleation-Limited switching
models usually describe the polarization switching under the application
of a constant electric őeld to the ferroelectric material, the Landau Theory
coupled with the Landau-Khalatnikov equation [50] can describe the evolution
of the polarization under an arbitrary applied electric őeld. Moreover, the
Landau Theory approach is also employed to describe the transient Negative
Capacitance behaviour [40], [51]ś[53], that is observed in experimental data
[54], [55].
Because of its versatility, the Landau Theory-based modeling approach is
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2. Modeling of Ferroelectric Materials

a) b) c)

Figure 2.8: Sketch of the polarization switching time evolution in the framework of the
Landau Theory. The material is in a down-polarized state in a) and with the application
of an electric őeld it is progressively switched to the up-polarized state, as shown in b). c)
Once the applied electric őeld reaches the coercive őeld of the ferroelectric material, the
switching becomes abrupt.

the cornerstone on which all the simulation results reported in this thesis are
based on, and some of its details are provided in the following section.

2.3 Landau Theory for Ferroelectric materials

The Landau theory for the description of ferroelectric materials is based
on thermodynamics. In thermodynamics, the macroscopic systems are char-
acterized by quantities that depend uniquely on the equilibrium state of the
system, and these quantities are called state functions. The equilibrium states
of a system subject to speciőc constraints minimize or maximize speciőc
functions, that are called thermodynamic potentials [56], [57]. Among the
many thermodynamic potentials, the most commonly used one to describe
ferroelectric materials is the Gibbs’ free energy [58].
By assuming that all vectors are aligned along the thickness of the ferroelec-
tric, the Gibbs’ free energy in its differential form can be written using scalar
quantities as

dg = −D(EFE) dEFE [J/m3] (2.3)

where D is the electric displacement vector component and EFE is the applied
electric őeld vector component, both aligned along the z axis. In Eq. (2.3)
the possible effects of strain and stress are neglected.
The electric displacement can be written as D(EFE) = P + ε0εF EFE, where
P is the spontaneous polarization vector component aligned with EFE, so
that the integral form of Eq. (2.3) is obtained as:

g(P,EFE) = g0−PEFE−
EFE∫

0

ε0εFE
′

FE dE
′

FE = g0−PEFE−
1

2
ε0εFE

2
FE. (2.4)
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2.3. Landau Theory for Ferroelectric materials

Lastly, g0 can be expressed in the form of the Landau free energy functional,
so that the Gibbs’ free energy eventually becomes

g(P,EFE) = αP 2 + βP 4 + γP 6

︸ ︷︷ ︸
Landau free energy

−PEFE − 1

2
ε0εFE

2
FE (2.5)

where α, β and γ are the anisotropy coefficients of the Landau functional.
The anisotropy coefficients are typically extracted from a comparison to
experiments and, in particular, to reproduce the experimental values of the
remanent polarization Pr and the coercive őeld EC of the ferroelectric material.
Furthermore, the effect of the Curie temperature TC is usually taken into
account in the α parameter, which can be written as:

α = α0(T − TC) (2.6)

where α0 is a constant and T is the temperature of the ferroelectric material.
When the temperature is lower than the Curie temperature, α is negative,
and the material exhibits ferroelectric behaviour. Within the context of the
Landau Theory, the disappearance of the polarization when the temperature
reaches the Curie temperature is associated to a phase transition. In this
respect, we can identify two types of phase transition: őrst order phase
transition and second order phase transition. The distinction between the
two types is made on the basis of the trend of the spontaneous polarization as
a function of the temperature. If the polarization gradually decreases until it
disappears by increasing the temperature, then the phase transition is labelled
as second-order, while the phase transition is labelled as őrst order when
the polarization disappears abruptly with the increase of the temperature.
In the Landau free energy functional, this distinction is taken into account
with the sign of the β anisotropy coefficient: a őrst order phase transition is
described with a negative β value, while a second order phase transition is
described with a positive β. In this thesis, we did not conduct a temperature
phase transition analysis on the ferroelectric materials examined. Instead,
we utilized the three anisotropy coefficients of the Landau theory as őtting
parameters.
In the above discussion, it is always assumed that the polarization is homoge-
neous in the ferroelectric material. However, in ferroelectric őlms this is rarely
the case, and usually the polarization is uniform only in certain regions of the
materials, whose dimensions are comparable to the grains of poly-crystalline
materials [59], and are named ferroelectric domains. When the polarization
is not uniform, an additional energy term called domain wall energy uDW has

21



2. Modeling of Ferroelectric Materials

to be added to the Gibbs’ free energy which becomes

gT (P,EFE) = αP 2 + βP 4 + γP 6 − PEFE + k|∇P |2︸ ︷︷ ︸
=uDW

−1

2
ε0εFE

2
FE (2.7)

The domain wall term implies an energy penalty for non-uniform polarization
conőgurations in the ferroelectric layer and, depending on the value of the
domain wall coupling k, this term leads to the conőguration of two possible
cases regarding the domain wall: soft domain walls and hard domain walls
[40]. A soft domain wall implies a gradual transition of the polarization
between the up (i.e. aligned with the z axis) and down polarization state,
while a hard domain wall is present whenever the transition between the two
possible polarization states is abrupt [40], [51].
Equation (2.7) is the equation used in the so-called Landau-Ginzburg-Devonshire
(LGD) modeling framework, which is used throughout this thesis to describe
the polarization dynamics of ferroelectric materials.

2.4 Metal-Ferroelectric-Dielectric-Metal stack

One of the most common device architecture is the Metal-Ferroelectric-
Dielectric-Metal (MFDM) stack, which is used for Ferroelectric Tunnel Junc-
tions and also in Negative Capacitance operation experiments [1], [55]. Chap-
ter 3 will report simulations for this device architecture.
Ferroelectric materials in MFDM stacks are described with the Gibbs’ free

i

n

n

n

n

FE

DE

Figure 2.9: Sketch of the Metal-Ferroelectric-Dielectric-Metal stack. The ferroelectric
layer has thickness tF and background dielectric permittivity εF , resulting in a capacitance
per area CF = ε0εF /tF ; the dielectric layer has thickness tD and dielectric permittivity
εD, resulting in a capacitance per area CD = ε0εD/tD.
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2.4. Metal-Ferroelectric-Dielectric-Metal stack

energy already introduced in the previous section, but its electrostatic com-
ponent is modiőed due to the presence of the dielectric layer.
For a homogeneous polarization case, the continuity condition for the electric
displacement at the ferroelectric-dielectric interface and the link between the
external voltage VT and the electric őeld in the dielectrics result in:

ε0εDED = P + ε0εFEFE

VT = tFEFE + tDED

(2.8)

where tD e tF are the thicknesses of the dielectric and ferroelectric, respectively
(see Fig. 2.9). From Eq. (2.8) it is possible to extract the expressions for the
electric őeld in the ferroelectric and dielectric (EFE and ED, respectively):

EFE =
1

tFC0

(CDVT − P )

ED =
1

tDC0

(CFVT + P )

(2.9)

In Eq. (2.9), CD and CF are the capacitances of the dielectric and the
ferroelectric layer deőned as CD = ε0εr/tD, CF = ε0εF/tF and their sum is
denoted as C0 = CD + CF .
The electrostatic component of the Gibbs’ free energy in the homogeneous
case is [53]:

UEL =
1

2
PVD +

ε0εF
2

EFEVT =
P 2

2C0

+
V 2
TCS

2
[J/m2] (2.10)

where CS is the series capacitance between CD and CF .
The battery term for the Gibbs’ free energy is

UB = −VT PT = −VT (P + ε0εFEFE) = −PVT
CD

C0

− V 2
TCs [J/m2] (2.11)

where PT = P + ε0(εF − 1)EFE ≃ P + ε0εFEFE.
The overall surface Gibbs’ free energy is, therefore, the sum of the Landau
free energy, the electrostatic term and the battery term

GT,MFDM =
(
αP 2 + βP 4 + γP 6

)
tF +

P 2

2C0

+
V 2
TCS

2
−
(
PVT

CD

C0

+ V 2
TCS

)

(2.12)
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where α, β and γ are the anisotropy coefficients for the Landau free energy, that
are usually extracted from experiments to match the remanent polarization
Pr and the coercive őeld EC .
The dynamics equation for the spontaneous polarization of a ferroelectric
material is obtained with the Landau-Khalatnikov equation (LKE) [50] which,
for the homogeneous case, can be written as:

tFρ
∂P

∂t
= −∂GT,MFDM

∂P
(2.13)

By deriving the total energy expressed in Eq. (2.12) with respect to the
spontaneous polarization P , the dynamics for the homogeneous case results
in:

tF ρ
∂P

∂t
= −tF

(
2αP + 4βP 3 + 6γP 5

)
− P

C0

+
CD

C0

VT (2.14)

For the non-homogeneous polarization case, the Gibbs’ free energy also
contains a term related to the domain wall energy [53], and the resulting
dynamics equation for the polarization is the following:

tFρ
∂Pi

∂t
=−

(
2αiPi + 4βiP

3
i + 6γiP

5
i

)
tF+

−
[
tF
k

w

d

(d+ w)2

∑

n,i

(Pi − Pn,i)

]

−
[
1

2

nD∑

j=1

[
1

Ci,j

+
1

Cj,i

]
(Pj +QS,j)−

VT
2

(
Bi + 1 +

CD

C0

)]

(2.15)

where k is the domain wall coupling factor, w is the domain wall width, d
is the őxed domain size, the Ci,j terms are the capacitive coupling between
ferroelectric domains through the dielectric layer and QS,j represents the
trapped charge for the j−th domain. A derivation of Eq. (2.15) can be found
in [53], [60] with some details also provided in Appendix A.

2.5 Double Dielectric Stack

Another stack conőguration where ferroelectric materials are employed is
the Metal-Dielectric-Ferroelectric-Dielectric-Metal stack. These architectures
have been used, for example, for Negative Capacitance applications [52],
[61], [62]. Chapter 4 of this thesis also reports a study based on this device
structure.
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n n
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FE

Metal (BOTTOM)

y

x

z

0
tDB

-tF

Metal (TOP)

j
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-tDT-tF

Figure 2.10: 3D sketch of the MDFDM stack where the thicknesses tDT and tDB of
the top and bottom dielectrics, respectively, are indicated. CDT = ε0εDT /tDT represents
the capacitance of the top layer, CDB = ε0εDB/tDB the corresponding capacitance of the
bottom layer, CF = ε0εF /tF is the capacitance associated to the background permittivity
of the ferroelectric layer. The interface between the top dielectric (DE,top) and the
ferroelectric layer is denoted IT while the interface between the bottom dielectric (DE,
bottom) and the ferroelectric layer is called IB .

Starting from the homogeneous picture, for a stack composed as in Fig. 2.10,
the continuity conditions for the electric displacement at the interfaces between
the materials and the link between the external voltage VT and the electric
őeld in the dielectrics result in:

ε0εDBEDB − ε0εFEFE = P (2.16)

ε0εDTEDT = P + ε0εFEFE → ε0εDTEDT − ε0εFEFE = P (2.17)

VT = tDBEDB + tFEFE + tDTEDT (2.18)

From Eq. (2.16) and Eq. (2.17) it is possible to obtain the relationship between
the electric őelds in the top and bottom dielectrics:

EDT =
εDB

εDT

EDB (2.19)

By substituting in Eq. (2.18) we have

VT = EDBtDB

[
1 +

ε0εDB

tDB

(
CF + CDT

CFCDT

)]
− P

CF

(2.20)
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Therefore EDB is:

EDB =
VT +

P

CF

tDB

[
1 + CDB

(
CF + CDT

CFCDT

)] (2.21)

With Equation (2.21) the voltage of each layer can be calculated as:

VDB =

(
CS

CDB

VT +
CS

CDBCF

P

)
(2.22a)

VDT =

(
CS

CDT

VT +
CS

CDTCF

P

)
(2.22b)

VFE =
CS

CF

VT − CS

CDBCF

(
1 +

CDB

CDT

)
P (2.22c)

VIT = VT − VDT =

(
1− CS

CDT

)
VT − CS

CDTCF

P (2.22d)

where the capacitances per unit area are deőned in caption of Fig. 2.10 and
VIT is the electrostatic potential at the interface between the top dielectric
and the ferroelectric material (IT in Fig. 2.10).
It is now possible to write the electrostatic term for the stack UEL as

UEL =
1

2
PVDB − 1

2
VIT +

1

2
VT ε0εDTEDT

=
1

2
P
CS

CDS

VT +
1

2

CS

CFCDS

P 2 − 1

2
PVT +

1

2
VT ε0εDTEDT (2.23)

where CDS is deőned as the series capacitance between CDT and CDB. Now,
the battery term UB is evaluated as:

UB = −VT ε0εDTEDT (2.24)
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which combined with Eq. (2.23) results in:

UEL + UB =
1

2
P
CS

CDS

VT ++
1

2

CS

CFCDS

P 2 − 1

2
PVT+

+
1

2
VT ε0εDTEDT − VT ε0εDTEDT =

=
1

2
P
CS

CDS

VT +
1

2

CS

CFCDS

P 2 − 1

2
PVT − 1

2
VT

ε0εDT

tDT︸ ︷︷ ︸
=CDT

EDT tDT︸ ︷︷ ︸
=VDT

=
1

2

CS

CFCDS

P 2 − 1

2
PVT

[
1− CS

CDS︸ ︷︷ ︸
=
CS

CF

+
CS

CF

]
− 1

2
CSV

2
T

=
1

2

CS

CFCDS

P 2 − PVT
CS

CF

− 1

2
CSV

2
T (2.25)

To test the validity of the expressions derived so far, it is possible to let the
top dielectric thickness tend to zero to obtain the following:

lim
tDT→0

CDT → +∞

lim
tDT→0

CS =
CFCDB

CF + CDB

lim
tDT→0

CDS = CDB

lim
tDT→0

CS

CF

=
CDB

CF + CDB

lim
tDT→0

CS

CDS

=
CF

CF + CDB

lim
tDT→0

UEL + UB =
1

2

P 2

CF + CDB

− PVT
CDB

CF + CDB

− 1

2

CFCDB

CF + CDB

V 2
T (2.26)
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As it can be seen, Eq. (2.26) is coincident with the sum of Eq. (2.10) and
Eq. (2.11). Therefore, the overall Gibbs’ free energy density g for the ho-
mogenous case of the MDFDM stack is the sum of Eq. (2.25) and the Landau
free energy component related to the ferroelectric material. Similarly to Sec-
tion 2.4, the dynamics equation can be extracted with the Landau-Khalatnikov
theory [63]:

tFρ
∂P

∂t
= −tF

∂G

∂P

tFρ
∂P

∂t
= −

(
2αtF +

1

CIFI

)
P − 4tFβP

3 − 6tFγP
5 +

CS

CF

VT (2.27)

with G =
∫
A
g dr, CIFI is deőned as

1

CIFI

=
CDT + CDB

CDTCDB + CDTCF + CFCDB

(2.28)

and the variational derivative δG/δP is evaluated as explained in Section 2.3.
For the non-homogeneous polarization picture in the MDFDM stack, the
electrostatic energy components can be expressed as:

UIB =

nD∑

j=1

∫

IBj

PjVIB(r)

2
dr (2.29)

UIT =

nD∑

j=1

∫

IT j

−PjVIT (r)

2
dr (2.30)

UB = −VT
∫

A

ε0εDTETM(r)dr (2.31)

UTM =
VT
2

∫

A

ε0εDTETM(r)dr (2.32)

UB + UTM = −VT
2

∫

A

ε0εDTETM(r)dr (2.33)

with UIB, UIT , UB and UTM being the energy related to the bottom interface,
top interface, battery and top metal, respectively, with ITj, IB,j being the
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2.5. Double Dielectric Stack

top and bottom interface of the j−th domain. The quantities ETM (r), VIB(r)
and VIT (r) can be expressed as

ε0εDTETM(r) = CS VT + ε0εDT

nD∑

h=1

PhGTM,h(r) (2.34)

VIB(r) = VDB(r) =
CS

CDB

VT +

nD∑

h=1

PhGIB,h(r) (2.35)

VIT (r) = VT

(
1− CS

CDT

)
+

nD∑

h=1

PhGIT,h(r) (2.36)

where GTM,h, GIT,h and GIB,h are deőned as Green’s functions of a pair
of charges, a positive +P charge at the bottom interface IB and a negative
−P charge at the top interface IT . The sum of the energies related to the
top and bottom interfaces can be written as

1

d2
[UIB + UIT ] =

1

2

nD∑

j=1

PjVT

(
CS

CDS

− 1

)
+

1

2

nD∑

j,h

PjPh

Cjh

(2.37)

where Cjh is deőned as 1/Cjh = (1/C
(IB)
jh + 1/C

(IT )
jh ) and C

(IB)
jh , C

(IT )
jh are

expressed via the Green’s functions as

1

CIB
jh

=
1

d2

∫

IBj

GIB,h(r) > 0 (2.38)

1

CIT
jh

=
−1

d2

∫

ITj

GIT,h(r) > 0 (2.39)

and represent the electrostatic coupling between ferroelectric domains through
the dielectric layers. The battery and top metal energy terms can be summed
as well

1

d2
[UTM + UB] = −VT

2


CSVT

A

d2︸︷︷︸
nD

+

nD∑

h=1

PhBh


 (2.40)

with the term Bh deőned with a Green’s function as well

Bh =
ε0εDT

d2

∫

A

GTM,h(r)dr (2.41)
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2. Modeling of Ferroelectric Materials

Therefore, the overall expression for the electrostatic energy is

UET = −1

2
CSV

2
T nD − VT

2

nD∑

j=1

Pj

(
1 + Bj −

CS

CDS

)
+

1

2

nD∑

j,h

PjPh

Cjh

(2.42)

With the overall Gibbs’ free energy and by using the relation tFρ ∂Pi/∂t =
−tF δG/δPi [63] where again G =

∫
A
g dr is the integral over the area of the

overall Gibbs’ free energy, the dynamics equation can be readily obtained for
the MDFDM stack similarly to Section 2.4 by using Eq. (2.42) as the total
energy expression:

tFρ
∂Pi

∂t
=− (2αPi + 4βP 3

i − 6γP 5
i )tF+

−
[
tF

2 k

d2

∑

n,i

(Pi − Pn,i)

]
+

−
[
1

2

nD∑

j=1

Pj

(
1

Ci,j

+
1

Cj,i

)
− VT

2

(
1 + Bi −

CS

CDS

)]

(2.43)

2.5.1 MDFDM stack with interface charges

Figure 2.11: Equivalent circuit resulting from setting VT = P = 0. The capacitances are
deőned in caption of Fig. 2.10. σIT and σIB are the őxed charges at the interfaces IB and
IT .

Considering for the sake of simplicity the single domain case, it is possible
to understand the contribution that two őxed charges at the interfaces, σIT
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2.5. Double Dielectric Stack

and σIB produce on the equations of the device stack. Solving the circuit
demonstrates that the resulting expressions for the voltages across the layers
are

VDB = VIB =
CS

CDB

VT +
CS

CDBCF

P +
CF

CDB + CF

QIT

CIT

+
QIB

CIB

(2.44)

VIT =

(
1− CS

CDT

)
VT − CS

CDTCF

+
QIT

CIT

+
CF

CDT + CF

QIB

CIB

(2.45)

VFE =
CS

CF

VT − CS

CDBCF

(
1 +

CDB

CDT

)
P +

QIT

CIT

CDB

CDB + CF

+

− QIB

CIB

CDT

CDT + CF

(2.46)

with CIT = CDT + CS,FDB where 1/CS,FDB = (1/CF + 1/CDB) and CIB is
deőned by exchanging the subscripts T with B and vice versa.
It is fairly easy to extend the contribution of the őxed charges to the multi-
domain case, in fact, since the effects of the őxed charges are independent of
the position, Eqs. (2.34) to (2.36) can be easily rewritten as

ε0εDTETM(r) = CSVT − CDT

CIT

QIT − CDTCF

CDT + CF

QIB

CIB

+

+

nD∑

h=1

PhGTM,h(r)

(2.47)

VIB(r) =
CS

CDB

VT +
CF

CDB + CF

QIT

CIT

+
QIB

CIB

+

nD∑

h=1

PhGIB,h(r) (2.48)

VIT (r) = VT

(
1− CS

CDT

)
+
QIT

CIT

+
CF

CDT + CF

QIB

CIB

+

+

nD∑

h=1

PhGIT,h(r)

(2.49)
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and the same can be done for Eqs. (2.37) and (2.40)

1

d2
[UIB + UIT ] =

1

2

nD∑

j=1

Pj

[(
CS

CDS

− 1

)
VT +

QIT

CIT

CDB

CDB + CF

− (2.50)

+
QIB

CIB

CDT

CDT + CF

+

nD∑

h=1

Ph

Cjh

]

1

d2
[UTM + UB] = −VT

2

[
CSVTnD − CDT

CIT

QITnD− (2.51)

+
CDTCF

CDT + CF

QIB

CIB

nD +

nD∑

h=1

PhBh

]

Overall, the resulting electrostatic term of the energy is

UET =− CSV
2
T

2
nD +

VT
2

(
CDT

CIT

QIT +
CDTCF

CDT + CF

QIB

CIB

)
nD−

+
VT
2

nD∑

j=1

Pj

(
1 + Bj −

CS

CDS

)
+

+
1

2

nD∑

j=1

Pj

(
QIT

CIT

CDB

CDB + CF

− QIB

CIB

CDT

CDT + CF

)
+

1

2

nD∑

j,h=1

PjPh

Cjh

(2.52)

From Eq. (2.52) it is evident that, if the structure is perfectly symmetric and
the őxed charges at the two interfaces are equal, then they do not contribute
to the dynamics of the structure and Eq. (2.52) reduces to Eq. (2.42).
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Chapter 3

Ferroelectric Tunnel Junctions

based on MFDM stacks

3.1 Introduction

Thanks to the discovery of a robust ferroelectricity in hafnium oxide thin
őlms [37], several intriguing applications of ferroelectricity in CMOS electron
devices have been proposed and are being presently scrutinized. Device
concepts include nanoscale CMOS FETs exploiting the effective negative ca-
pacitance to improve the subśthreshold swing [64]ś[69] as well as Ferroelectric
Tunnel Junctions (FTJs) [70], [71] and ferroelectric FETs [72], [73], which
may be used as nonśvolatile memories or as memristors for neuromorphic
computing applications [1]. In fact, differently from most memristors, the
ferroelectric polarization switching is not inherently driven by a current ŕow,
but the polarization reversal is instead induced by an electric őeld, thus
leading to a very energy-efficient switching operation.
Quite understandably, a dependable determination of the ferroelectric spon-
taneous polarization P is of primary importance in ferroelectric materials
and ferroelectric-based electron devices, and in general the experimental
characterization and sound modelling for large and smallśsignal regime are
both paramount for an optimal design of ferroelectric devices. The multiś
domain Landau, Ginzburg, Devonshire (LGD) theory is well credited for the
ferroelectric dynamics, and it has been used for negative capacitance effects
[52], [53], [74]ś[76], as well as for the operation of FTJs [77] and of FeFETs
[78].
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

3.2 Simulation Framework

The simulation framework has been in-house developed and comprises
models for the ferroelectric dynamics, a dynamic equation for the traps at
the FE-DE interface and a description of a tunnelling injection from the
MF and MD electrodes to the traps. The dynamics of the ferroelectric

d i

n

n

n

n

w

d

y

x

a) b)

Figure 3.1: a) Threeśdimensional sketch of an MFDM capacitor, where tF and tD are
the ferroelectric and dielectric thicknesses, and VT is the external bias. The neighboring
domains of the i-th domain are indicated with n and they are included in the domain wall
term of Eq. (3.1). The spontaneous polarization, P , is taken positive when it points to the
dielectric. QMF , IMF , QMD, IMD denote the charges and currents at the MF and MD
electrodes, respectively, with QS being the trapped charge at the ferroelectric-dielectric
interface. b) Neighbours of the i-th domain, d is the domain size and w is the domain wall
width. These parameters are involved in the domain wall energy.

domains is described by a formulation of the multi-domain Landau-Ginzburg-
Devonshire (LGD) model and the minimization of an energy functional which
was thoroughly discussed in the Chapter 2 of this thesis. The equation that
describes the temporal evolution of the domain-wise polarization in the model
is the following

tF ρ
∂Pi

∂t
=−

(
2αi Pi + 4βi P

3
i + 6γi P

5
i

)
tF+

− tF
k

w

d

(d+ w)2

∑

n

(Pi − Pn)+

− 1

2

nD∑

j=1

(
1

Ci,j

+
1

Cj,i

)
· (Pj +QS,j) +

CD

C0

VT

(3.1)

where α, β, γ are the anisotropy constants, ρ denotes the resistivity that sets
a time scale tρ = ρ/(2|α|) for the ferroelectric switching and QS,j denotes
the trapped charge for the j-th domain. Moreover, the parameters 1/Ci,j
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3.2. Simulation Framework

describe the depolarization energy and depolarization őeld in the MFDM
structure, with Ci,j being the electrostatic coupling between the iśth and
jśth domains that occurs through the dielectric layer. The capacitances Ci,j

are evaluated with a 3D description of the structure by an electrostatic solver
that is based on the őnite elements method [53]. The solver is used to extract
the capacitance coupling between domains for all the structures reported in
this thesis. Moreover, k and w are the domain wall coupling factor and the
domain wall width involved in the formulation of the domain wall energy (see
also Fig. 3.1b) and here it was assumed that d+ w ≃ d.
The charge trapping model follows a őrst-order dynamic equation for the𝐸0

𝑡𝐷𝑡𝐹

Φ𝑀𝐷𝜒𝐷𝜒𝐹Φ𝑀𝐹
MD

MF

𝑻𝑴𝑭 𝝈𝑻,𝝈𝑬,𝑬𝑻

𝑞𝑉𝑇

𝑻𝑴𝑫 𝝈𝑻,𝝈𝑬,𝑬𝑻
acceptor

donor

Figure 3.2: Sketch of the band diagram in an MFDM stack, where χD, χF are the electron
affinity of the dielectric and ferroelectric material, while ΦMD, ΦMF are the workfunctions
of the MD and MF electrodes. The energy position of acceptor and donor type traps is
also depicted. The tunnelling coefficients TMD and TMF depend on the energy, σE, and
geometric, σT, cross sections of the traps, as well as on the traps energy ET [79].

occupation fT of either acceptor or donor type traps at the FE-DE interface.
By denoting with cMD0, cMF0 the capture rate from the MD and MF metal
electrodes the equation governing fT can be written as

∂fT
∂t

= cMD0 [ f0,MD − fT ] + cMF0 [ f0,MF − fT ] (3.2)

where f0,M (ET ) = 1/[1 + exp ((ET − Ef,M)/(KBT ))] is the Fermi occupation
function in the metal electrodes, with Ef,MF = Ef,MD−qVT . In the derivation
of Eq. (3.2) a detailed balance condition was imposed, ensuring that the
steady state fT value at the equilibrium (i.e. for VT = 0 V) is given by the
Fermi function. The capture rates were attributed to tunnelling from and to
the electrodes. One possible approach to the description of the tunnelling
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

transmission is to use a WKB approximation [80] that involves the tunnelling
effective mass mD, mF in the two dielectrics, and the area and energy cross
sections σT [m2], σE [eV]:

cM−0(ET ) = σTσE
m∥

2π2ℏ3

+∞∫

0

TM−(ET − ε)dε, (3.3)

where TM− represent the transmission coefficient from either the MF contact or
MD contact (as depicted in Fig. 3.2) calculated with the WKB approximation.
Equation (3.3) assumes an effective mass approximation in the metal electrodes
and an energy separability E=E⊥ + ε(k), with the transverse energy ε(k)
being conserved in the tunnelling process [81]. Here m∥ corresponds to an
effective mass for the density of states of the metals. In the absence of a
better m∥ determination, in calculations we used the popular assumption
m∥ ≈ m0 [82].
Another possible approach in the description of the capture and emission
rates, which is more phenomenological and less physics-based, is to use a
őxed value of the parameter cM−0, that thus becomes independent of the trap
energy [53]. Although this is a simpler description of the tunneling from metal
contacts, it provides better results in the linearization of the LGD model, as
it will be discussed later in this section. More details about the trapping and
tunnelling models may be found in [79].

From the occupations fT one can readily calculate the charges Qacc and
Qdon respectively in acceptor and donor type traps, which can be written as:

Qacc =
−q
nD

∑

ET

Nacc fT (ET )∆E, (3.4a)

Qdon =
q

nD

∑

ET

Ndon (1− fT (ET )) ∆E, (3.4b)

where Nacc, Ndon denote the trap densities and ∆E is the energy step between
the discrete trap levels. The overall interface trapped charge is őnally given
by QS = (Qacc +Qdon).
The knowledge of the time dependent polarization and trapped charge, in
turn, allows one to numerically calculate all the quantities discussed in Section
3.3.1, such as IMF , PAV , QS,AV , and also IMF,QS, QMF,QS.
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3.3 Large Signal Analysis

This section focuses on the large-signal characterization of ferroelectric
materials used in FTJs. In particular, in largeśsignal regime, the most com-
mon experimental technique to determine the spontaneous polarization P of
a ferroelectric material is the so-called Positive-Up-Negative-Down (PUND)
measurement technique, which was originally devised for Metal-Ferroelectric-
Metal (MFM) structures [38], [83] (see also PUND waveforms in Fig. 3.3), and
it is still used also in Metal-Ferroelectric-Dielectric-Metal (MFDM) device
structures [84]ś[87]. The main goal of the PUND technique for an MFM struc-
ture is an accurate determination of the ferroelectric remanent polarization,
i.e. the spontaneous polarization for zero applied electric őeld. Given that a
ferroelectric material possesses two possible polarization states, experiments
cannot but extract the difference between the polarization of these two states,
which is usually referred to as 2Pr.
In an MFM stack with ideal metal electrodes the electric őeld can be set to
zero by applying a null external voltage, and the PUND technique was essen-
tially developed to minimize the contributions to 2Pr due to the background
polarization induced by the electric őeld and to possible leakage currents (see
also the discussion in Section 3.3.1). In an MFDM structure, however, the
ferroelectric őeld cannot be directly imposed by an external applied voltage
due to the presence of the depolarization őeld. Therefore, the application
of the PUND technique to MFDM devices is not straightforward in several
respects. In fact, the interpretation of PUND measurements performed for an
MFDM stack can lead to artifacts and inaccuracies regarding the extracted
remanent polarization of the ferroelectric layer. Theory and application of
PUND measurements in MFDM structures are revisited in this section by
using both analytical derivations and a comprehensive modelling framework,
that has been previously validated and calibrated against experiments [79],
[88].

3.3.1 Charge and current at the electrodes in the MFDM
structure

In Figure 3.1 an MFDM structure is sketched, where r = (x, y) and z
are the coordinate in the plane of the ferroelectric-dielectric interface and in
the direction normal to the interface, while QMF , QMD are the charges per
unit area at the MF and MD electrodes, respectively (see Figure 3.1). The
electrostatic problem is linear if a perfect screening in the metal electrodes
si assumed, consequently QMF , QMD can be written in terms of appropriate
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

Figure 3.3: a) Examples of the VT waveform used in PUND measurements. The 250 µs
pulse width has been used in all the simulation results reported in Section 3.3.2 (so tU =
2tP ), if not otherwise stated. A preset pulse at VT = −5 V and for 125 µs is used to set an
initial negative polarization state; b) Charge waveform sketch during the PUND simulation.
Some key points are deőned in order to simplify the notation of the thesis. (©2021 IEEE)

Green’s functions for the charges in the structure. More speciőcally, for QMF

QMF (t) =
1

A

∫

A

P (r, t) dr +
1

A

∫

A

ε0εF EFT (r, t)dr (3.5)

where A is the device area, P is the ferroelectric spontaneous polarization,
EFT (r, t) denotes the z component of the electric őeld at the position r of
the MF-FE interface (located at z=−tF ).

At any time t, the EFT (r, t) is determined by the external bias VT and by
the charges in the dielectric stack, whose position is denoted by (r0, z0). More
speciőcally, the depolarization őeld at the MF-FE interface EDP (r, t) is here
deőned as the őeld produced by the distribution of the total charge [P (r0, t)
+ QS(r0, t)] at the FE-DE interface located at z = 0, where QS(r0, t) is an
interface charge due to őxed Coulomb centers or to interface traps. Similarly,
Eρ(r, t) is deőned as the őeld produced by the remaining charge densities
ρ(r0, z0, t) in the dielectric stack at z0 ≠ 0. The EFT (r, t) can thus be written
as

ε0εF EFT (r, t) = CS VT + ε0εF [EDP (r, t) + Eρ(r, t) ] (3.6)

where CS = (1/CD + 1/CF )
−1, with CD = ε0εD/tD, CF = ε0εF/tF and tD,
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εD being the thickness and relative permittivity of the dielectric, and tF ,
εF being the thickness and background permittivity of the ferroelectric (see
Figure 3.1). By substituting Equation (3.6) in Equation (3.5) we obtain

QMF (t) =CS VT (t) + PAV (t)+

+ ε0εF EDP,AV (t) + ε0εF Eρ,AV (t)
(3.7)

where PAV , EDP,AV and Eρ,AV denote respectively the average polarization
and average őelds at the MF-FE interface. From Appendix B it can be
inferred that the average EDP and Eρ can be written as:

ε0εF EDP,AV =
1

A

∫

A

[P (r0) +QS(r0)]GMF (r0, z0) dr0 (3.8a)

ε0εF Eρ,AV =
1

A

∫

A

tD∫

−tF

ρ(r0, z0)GMF (r0, z0) dz0 dr0 (3.8b)

where GMF (r0, z0) is the Green’s function deőned as

GMF (r0, z0) =
ε0εF
e

∫

A

EFT,r0,z0(r) dr . (3.9)

with EFT,r0,z0(r) being the őeld EFT (r) produced by a point charge e located
at (r0, z0). Appendix B.1 reports the demonstration that, under realistic
assumptions, the GMF (r0, z0) for the MFDM structure in Figure 3.1 is inde-
pendent of r0 and it can be evaluated analytically. For a charge located at
the FE-DE interface, for example, we have GMF (r0, 0) ≃ −(CF/C0), which
allows to rewrite Equation (3.8a) as

ε0εF EDP,AV ≃ −CF

C0

(PAV +QS,AV ) (3.10)

At any z0 ̸= 0 the GMF (r0, z0) can be similarly expressed with a z0 dependent
capacitance ratio. Since PUND measurements are based on the integral
of the transient current at the electrodes, by deőnition only the variations
of the polarization and charges in the device stack can be extracted from
experiments. Below the discussion is carried out in terms of the current IMF

at the MF terminal, however in Appendix B.1 the corresponding expression
for IMD is also derived and the results reported in this section apply also
to IMD. In the presence of a charge trapping distributed throughout the
device, it is difficult to express the inŕuence of ρ(r0, z0, t) on IMF , because
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

Equation (3.8b) shows that the information about the distribution along z0 is
required. Consequently, hereafter the picture is simpliőed by assuming that
the time derivative of the charge trapped in the dielectric stack is dominated
by the (∂QS/∂t) term due to traps at the FE-DE interface, which implies
∂Eρ,AV /∂t ≪ ∂EDP,AV /∂t. It is also assumed that QS(t) can change only
through the terminal currents IQS,MF , IQS,MD shown in Figure 3.4, and Ilkg
denotes a possible leakage current, not contributing to trapping. Consequently,
the current at the MF electrode can be written as

MF

Electrode

𝑧 [a.u.]

C
h

a
rg

e
 [

a
.u

.]

−𝑡𝐹 0 𝑡𝐷
MD

Electrode

𝐼𝑄𝑆 ,𝑀𝐹 𝐼𝑄𝑆 ,𝑀𝐷
𝐼𝑙𝑘𝑔

𝐼𝑀𝐹 𝐼𝑀𝐷
Figure 3.4: Sketch of the sheet charges in the MFDM structure of Figure Fig. 3.1, where
QMF , QMD denote the overall charges at the electrodes. The picture illustrates an example
corresponding to a negative polarization P and a positive interface charge QS . IQS,MF

and IQS,MD denote the currents due to trapping and de-trapping at the FE-DE interface,
and Ilkg is a possible leakage current through the whole structure. IMF , IMD denote
the overall currents at the electrodes (see Equation (3.11)), that are used in the PUND
characterization technique. (©2021 IEEE)

IMF =
∂QMF

∂t
+ IQS,MF + Ilkg = CS

∂VT
∂t

+
∂PAV

∂t

+ ε0εF
∂EDP,AV

∂t
+ IQS,MF + Ilkg =

=CS

∂VT
∂t

+
CD

C0

∂PAV

∂t
− CF

C0

∂QS,AV

∂t
+ IQS,MF + Ilkg

(3.11)

where QMF has been expressed via Equation (3.7) assuming ∂Eρ,AV /∂t ≪
∂EDP,AV /∂t, and the last equality is obtained via Eq. (3.10).
By considering the Positive (P) pulse of a PUND experiment starting at t
= 0 s with VT (0) = 0 V (see the waveform in Fig. 3.3(a)), the charge QP (t)
(with 0 ≤ t ≤ tP ) can be evaluated by integrating the expression for IMF in
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Eq. (3.11), obtaining

QP (t) =

∫ t

0

IMF (t
′) dt′ ≈

≈ CSVT (t) + PAV (t) + ε0εFEDP,AV (t)+

+QQS,MF (t) +Qlkg(t)

(3.12)

where QQS,MF and Qlkg are the integral of IQS,MF and Ilkg, respectively. It
is also understood that the quantities PAV , EDP,AV and QQS,MF in Equa-
tion (3.12) denote the variations from the corresponding values at t = 0 or,
equivalently, that Equation (3.12) conventionally assumes PAV = EDP,AV =
QS,MF = QMF = 0 at t = 0. The charges QU(t), QN(t), QD(t) during
respectively the Up (U), Negative (N) and Down (D) pulses of the PUND
technique have expressions equivalent to Equation (3.12).
The őrst and last term at the rightśhand side of Eq. (3.12) are the con-
tributions due to the background linear polarization of the dielectrics and
the leakage. Even in an MFM structure these contributions complicate the
extraction of the remanent polarization 2Pr=PAV (t = tP ), and PUND mea-
surements address this issue by subtracting from QP the charge QU during
the U pulse at the same external bias VT . In the theoretical framework, such
an approach results in the charge QPU = (QP −QU ), that can be written as

QPU ≈
(
P

(P )
AV − P

(U)
AV

)
+
[
ε0εF

(
E

(P )
DP,AV − E

(U)
DP,AV

)]
+

+
(
Q

(P )
QS,MF −Q

(U)
QS,MF

)
+
(
Q

(P )
lkg −Q

(U)
lkg

) (3.13)

where the superscripts (P ), (U) identify the P and U pulse and all charges are
evaluated at times corresponding to the same VT value during either a rising or
a falling VT ramp. As already mentioned about Eq. (3.12), the PAV , EDP,AV

and QQS,MF in Eq. (3.13) denote the variations from the corresponding values
at the beginning of either the P or the U pulse. The second and third term
in the rightśhand side of Equation (3.13) are due to the depolarization őeld
and the current at the MF electrode contributing to trapping at the FE-DE
interface, respectively.
In an MFM structure both these terms are negligible and, moreover, it is
typically assumed that the polarization state can be stabilized after the P
pulse due to the screening provided by the metal contacts, so that P

(U)
AV is

much smaller than P
(P )
AV . Furthermore, it is also usually assumed that the

leakage affects the measurements to a similar extent during the P and U
pulse, leading to Q

(U)
lkg ≈ Q

(P )
lkg [89]. Under these circumstances Equation (3.13)

shows that the QPU in an MFM stack can be interpreted as the P
(P )
AV that is
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

the quantity to be determined in experiments.
In an MFDM structure, instead, the terms in Eq. (3.13) due to the depolar-

ization őeld can be comparable to P
(P )
AV , and the term (Q

(P )
QS,MF − Q

(U)
QS,MF )

may also give a sizeable contribution to QPU . Hence in an MFDM stack
the interpretation of QPU and the determination of P

(P )
AV appear much more

delicate than in the MFM counterpart. This is systematically investigated in
Section 3.3.2 by using numerical simulations.

3.3.2 Simulation results and Discussion

The goal of the PUND measurements is to accurately determine the spon-
taneous polarization switched by the external bias, which is very challenging
in an MFDM structure due to the depolarization őeld and the possible charge
trapping. In this section, numerical simulations are used to investigate the
possible errors and artifacts produced by PUND measurements in MFDM
structures, and to provide some useful physical insights. Numerical simula-

α [m/F] β [m5/C2/F] γ [m9/C4/F]

−4.8 · 108 1.46 · 109 3.14 · 1010

εF εD mF [m0]

34 10 0.4

mD [m0] σT [cm2] σE [eV]

0.18 1 · 10−15 7 · 10−3

acceptor traps
donor traps

0.6 eV1.3 eV

Table 3.1: Material parameters used in simulations for the Hf0.5Zr0.5O2−Al2O3 MFDM
system. Here α, β and γ are the mean values of the anisotropic constants which follow
a Gaussian distribution, and calculations include domain to domain variations of the αi,
βi, γi parameters (with i=1, 2, . . . , nD) corresponding to a ratio σEC = 10% between the
standard deviation and the mean value of the coercive őeld EC . mD and mF are the effective
tunnelling masses for respectively Al2O3 and HZO, while σE, σT denote respectively the
energy and geometric cross section of the traps, that are used in the tunnelling model.
The maximum energy values for the traps are 0.6 and 1.3 eV below the conduction band
minimum at the FE-DE interface for acceptor and donor traps, respectively. Both traps
type extend in energy uniformly for 2 eV below their maximum. The electron affinity was
set to χD = 1.4 eV for Al2O3 [90] and to χF = 2.4 eV for HZO [91], while the workfunction
for both TiN metal electrodes was taken as ΦM = 4.5 eV [92].

tions emulate PUND measurements with a 1 kHz waveform and a 5 V peak
voltage in an MFDM structure with different dielectric thicknesses tD and
trap densities Nacc and Ndon. The ferroelectric HZO layer is 10 nm thick in all
simulations. The mean values for α, β and γ used in simulations are reported
in Table 3.1 and lead to remanent polarization and coercive őeld values that
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3.3. Large Signal Analysis

are representative of a Hafnium-Zirconium-Oxide (HZO) ferroelectric, which
is the ferroelectric most widely used in FTJs. In all simulations the domain
wall coupling k was set to zero, by following recent őrst principles calculations
for HfO2 [93]. Moreover, a resistivity ρ = 115 Ωm is assumed, which is
consistent with recently reported values for Hafnium-Zirconium (HZO) based
capacitors [94], [95], and results in a time scale for the ferroelectric dynamics
tρ ≈ 119.8 ns. All simulations include nD = 1024 domains and the domain
size d is 5 nm; it was veriőed that results are insensitive to a further increase
of nD. The values of mD, mF , σT , σE used in simulations are reported in
Table 3.1.
A possible leakage current ŕowing directly from MD to MF is not taken
into account in this discussion, because it’s likely that leakage is strongly
technology-dependent, frequently governed by Poole-Frenkel and hopping
mechanisms in the HZO and, as such, difficult to describe in simulations [96].

Moreover, while it is understood that a failure of the condition Q
(U)
lkg ≈ Q

(P )
lkg

can induce artifacts in PUND experiments even in an MFM stack, this issue
goes beyond the scope of this analysis, that is focused on the inŕuence that
the depolarization őeld and charge trapping have on the results of PUND
measurements in MFDM structures.

Figure 3.5 reports simulation results for tD = 1.5 nm and for different
trap densities. The QPUND is here deőned as either QPU = (QP − QU) or
QND = (QN − QD), respectively for the positive and negative VT values.
The interface charge QS,AV typically has a sign opposite to the polarization,
and Figure 3.5 reports −QS,AV , which together with PAV determines EDP,AV

according to Equation (3.10). All charges in Figure 3.5 are referred to the
corresponding value at the beginning of the P pulse, namely at t = 0 s and
VT = 0 V in Figure 3.3. The QPUND in Figure 3.5a shows a hysteresis loop
that is much more tilted and stretched than in the corresponding MFM curves
(őlled triangles). The features for an MFDM are similar to those experimen-
tally observed in the P -V curves for an HZO capacitor serially connected to
a discrete ceramic capacitor ensuring a negligible charge injection [97], or to
measurements in MFDM structures with thicker Al2O3 layers [52]. In fact, the
relatively low density of traps in Figure 3.5a results in an interface charge QS

(green diamonds) that is practically negligible compared to the ferroelectric
polarization (red squares). The lack of any compensation of the polarization
results in a large depolarization őeld EDP,AV (see Equation (3.10)), which
in turn leads to a vast discrepancy between QPUND and PAV . In fact, Fig-
ure 3.5a shows that for |VT | above about 4 V a complete polarization switching
occurs. Nevertheless, the corresponding QPUND is much smaller than PAV ,
mainly because the EDP,AV term in Equation (3.13) subtracts from the PAV

43



3. Ferroelectric Tunnel Junctions based on MFDM stacks

−20

0

20

40

60

80
C
h
ar
ge

[µ
C
/c
m

2
]

a)

P
(MFM)
AV

QPUND

−QS,AV

PAV

−4 −2 0 2 4

VT [V]

−20

0

20

40

60

80

C
h
ar
ge

[µ
C
/c
m

2
]

b)

P
(MFM)
AV

QPUND

−QS,AV

PAV

0.0 0.2 0.4 0.6 0.8 1.0

Time [ms]

−4

−2

0

2

4

V
T
[V

]

c)

Figure 3.5: Simulated charges corresponding to a 1 kHz PUND waveform applied to
an MFDM structure. The QPUND is either QPU = (QP - QU ) or QND = (QN - QD),
respectively during the P pulse (i.e. for a positive VT ) or during the N pulse (i.e. for a
negative VT ). The average polarization PAV and trapped charge −QS,AV during the P
and N pulses are also shown. The Al2O3 layer thickness is tD = 1.5 nm. a) Results for
acceptor and donor type trap densities Nacc = Ndon = 0.5 × 1013 [cm−2eV−1]; b) Results
for Nacc = Ndon = 4× 1013 [cm−2eV−1]; c) voltage waveform used in simulations with the
reference point in time for all the charges displayed in őgure.
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Figure 3.6: Same simulations for a PUND waveform in an MFDM structure as in
Figure 3.5, but for an oxide thickness tD of 2.5 nm. a) Results for acceptor and donor type
trap densities Nacc = Ndon = 0.5×1013 [cm−2eV−1]; b) Results for Nacc = Ndon = 4×1013

[cm−2eV−1].

term due to the opposite sign. The results for QPUND are quite different
in Figure 3.5b, because the QS,AV can now compensate PAV to a signiőcant
extent, thus drastically reducing the depolarization őeld. The hysteresis loop
of the QPUND curve in Figure 3.5b is qualitatively similar to the experimental
behaviour observed in FTJ structures with a thin tunnel oxide [71], [98], and
the discrepancy between QPUND and PAV is much smaller than in Figure 3.5a.
Figure 3.6 illustrates the same analysis as in Figure 3.5, but for a larger di-
electric thickness tD = 2.5 nm. In this case the results of both small and large
interface traps densities have a qualitative behaviour similar to Figure 3.5a,
namely the QS is very small (green diamonds) and the compensation of the fer-
roelectric polarization is minimal. For both traps densities, the depolarization
őeld results in a QPUND much smaller than PAV . The different behaviour in
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

Figure 3.6b compared to Figure 3.5b is due to the fact that, according to the
tunneling effective masses and traps cross-sections reported in Table 3.1, the
trapping and de-trapping coefficients obtained for the simulation parameters
reported in Table 3.1 and thus the resulting trapping dynamics cannot follow
the 1 kHz VT waveform for tD = 2.5 nm or larger. In fact, because the HZO
layer is 10 nm thick, in the simulations the trapping dynamics is governed
by the tunnelling through the much thinner dielectric layer. The lack of QS

modulation in Figure 3.6b is thus a dynamic effect. This highlights how the
trapping-induced compensation of the ferroelectric polarization requires both
a large enough trap density at the FE-DE interface, and a trapping dynamics
fast enough to respond to the VT waveform or, equivalently, a slow enough
applied voltage waveform that enables the charge trapping.
This latter observation has been crucial in transient negative capacitance
experiments, where thick dielectrics and fast voltage waveforms were used
to avoid an undesired compensation of the ferroelectric polarization and
to achieve a hysteresis-free behaviour [53], [55], [76]. While the tD values
at which traps can no longer respond to a given VT waveform depend on
the tunnelling model and the corresponding parameters in Table 3.1, the
qualitative trend is expected to be independent of the tunnelling parameters.

3.3.3 Discrepancies between QPUND and PAV

The discrepancies between QPUND and PAV shown in Figures 3.5 and 3.6
correspond to errors in the outcome of the PUND method. Hence, in this sec-
tion, the relative error EPU = |QPU −P

(P )
AV |/P (P )

AV will be evaluated, assuming
that all the quantities are evaluated at the end of the P or the U pulse, namely
when VT is zero. Similar deőnitions apply to the N and D pulses, and the
simulation results are also completely similar (not shown). Figure 3.7 shows
the QPU of the MFDM structures. It can be seen that a combination of a large
tD and low concentrations of traps lead to low simulated QPU values, because
the corresponding ε0εFE

(P )
DP,AV term is comparable to P

(P )
AV (as later shown in

Figure 3.9). Figure 3.8 reports the evaluation of the error EPU for different
dielectric thicknesses and trap densities. As it can be seen, the error stemming
from interpreting the QPU as the P

(P )
AV tends to decrease for increasing trap

densities, due to the corresponding reduction of the depolarization őeld EDP .
For the same reason the error increases for thicker dielectrics. This latter
behavior results in a tD dependence of the PAV estimated by the PUND
method, which is an artifact of the method when it is applied to an MFDM
structure.
For tD = 2.5 nm the error is fairly insensitive to the trap density, because
the QS in the traps cannot respond to the VT waveform according to the
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3.3. Large Signal Analysis

Figure 3.7: QPU extracted from PUND simulations in MFDM structures for VT = 0
V, for different dielectric thickness tD and different traps density Nacc=Ndon (in units
of cm−2eV−1). The remanent polarization 2Pr extracted for an MFM structure is also
reported for comparison. (©2021 IEEE)

tunnelling model used in simulations. This result highlights the necessity to
use relatively slow voltage waveforms in experiments performed on devices
with relatively large dielectric thickness, in order to ensure the traps’ response
to the applied bias. To gain an insight about the main causes of the errors
shown in Figure 3.8, Equation (3.13) can be rewritten as

QPU ≈CD

C0

(
P

(P )
AV − P

(U)
AV

)
− CF

C0

(
Q

(P )
S,AV −Q

(U)
S,AV

)
+

+Q
(P )
QS,MF −Q

(U)
QS,MF

(3.14)

where Equation (3.10) is used to express the depolarization őeld E
(P )
DP,AV ; the

leakage part has been omitted because the leakage current is not included in
simulations.
Figure 3.9(a) reports the quantities in the rightśhand side of Equations (3.10),
(3.13) and (3.14), for a dielectric thickness tD = 1.5 nm and evaluated in the
same condition used to evaluate the PUND error in Figure 3.8 (i.e. at VT = 0
V).

Figure 3.9a conveys several important messages. The terms Q
(P )
QS,MF , Q

(U)
QS,MF

(diamonds) related to the trapping and de-trapping current at the MF elec-
trode are negligible even for large trap densities, hence they do not appreciably
inŕuence QPU in Equations (3.13) and (3.14). This is not surprising because
in the MFDM structures at study, traps exchange electrons primarily with
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3. Ferroelectric Tunnel Junctions based on MFDM stacks

Figure 3.8: Error |QPU −P
(P )
AV |/P (P )

AV of PUND measurements in an MFDM structure for
different thicknesses tD and different trap densities Nacc = Ndon. The error is calculated
for the P and U pulses. a) Error evaluated at the end of the P pulse (see inset); b) Error
evaluated at the peak of the P pulse. (©2021 IEEE)

the MD electrode due to the much thinner dielectric layer.
Moreover, at large trap densities the Q

(P )
S,AV (őlled circles) in the P pulse is

comparable to P
(P )
AV (őlled squares), whereas Q

(P )
S,AV becomes negligible at

low trap densities. The Q
(U)
S,AV in the U pulse, instead, is always negligible

compared to P
(P )
AV . This is because, for the case at study in Figure 3.9, the

band bending in the dielectric at the end of the P pulse is such that the
energy levels of both acceptor and donor traps fall below the Fermi level of
the MD contact (see Figure 3.4. Hence, essentially all traps have been őlled
at the end of the P pulse, and their occupation is not appreciably changed
during the following U pulse. Figure 3.9a shows that also P

(U)
AV in the U pulse

is much smaller than P
(P )
AV . This is because the PAV in the P and U pulse is a

measure of the nonśreversible switching, whereas most of the switching in the
U pulse is reversible in nature because it is the switching of those domains
that have back switched after the P pulse.
As mentioned above, Figure 3.9a shows that for low trap densities |Q(P )

S,AV | ≪
P

(P )
AV and Equation (3.10) suggests that this results in

ε0εF E
(P )
DP,AV ≃ −(CF/C0)P

(P )
AV
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Figure 3.9: Charge components contributing to QPU according to Equation (3.14) and
Equation (3.13) evaluated for tD=1.5 nm and in the same conditions as in Figure 3.8 (i.e.

at the end of the P pulse with VT = 0 V). The sign of QS,AV and ε0εFE
(P )
DP,AV is opposite

to the sign of PAV and the őgure displays −QS and −ε0εFE(P )
DP,AV . All the quantities

shown in the őgure are difference between the values at the end and at the start of the P
pulse. (©2021 IEEE)

as it is conőrmed by Figure 3.9b. These are the conditions that in
Figure 3.8 correspond to the maximum discrepancy between QPU and P

(P )
AV ,

leading to the maximum error. Equation (3.14) shows that for |Q(P )
S,AV | ≪

P
(P )
AV the extracted QPU tends to (CD/C0)P

(P )
AV , in fact resulting in a large

underestimate of P
(P )
AV . At large trap densities, instead, |Q(P )

S,AV | becomes

comparable to P
(P )
AV and Equation (3.10) predicts a drastic reduction of

the |ε0εF E(P )
DP,AV /P

(P )
AV | term, which can be observed in Figure 3.9b. The

error in Figure 3.8 is correspondingly reduced at large trap densities; in fact
Equation (3.13) suggests that QPU tends to P

(P )
AV .

3.4 Small Signal Analysis

This section reports an investigation of the AC smallśsignal CśV curves
(SSCV) in metalśferroelectricśdielectricśmetal (MFDM) FTJs (Fig. 3.10).
Measurements are obtained with an experimental setup on-purposely devel-
oped in the nanoelectronic laboratory at the University of Udine to test the
dependability of the assumptions behind the small signal AC analysis in
ferroelectric devices.
An instructive insight is provided by comparing simulations and experiments
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for both the largeśsignal PśV curves (LSPV) and the SSCV response.

3.4.1 Experimental setup and results

IFTJ

VT

FTJ

RIV

AWG LCR

SCOPE

Vout

I→V 

CIVRs

H L
(b)

(a)

RIV = 1.5 kΩ
CIV = 470 pF

2
n

m

1
0

n
m

M
F

:

M
D

:

F
E

:

D
E

:

T
iN

H
Z

O

A
l 2

O
3

T
iN

Figure 3.10: Sketch of the MFDM FTJs of this work and of the experimental setup. The
setup consists of two distinct parts: (a) Virtualśgrounded I→V converter (RIV =1.5 kΩ,
CIV =470 pF) to measure the switching current IFTJ through an oscilloscope. (b) An LCR
meter to measure the AC smallśsignal capacitance. (©2022 IEEE)

The experimental measurements reported in this chapter have been carried
out by Marco Massarotto, a fellow PhD student in the nanoelectronics team
at the University of Udine, whom I collaborated with for the topics covered
in the present chapter.
Triangular pulses with an amplitude of several Volts are typically used to
measure LSPV curves, while an AC small-signal is used for SSCV measure-
ments. From literature [99], [100], there is a consensus that the irreversible
polarization switching dominates LSPV measurements giving a negligible
contribution to SSCV curves. To verify this claim, we performed a direct
inspection of the current response to the AC small-signal voltage in an FTJ.
To this purpose, the experimental setup of Fig. 3.10 was developed, where an
arbitrary waveform generator (AWG, Agilent 33250A) supplies the voltage
VT at the MF metal electrode, while the current IFTJ is measured at the
virtualśgrounded MD metal contact through an I → V converter [101]. The
OPAMP (TI TL082CP) feedback loop deőnes the transśimpedance of the
ampliőer (Vout = −RIV IFTJ) inside its bandwidth BW = (2πRIVCIV )

−1.
The Vout is őnally monitored through an oscilloscope (Tektronix TDS520B).
This custom experimental setup allows for the measurement of PśV curves
using triangular pulses, as well as the AC smallśsignal response to a sinu-
soidal input. Moreover, the SSCV curves were also measured with an LCR
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Figure 3.11: Emulation of an AC measurement by using the I → V converter of Fig. 3.10.
(a) Sinusoidal VT waveform superimposed to a DC bias VT0. (b) Measured IFTJ for
VT0 = 1.8 V which is close to the positive coercive voltage of the FTJ (see Fig. 3.13a). A
deviation of the IFTJ from the sinusoidal waveform is observed during the őrst positive
halfśperiod, which is attributed to contribution of the irreversible polarization switching.
IFTJ for VT0 = −4 V showing a sinusoidalśonly response. (©2022 IEEE)

meter (HP 4284A) to validate the custom experimental setup. Smallśsignal
measurements are typically used to measure the FTJ capacitance, however,
the measured smallśsignal capacitance does not match the effective capaci-
tance extracted from the largeśsignals measurements [99], [102]. This is often
attributed to the irreversible switching of the HZO, which is inherently non-
linear and therefore cannot be sensed by smallśsignal sinusoidal pulses. While
this point has not yet been completely assessed [99], [102], this behaviour
raises questions on whether conventional smallśsignal analysis is applicable
to these devices, especially in consideration of the hysteretic and potentially
nonślinear response of the spontaneous polarization in the FTJs.

As shown in Fig. 3.11, thanks to the AWG, the VT waveform for different
DC bias values VT0 (typically used in LCR based measurements) was emulated,
and for each bias the current IFTJ was recorded as well. The reasoning behind
this test is the inspection of the IFTJ waveform produced by a sinusoidal
VT waveform superimposed to an appropriate DC bias. Figure 3.11a shows
that the irreversible polarization switching contribution seems to be observed
only during the őrst positive AC semiśperiod, with a sizeable deviation from
the sinusoidal shape. The IFTJ is instead clearly sinusoidal in the following
periods, despite the relatively large 300mV amplitude of the AC signal. This is
behaviour was observed for the bias VT0 = 1.8 V close to the positive coercive
voltage (see Fig. 3.13a). In Fig. 3.11b, where the voltage bias VT0 = −4 V is
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Figure 3.12: (a) SSCV curves measured with the LCR meter in the 100Hzś1MHz range
and according to the different equivalent circuits sketched in (b), namely the RC series
(green, dashed), the CG parallel (red, dashed) and the hybrid seriesśparallel RCG (solid
line) circuit. (©2022 IEEE)

far from the coercive voltage observed in Fig. 3.13a, no deviation from the
sinusoidal shape is observed.
The analysis in Fig. 3.11 excludes that a nonślinear IFTJ response to the AC
VT waveform can affect the SSCV curves detected by an LCR meter.

Therefore, having conőrmed the dependability of the LCR meter measure-
ments for the FTJ characterization, this analysis was used to study the FTJ
SSCV characteristics.

Figure 3.12a shows the hysteretic butterŕyśshaped CśV curves measured
with a VT0 sweep from −4V to +4V at different AC frequencies f ranging from
100Hz to 1MHz. The reasonably biasśindependent capacitance measured at
VT0≈±4V is quite close to the estimated series capacitance CS=1.44 µF cm−2

due to the sole linear dielectric response of the FTJ stack (for εFE=30,
εDE=9), and it shows only a limited dependence on f . Since the frequency
dependence in Fig. 3.12a may be affected by the capacitance extraction
method, different extraction circuits were used in the interpretation of the
results (see Fig. 3.12b).
The simple parallel CG scheme (red, dashed) may be more suitable in the
presence of a possible steadyśstate leakage (mainly affecting the current at
low f) while it may be less accurate when series resistances become important,
namely at high AC frequency f . On the other hand, the series RC model
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(green, dashed) fails to deśembed the leakage contribution at low f , while
being more reliable at high f .
In the attempt to use a single circuit, able to correctly model C in the whole f
range, a hybrid seriesśparallel RCG circuit (Fig. 3.12b) was adopted, with the
series resistance Rs extracted at each VT0 as the real part of the impedance at
1MHz, assuming a negligible contribution from leakage at 1MHz. The curves
extracted with the hybrid RCG circuit closely match the results obtained
with the simpler CG and RC schemes in their frequency range of applicability,
thus conőrming the reliability of the extraction circuit.

3.4.2 Small–Signal AC LGD model

This section is focused on the AC response of Ferroelectric Tunnel Junc-
tions, therefore the LGD-based simulation framework is extended to the
frequency domain by using the SmallśSignal approximation. In particular,
the following smallśsignal quantities can be introduced

P = P0 + ℜ
[
P̃ exp (j ω t)

]
(3.15a)

VT = VT0 + ℜ
[
ṼT exp (j ω t)

]
(3.15b)

fT = fT0 + ℜ
[
f̃T exp (j ω t)

]
(3.15c)

where P̃ , ṼT and f̃T are the amplitudes of the AC polarization, voltage bias
and trap occupation, respectively. Here ℜ[·] denotes the real part of the
complex number, and P0, VT0 and fT0 are the polarization, voltage bias and
trap occupation of the bias point around which the system is linearized. This
approximation is valid if the changes of the state variables introduced by
the AC input are small enough to ensure that the response of the system to
perturbations is linear. The results in Section 3.4.1 experimentally conőrmed
the validity of such assumptions, thus corroborating the applicability of the
smallśsignal approximation.
By recalling Equations (3.1) and (3.2), it is possible to formally re-write them
as:

∂Pi

∂t
= FP,i (3.16a)

∂fT,i
∂t

= FT,i (3.16b)
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which, by using the AC smallśsignal notation in Eq. (3.15) and at the angular
frequency ω, become:

j ωP̃i =
∂FP,i

∂Pi

∣∣∣ P0

fT0

VT0

P̃i +
∂FP,i

∂fT i

∣∣∣ P0

fT0

VT0

f̃T i +
∂FP,i

∂VT

∣∣∣ P0

fT0

VT0

ṼT (3.17a)

j ωf̃T i =
∂FT,i

∂Pi

∣∣∣ P0

fT0

VT0

P̃i +
∂FT,i

∂fT i

∣∣∣ P0

fT0

VT0

f̃T i +
∂FT,i

∂VT

∣∣∣ P0

fT0

VT0

ṼT (3.17b)

and result in the following linear system

j ω



P̃

f̃T


 =




[
∂FP,i

∂P̃

] [
∂FP,i

∂f̃T

]

[
∂FT,i

∂P̃

] [
∂FT,i

∂f̃T

]




︸ ︷︷ ︸
=JF

·



P̃

f̃T


+




∂FP,i

∂ṼT

∂FT,i

∂ṼT




︸ ︷︷ ︸
=JV

·ṼT (3.18)

where JF is the Jacobian matrix obtained for the AC smallśsignal polariza-
tions and trap occupations, while JV is the column vector obtained for the
smallśsignal voltage waveform. JF has rank NPT which is the total number
of unknowns and equal to nD · (1 +NE,acc +NE,don), where nD is the number
of simulated domains, and NE,acc and NE,don are the number of energy dis-
cretizations for acceptor and donor traps, respectively. Equation (3.18) can
be further rearranged to obtain the quantities of interest in the calculation
of the smallśsignal admittance (and thus smallśsignal capacitance) in the
following form:

[j ω I − JF ]︸ ︷︷ ︸
=JTOT

∼

X = JV (3.19)

with I being the identity matrix, and
∼

X =
[
P̃ f̃T

]
/ṼT . The size of the

problem grows rapidly by increasing nD, NE,acc and NE,don, which makes
AC simulations computationally demanding. Moreover, to obtain a better
conditioning of the matrix JTOT , which is critical for the accuracy of the
numerical solution of the linearized system, all the entries of the matrix JF
are converted to a frequency in order to ensure that all the matrix elements
of JTOT have the same physical units.

The linear system can be solved for the unknowns
∼

X, and the quantities of
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interest can then be written as

P̃AV

ṼT
=

1

nD

nD∑

i=1

∼

X i (3.20a)

Q̃S,AV

ṼT
= − 1

nD




NPT,acc∑

i=nD+1

∼

X i +

NPT∑

NPT,acc+1

∼

X i


 (3.20b)

where NPT,acc is deőned as nD ·NE,acc.
With the linearized version of Equation (3.11) (ignoring the contributions of
possible leakage or charge injection from the contact MF ) and with Eq. (3.20),
it is possible to write the smallśsignal admittance as

Y =
ĨMF

ṼT
= j ω CS + j ω

(
CD

C0

P̃AV

ṼT
− CF

C0

Q̃S,AV

ṼT

)
(3.21)

whose imaginary part provides the smallśsignal capacitance, that is the main
focus of the AC analysis.

55



3. Ferroelectric Tunnel Junctions based on MFDM stacks

3.4.3 Simulation Results and Discussion

Figure 3.13: Comparison of measured (symbols) and simulated (lines) LSPV curves (a),
and LSCV curves (b), for an Al2O3 thickness tDE = 2nm. Simulations are shown for no
trapped charge (green line), and for a density of acceptor and donor type traps equal to
respectively Nacc=4.7 · 1013 cm−2 eV−1 and Nacc=5.4 · 1013 cm−2 eV−1 and over a 2.5 eV
energy range. Simulations for a 70% ferroelectric area in the HZO őlm (i.e. AFE/Atot=70%)
are also reported for Nacc = 5.9 · 1013 cm−2 eV−1 and Ndon = 9.6 · 1013 cm−2 eV−1. The
bias-independent trapping emission rate cMD0 = 2 · 104 s−1 was used in all simulation (see
Eq. (3.2) in Section 3.2). (©2022 IEEE)

Simulation of SSCV curves in ferroelectric materials and devices has
been investigated to a lesser extent in the literature compared to its LSPV
counterpart. In particular, it is unclear if both LSPV and SSCV curves
can be reproduced equally well in simulations using the same model and
material parameters. There is a consensus that LSPV measurements probe
the irreversible polarization switching, while SSCV measurements mainly
probe the reversible response of the device, typically interpreted as a domain
wall motion (DWM) [100]. While semi-empirical models to describe the DWM
have been successfully used [100], it has been argued that the DWM effects
are also adequately represented in the LGD equations [40], [103], thus even in
their smallśsignal linearization, provided that a nonśnegligible domain wall
coupling is considered. However, recent őrst principle calculations suggest
that in HfO2 the domain wall coupling should be negligible [93]. This aspect
highlights the interest for an analysis of both LSPV and SSCV curves using
the very same LGD model discussed in Section 3.2. Figure 3.13a reports the
experimental P − V curves corresponding to triangular pulses at a frequency
f = 1kHz used to calibrate the simulation model, and Fig. 3.13b shows also
an effective large-signal capacitance curve (LSCV), that was extracted by
dividing the current during the triangular pulse by the slope of the voltage
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3.4. Small Signal Analysis

Figure 3.14: Measured (box plot, blue) and simulated (lines) smallśsignal capacitance
curves at an AC frequency f=100 kHz and for the same device as in Fig. 3.13a. Mea-
surements correspond to ten nominally identical devices. Simulations with and without
trapping are displayed. The inset shows simulations at f=100 Hz. (©2022 IEEE)

ramp, namely as LSCV=IFTJ/(dVT/dt). Figure 3.13b conőrms that the
measured LSCV curves are much larger than the SSCV counterparts (see
Fig. 3.12a), due to the irreversible switching component. Figures 3.13a
and 3.13b also report the corresponding simulated LSPV and LSCV curves.
In simulations, the mean values of anisotropy constants α, β and γ are equal
to −3.8 · 108 m/F, −3.2 · 1010 m5/(FC2) and 7.9 · 1011 m9/(FC4), respectively.
A domainśtośdomain random Gaussian distribution of α, β, γ was introduced
in order to obtain standard deviation on the domain-wise coercive őeld
σEc=30% (normalized to mean value), which is higher than the one used in
Section 3.3. Simulations assume a fully ferroelectric HZO őlm (i.e. 100%
orthorhombic phase), unless otherwise stated. The switching resistivity was
set to ρ=110Ωm [94], which yields a ferroelectric characteristic time tρ ∼
144 ns. Both values are in agreement with previously reported ones for
HZO ferroelectrics, while the domain wall coupling k was set to zero, if not
otherwise stated, by following recent őrst principle calculations for HfO2 [93].
Since tρ sets the timeśscale of the ferroelectric dynamics, it also sets the
maximum AC frequency at which a ferroelectric smallśsignal response can be
observed, with fρ ≃ 1/tρ. Trap parameters and trapping rates can be found
in the caption of Fig. 3.13. For the simulations reported in this section, the
simpler trapping model discussed in Section 3.2 was used and it was also
assumed that trapping and de-trapping only occurs with the MD contact,
essentially setting cnMF0 = 0. Figure 3.13a shows that simulations neglecting
any trapping at the FE-DE interface result in much narrower and more tilted
curves compared to experiments. This behavior has been already emphasized
in Section 3.3, including the links to the previous literature. To reconcile
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Figure 3.15: Capacitance simulations as in Fig. 3.14 but for different values of the domain
size d with all other simulation parameters being the same. The AC frequency is f=100
kHz. Same measurements as in Fig. 3.14 are also shown (box plot, blue).

simulations with experiments, a substantial density of traps at the FE-DE
interface has been assumed and consistent with values extracted in [102], [104].
As expected, this trend is also observed in LSCV curves, where simulations
neglecting trapping show a large discrepancy with experiments, while the
agreement improves remarkably with the inclusion of traps.

The simulations without traps do not exhibit the capacitance peaks at the
coercive VT voltages observed in experiments, following the same qualitative
trend observed in LSPV experiments with lower trap densities.
Simulations with traps reproduce quite well the capacitance at large |VT |
values and the coercive voltages, but they overestimate the measured peak
capacitance. At lower frequencies the discrepancy with experiments increases
(see inset of Fig. 3.14), because the simulated smallśsignal capacitance grows
signiőcantly due to AC response of traps (which is negligible at f = 100 kHz
due to the choice of cnMD0, see caption of Fig. 3.13), whereas in experiments
this increase is much less pronounced (see also Fig. 3.12a). One possible
explanation of this mismatch could be attributed to traps being located not
only at the interface between the two materials but also in the ferroelectric
bulk, thus possessing multiple different and longer time constants with respect
to the one used in simulations. Figure 3.15 reports simulations for different
ferroelectric domain sizes d used in the LGD model and, as it can be seen, the
simulated capacitance is not signiőcantly affected by a reduction of d down
to a value d = 0.6 nm comparable to the HZO unit cell. It is interesting to
notice that when the size d is reduced, the model approaches a continuous
formulation [53], and this will be further discussed in Chapter 5. Figure 3.16a
illustrates the effect of a non-negligible domain wall coupling k, which is
expected to augment the capacitance contribution by the inclusion of domain
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3.4. Small Signal Analysis

Figure 3.16: Measured and simulated capacitance as in Fig. 3.14 but for: (a) different
values of the domain wall coupling k; (b) 70% fraction of ferroelectric over total area. The
AC frequency is f=100 kHz. For higher k values the behaviour of the curves is closer to a
single domain ferroelectric.

wall motion. Aside from being in contrast with őrst principle calculations
[93], larger k values exacerbate the discrepancy with experiments in the
peak capacitance region. Furthermore, an increase of k also degrades the
agreement with the experimental PśV curves. Recalling that in HZO őlms
the fraction of orthorhombic ferroelectric phase can reasonably vary between
50% to 70% [105], in Figs. 3.13a and 3.13b it is revealed that simulations
with 70% ferroelectric area (i.e. AFE/Atot = 70%) can still reproduce well
the experimental LSPV and LSCV curves by adjusting the trap densities (see
caption of Fig. 3.13).
Moreover Fig. 3.16b shows that, by accounting for a nonśferroelectric area in

the HZO őlm, the simulated peak capacitance in SSCV curves is reduced (for
őxed values of the LGD anisotropy constants), thus improving the agreement
with experiments, particularly for the positive VT values.
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3.5 Chapter conclusions

The theory and application of the PUND measurement technique in
MFDM structures has been revisited by employing analytical derivations and
numerical simulations. The interplay between the depolarization őeld and
charge trapping in an MFDM stack makes it difficult to obtain from the
terminal currents alone an accurate estimate of the spontaneous polarization
switched in the P or in the N pulse.

The discrepancies between QPU and P
(P )
AV were systematically analyzed

for various dielectric layer thicknesses tD and trap densities at the FE-DE
interface, thus exploring a wide range of different conőguration for the com-
pensation of the ferroelectric polarization and the resulting depolarization
őeld. Simulations allow the inspection of all the physical quantities at play,
especially those not usually observable in experiments, therefore the present
analysis provided an insight on the main sources of inaccuracy for the PUND
measurement applied to MFDM structures.
Aside from the discrepancies between QPU and P

(P )
AV that can be identiőed as

an error of the PUND technique, it should be understood that neither the
QPU nor the P

(P )
AV of an MFDM structure represent a good estimate of the 2Pr

of the underlying ferroelectric. The depolarization őeld can be large at zero
external bias, therefore the MFDM structure at VT = 0 V is not a good repre-
sentation of the ferroelectric material at zero ferroelectric őeld. More precisely
the QPU of the PUND technique underestimates the non-reversible switched
polarization P

(P )
AV during the P pulse, which in turn underestimates the 2Pr of

the ferroelectric. The differences between these quantities depend on tD and
on the density of traps, which may lead to artifacts possibly hindering the
characterization of the tD dependence of the MFDM ferroelectric properties.
Of course, it would be extremely useful to suggest corrections to the PUND
technique or to propose a novel technique designed for MFDM structures
that can account for the depolarization őeld, and maybe even separates the
switched polarization from the trapped charge. Presently, however, there is
no straightforward way of achieving such targets in an MFDM structure, and
by relying exclusively on quantities accessible in experiments. In this respect,
the only possible conclusion prompts the necessity of more work to improve
the electrical probing of spontaneous polarization in ferroelectric-dielectric
hetero-structures.
Along with an extensive analysis on largeśsignal behaviour of FTJs, the
experimental characterization and numerical modelling of their small-signal
behaviour was carried out. In particular, smallśsignal simulations were per-
formed with the linearization of the same model used to simulate largeśsignal
quantities, allowing to establish a direct link between large and smallśsignal
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simulated results. The AC response of spontaneous polarization is not neces-
sarily due to domain wall motion as previously reported in literature, in fact
the domain wall coupling k was set to zero in simulations and its increase
seems to impair the agreement with experiments. By duly accounting for a
fraction of non-ferroelectric domains in the HZO őlm, the agreement with
experiments of simulated SSCV curves is improved.
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Chapter 4

Modeling of P − V urves and

Negative Capacitance

Experiments for Antiferroelectric

ZrO
2

4.1 Introduction to Antiferroelectricity

Antiferroelectricity is a material property that was observed in perovskites
materials [106] and more recently also in hafnium-zirconium-based oxides, in
particular ZrO2, which exhibit also ferroelectricity and are of great interest
due to their scalability and CMOS process compatibility. Antiferroelectric
materials are already employed in a wide range of applications such as energy
storage capacitors, electrical actuators and non-volatile memories [107]. Anti-
ferroelectric materials display a double hysteresis in their polarization versus
electric őeld characteristic (see Fig. 4.1) and, contrary to their ferroelectric
counterpart, possess no memory state. It has been demonstrated, however,
that by introducing a built-in electric őeld in the device the hysteresis can
be shifted and thus obtaining a non-volatile memory [108]. In fact, anti-
ferroelectric materials promise a few advantages over ferroelectric materials
for memory applications. For example, ferroelectric hafnium oxides have a
high coercive őeld that tends to reduce the cycling endurance [108]ś[111].
Antiferroelectric materials, instead, have shown better endurance properties
[112], that have been attributed to a smaller electrical stress due to the
fact that one of the two memory states is non-polar [108], to a lower charge
injection [113], as well as to different switching mechanisms [113], [114].

In most perovskites, such as PbZrO3, antiferroelectricity has been ascribed
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for Antiferroelectric ZrO2

Figure 4.1: Total polarization versus applied electric őeld characteristic of antiferroelectric
materials. a) In perovskites, the macroscopic zero polarization for zero applied electric őeld
is the result of two sub-lattices having anti-parallel polarizations (blue and red arrows)
leading to a net zero polarization. The sub-lattices can be aligned with the applied őeld,
displaying the characteristic double hysteresis of antiferroelectric materials. Kittel’s model
is used to describe this physical picture. b) In zirconium oxides (i.e. ZrO2) the zero
polarization at zero applied electric őeld is due to the microscopic non-polar nature of the
material, which undergoes a phase transition (from tetragonal to orthorhombic [115]) with
the application of a large enough electric őeld, thus displaying polar properties and the
characteristic double hysteresis. In this case Kittel’s model may not be the most accurate
choice for the description of the material [116].

to a macroscopically non-polar ground state stemming from the anti-polar
alignment of polar domains [117], [118], which can be re-aligned by the
application of an electric őeld, as depicted in Fig. 4.1a. This is the physical
picture behind the phenomenological Kittel’s model of antiferroelectricity [106],
where two sub-lattices that constitute the unit cell are described with anti-
parallel polarization and concur to deőne the free energy of the antiferroelectric
material. A more pragmatic compact model for antiferroelectric capacitors
can be also based on the nucleation limited switching approach [119], or on
the Preisach’s model [120].
In hafnium and zirconium-based materials [121], however, the microscopic
picture behind antiferroelectricity (especially for ZrO2) is fundamentally
different compared to PbZrO3 and similar perovskites. In fact, ab-initio
calculations have revealed that the energy ground state of thin ZrO2 őlms is
tetragonal [115], which has been also conőrmed by GIXRD measurements [108],
[116], [121], so that at zero applied őeld the material is microscopically non-
polar [115], [122]. By applying an electric őeld to the ZrO2, a phase transition
is induced from the non-polar tetragonal phase to a polar orthorhombic phase,
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which is the phase also responsible for ferroelectricity in Hafnium-Zirconium
Oxides (HZOs). This behaviour is qualitatively illustrated in Fig. 4.1b.

While Kittel’s model gives an adequate description for antiferroelectric
materials having an anti-polar alignment of the domains, it may not be the
most appropriate choice to describe the physical picture governing the antifer-
roelectricity in ZrO2, which, as stated before, is quite different from the one
observed in perovskites. Therefore, in this chapter the LGD model is used to
describe antiferroelectricity in ZrO2 and an analytical procedure to extract the
material parameters of the antiferroelectric ZrO2 is proposed. Such procedure
is developed within the framework of the multiśdomain Landau, Ginzburg,
Devonshire (LGD) model described in Section 3.2, whose applicability to
antiferroelectric materials with microscopically non-polar ground state will
be discussed in this chapter.
One advantage deriving from the employment of an LGD-based model to
describe antiferroelectric properties of ZrO2 is its ability to describe Negative
Capacitance (NC) behaviour of ferroelectric materials [40], [76]. Negative
Capacitance refers to the negative slope in the theoretical spontaneous po-
larization P versus applied electric őeld EF characteristic of ferroelectric
materials that stems from the Landau polynomial used to describe the to-
tal energy of the system and leads to a negative value of the differential
capacitance deőned as ∂PT/∂EF (see Fig. 4.2). NC operation is unstable
Metal-Ferroelectric-Metal (MFM) stacks, and therefore cannot be observed
in MFM structures. To this purpose, different device architectures have been
proposed to display NC behaviour, such as stacks with one or two dielectrics to
prevent charge injection and the stabilization of the ferroelectric spontaneous
polarization [52], [55].
With the LGD parametrization proposed in this chapter, it is possible to
obtain a negative slope also in the P -EF characteristic of antiferroelectric
materials, and the model can reproduce fairly well both quasi-static and
transient NC behaviour reported in [116]. Moreover, there are interesting
links between the NC operation in antiferroelectric stacks and the behaviour
of a ferroelectric layer sandwiched between two dielectrics experimentally
reported in [52].

4.2 Extraction of anisotropy coefficients for an-

tiferroelectric ZrO2

In this context, let us recall the expression of the Gibbs’ free energy for a
capacitor with metal electrodes and a ferroelectric (FE) or anti-ferroelectric
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for Antiferroelectric ZrO2

a) b)

Figure 4.2: Spontaneous polarization versus Electric Field characteristic sketch for
ferroelectric and antiferroelectric materials. a) Ferroelectric materials hysteresis is described
by an LGD polynomial having the characteristic S-shape. b) Antiferroelectric materials
hysteresis is described instead by an LGD polynomial possessing a double S-shape. In a)
the point P = EF = 0 is not stable.

(AFE) dielectric already introduced in Chapter 2. For a simple homogeneous
polarization picture, the Gibbs’ free energy of the system consisting of the
capacitor and the external battery can be written as [53]

G = αP 2 + βP 4 + γP 6 − EFE P − ε0εFE
2
FE

2
(4.1)

where ε0 is the vacuum permittivity, P , εF , EFE are the spontaneous polar-
ization, background permittivity and electric őeld of the FE or AFE material,
while α, β and γ are the anisotropy coefficients. The quasi-static P -EFE

trajectories are identiőed by the conditions (dG/dP )=0 and (d2G/dP 2)>0,
[123], namely

2αP + 4βP 3 + 6γP 5 = EFE (4.2a)

∂EFE

∂P
=2α + 12βP 2 + 30γP 4 ≥ 0 (4.2b)

Quasi-static experiments in a metal-FE-metal or metal-AFE-metal stack
probe the overall charge in the system, usually denoted as total polarization
PT ≈ Q = P + ε0εF EFE.

Figure 4.3a shows an example of the free energy landscape for a metal-
AFE-metal (M-AFE-M) system, and Eq. (4.2) prescribes that α be positive
in order to have a microscopically non-polar stable state at EFE ≈ 0 and
P ≈ 0. Figure 4.3b displays the experimental PT versus EFE curve recently
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Figure 4.3: a) Gibbs’ free energy landscapes calculated from Eq. (4.1) with the anisotropy
coefficients in Table 4.1, and for either a zero or a positive applied őeld EFE . At zero
őeld (blue curve) the point EFE = P = 0 is a free energy minimum and thus it is a stable
steady-state point for the system. The application of a positive EFE (purple curve) shifts
the energy minimum to a positive P . b) Measured total polarization versus applied electric
őeld in a TiN/ZrO2(9.5 nm)/TiN stack [124]. The meaning of points B and C is discussed
in the following sections. (©2023 IEEE)

reported for a ZrO2 capacitor [124]. In Fig. 4.3b, EB, EC denote the coercive
őelds corresponding respectively to the non-polar to positive and positive
to non-polar transition in the PT − EFE curve. In practice, the points (EB,
PT,B) and (EC , PT,C) can be identiőed as the points where the PT versus EFE

curve exhibits a clear change in the slope. In order to deőne an analytical
procedure for the extraction of material parameters in antiferroelectric ZrO2,
points B and C are assumed to correspond respectively to a maximum and a
minimum of the static EFE −PT relation implied by the LGD polynomial. In
Appendix C, the extrema of the EFE −PT relation are shown to coincide also
with those of the EFE − P relation, which in turn are readily identiőed by
the condition (∂EFE/∂P ) = 0 in Eq. (4.2b). Hence, the conditions ensuring
that the quasi-static PT -EFE trajectories include points B and C become

2α + 12β P 2
C + 30γ P 4

C = 0 (4.3a)

2αPC + 4β P 3
C + 6γ P 5

C = EC (4.3b)

2α + 12β P 2
B + 30γ P 4

B = 0 (4.3c)

2αPB + 4β P 3
B + 6γ P 5

B = EB (4.3d)
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From Eqs. (4.3a) to (4.3c) α, β, γ can be readily expressed as

α =
3

4

EC

PC

+
3

4

ECPC

5P 2
B − P 2

C

(4.4a)

β = − EC

8P 3
C

− 3

4

EC

PC (5P 2
B − P 2

C)
(4.4b)

γ =
EC

4P 3
C (5P 2

B − P 2
C)

(4.4c)

Eq. (4.4) provides the anisotropy coefficients in terms of EC , PC , PB. However,
the spontaneous polarizations PC , PB cannot be directly identiőed in the
experimental curves of Figure 4.3b, but they must be calculated by using the
relation P = PT − εF ε0EFE. This implies that the α, β, γ in Eq. (4.4) are
given in terms of EC , PT,C , PT,B and of the remaining parameter εF . In this
latter respect, it has been theoretically argued that εF should be considered
an adjustable parameter rather than a true material constant [125], and in
practice it is difficult to extract εF independently of α, β, γ. Therefore, by
substituting α, β, γ from Eq. (4.4) into Eq. (4.3d), it can be rearranged as

P 3
C(5P

2
B − P 2

C)

P 3
B(5P

2
C − P 2

B)
=
EC

EB

(4.5)

By recalling PC = PT,C − ε0εF EC and PB = PT,B − ε0εF EB, Eq. (4.5) can
now be solved for εF . Namely εF can be used as the fourth adjustable
parameter determined by Eq. (4.3), so as to ensure that the quasi-static
PT -EFE trajectories include the points B and C in Fig. 4.3b.

As it can be seen, Eq. (4.5) implies also (5P 2
B − P 2

C) > 0 (because 5P 2
C is

by deőnition larger than P 2
B), which in turn results in positive α, γ values

and in a negative β value (see Eq. (4.4)). As already mentioned, the positive
α value is consistent with the microscopically non-polar nature of thin ZrO2

őlms at a zero applied őeld and it is also consistent with previous literature
for antiferroelectric ZrO2 [126], [127]. Moreover, a positive α value is the only
possible choice in order to obtain no remanent polarization at zero applied
őeld.

In summary, the procedure to extract the anisotropy coefficients from
experiments requires to őrstly identify the points B and C in the measured
PT -EFE curves (see Fig. 4.3b). Then Eq. (4.5) can be solved numerically to
determine εF and, once εF is known, Eq. (4.4) provides expressions for α, β,
γ.
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4.3 Framework for numerical modelling

4.3.1 Single dielectric layer stacks

Figure 4.4: Sketch of a device structure corresponding to a metal-AFE-dielectric-metal
stack. a) sketch showing thickness tF of the AFE layer, the thickness tD of the dielectric
(DE), and the partition of the AFE layer in nD domains. b) focus on the nearest neighbour
domains included in the sum over n in Eq. (4.6), and describing the domain wall energy
contribution. d and w denote respectively the domain size and the width of the domain
wall region [53].

In Section 4.4 several comparisons between simulations and experiments
are reported and aim to validate the extraction procedure for the anisotropy
coefficients of ZrO2. All simulations were carried out by using the solver for
the multi-domain LGD equations that has been already discussed in [53],
[76], [128], as well as in Section 3.2. In this section, only a few aspects of the
simulation framework will be recalled because they are relevant for the cases
at study in this chapter. For an AFE or a ferroelectric material consisting of
nD domains as shown in Fig. 4.4, the dynamics of the polarization Pi in each
domain is described by Eq. (3.1), where the term QS,j is not present because
in this analysis charge trapping was not considered.

tF ρ
∂Pi

∂t
=−

(
2αi Pi + 4βi P

3
i + 6γi P

5
i

)
tF +

− tF
k

w

d

(d+ w)2

∑

n

(Pi − Pn)−
nD∑

j=1

(Pj +QS,j) /C
(dep)
i,j +

CD

C0

VT

(4.6)

with 1/C
(dep)
i,j =1/2(1/Cj,i + 1/Ci,j) and the terms Ci,j are the capacitive

couplings between domains, while the other parameters have already been
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described in Section 3.2. Given the similarity between the crystal chemistry
of ZrO2 and HfO2 [37], in simulations k was set to ≈ 0, as suggested by recent
őrst principle calculations for HfO2[129], similarly to simulations performed
in Sections 3.3 and 3.4. For each domain, the αi, βi, γi values were calculated
by using a Gaussian distribution of the coercive őelds with the mean EC ,
EB values used to extract the parameters in Table 4.1, and with a ratio
σEC = σEB between the standard deviation and mean value; εF is the same
in all domains. It is relevant to mention that, aside from charge trapping,
the dynamic equation is the same as the one used in the description of
ferroelectricity and the introduction of the antiferroelectricity is only due to
the values (and signs) of the anisotropy coefficients αi, βi and γi as discussed
in Section 4.1. All simulations were performed using nD = 400 domains with
a domain area of 25 nm2. The number of domains nD mainly inŕuences the
number of terms 1/C

(dep)
i,j which, as stated before, describe the capacitive

coupling between the i−th and j−th domain. However, such a capacitive
coupling decreases quite steeply with the distance between domains, so that
simulations become insensitive to nD for large enough nD values. Moreover,
for a M-AFE-M stack (without the DE layer in Fig. 4.4) the terms 1/C

(dep)
i,j

tend to zero because there is no electrostatic coupling between the domains
through the dielectric layer, which further reduces the sensitivity to nD of
the simulations results. The experimental PT versus EFE curves for AFE
ZrO2 sometimes exhibit a nonśnegligible polarization at zero őeld, that is
ascribed to the presence of ferroelectric domains. Therefore, in simulations,
a small fraction of ferroelectric domains can be accounted for in the model
by setting appropriate values of the anisotropy coefficients for such domains.
More precisely, for the LGD parametrization of ferroelectric domains in
ZrO2, educated guesses were used for the remanent polarization Pr ≃ 25
µC/cm2 and coercive őeld EC,FE ≃ 1.2 MV/cm consistent with [130], [131],
resulting in the following LGD parametrization: αFE = −5.94 · 108 m3/F,
βFE = 4.28 · 109 m5/(FC2) and γFE = 1.16 · 109 m9/(FC4), with every other
simulation parameter kept őxed.
For ferroelectric domains, the coercive őeld was randomly distributed using a
Gaussian distribution having the same σEC value used for antiferroelectric
domains. The domain dependent anisotropy coefficients have a spatially
random distribution across the domain grid, and their spatial distribution
does not practically affect the simulation results. This is not unexpected
especially for M-AFE-M stacks. In order to improve the agreement with
experimental data, in simulations it is also possible to include a small built-
in electric őeld in the ferroelectric material, possibly arising from a slight
workfunction difference at the two electrodes or from őxed charges in the
dielectric stack.
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4.3.2 Double dielectric layer stacks
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Figure 4.5: Sketch of the MDFDM device structure. a) 3D sketch where the thicknesses
of the three layers are highlighted. The capacitance of each dielectric layer is deőned
as CD−

= ε0εD−
/tD−

for either the top (T ) or bottom (B) dielectric. The background
capacitance of the ferroelectric layer is deőned as CF = ε0εF /tF . b) neighbours of the i−th
domain which enter in the calculation of the domain wall energy components of Eq. (4.7).
d is the domain size, w is the domain wall width.

For the simulation of MDFDM device stacks which will be later analyzed
in this chapter, the framework and the dynamics equation are essentially
the same as Eq. (3.1), the only variations present are due to the different
electrostatics energy terms (as shown in Section 2.5) resulting from the
presence of two dielectric layers instead of only one.

tFρ
∂Pi

∂t
=−

(
2αPi + 4βP 3

i − 6γP 5
i

)
tF+

−
[
tF
k

w

d

(d+ w)2

∑

n

(Pi − Pn)

]
+

−
[

nD∑

j=1

(Pj +QS,j) /C
(dep)
ij − VT

2

(
1 + Bi −

CS

CDS

)]
(4.7)

where 1/C
(dep)
i,j = 1/2(1/Cj,i + 1/Ci,j) and in this case Ci,j is deőned as

the contribution of the electrostatic coupling through the top and bottom
dielectric Ci,j = C

(top)
i,j +C

(bottom)
i,j . The overall series capacitance CS is deőned

as 1/CS = (1/CDT + 1/CF + 1/CDB) while the series capacitance of only the
dielectric layer CDS is deőned as 1/CDS = (1/CDT + 1/CDB). The term Bi is
deőned in Section 2.5. The equation considers ferroelectric domains having a
őxed domain wall width.
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4.4 Comparison with experimental results

α
[m/F]

β
[m5/(FC2)]

γ
[m9/(FC4)]

εF
[-]

tZrO2

[nm]
EBI

[kV/cm]
[124] 3.37 · 109 −1.57 · 1011 3.24 · 1012 23.76 5.3 0
[124] 3.56 · 109 −2.01 · 1011 4.50 · 1012 22.09 9.5 -50
[116] 2.95 · 109 −8.97 · 1010 1.09 · 1012 13.36 10 50

Table 4.1: Nominal values of the parameters extracted from Eqs. (4.4) and (4.5) for
experiments from [124] and [116]. EBI denotes a built-in electric őeld; the switching
resistivity ρ ∼ 400 Ωm was used in all simulations.
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Figure 4.6: Comparison between simulations and experiments for quasi-static PT versus
EFE curves of the TiN/ZrO2/TiN capacitors from [124]. The triangular voltage waveforms
at a 10 kHz frequency are shown in the insets. a) Thickness of the ZrO2 layer tZrO2

= 9.5
nm, points used for parameters extraction: (EB , PT,B) = (2.7 MV/cm, 9.5 µC/cm2); (EC ,
PT,C) = (1.1 MV/cm, 14.5 µC/cm2). b) tZrO2

= 5.3 nm, (EB, PT,B) = (2.9 MV/cm, 14
µC/cm2); (EC , PT,C) = (2.4 MV/cm, 16 µC/cm2).

Table 4.1 reports the material parameters extracted with the methodology
of this work from two experimental data sets, namely the PT -EFE curves
recently reported in [124] and [116]. Quite interestingly, from the parameters in
Table 4.1 one can calculate the zero őeld permittivity of ZrO2, which is deőned
as 1/ε0(∂PT/∂EFE) at EFE = PT = 0. By recalling PT = P + ε0εF EFE

and using Eq. (4.2a) for (∂P/∂EFE), the zero-őeld permittivity is readily
expressed as (εF + 1/(2αε0)).
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The zero őeld permittivity obtained from the parameters in Table 4.1 ranges
between 30 and 40, which is in good agreement with experimental values
in [132], [133]. The anisotropy coefficients in Table 4.1 provide the mean
values of the domain dependent αi, βi, γi parameters used in the numerical
simulations.

Figure 4.6 shows a comparison between simulations and experiments for
the PT−EFE curves of the M-AFE-M stacks reported in [124], and for the
materials parameters in Table 4.1. In Figure 4.6a, the 3% of the overall
domains were considered to be ferroelectric, with the parameters discussed
in Section 4.3, while for Fig. 4.6b no ferroelectric domains were included, as
it can be inferred from the fact that the hysteresis of the PT − EFE curve is
completely closed at zero applied electric őeld. In the model, the timescale for
the polarization dynamics is set by tρ = ρ/(2⟨α⟩) [76]. For ρ ≈ 400 Ωm (see
Table 4.1) the resulting tρ is ≈ 70 ns, which is consistent with the literature
for large area devices [134], and ensures that simulations in Fig. 4.6 are quasi-
static. While it could be argued that each stack could have its own ρ value, it
is important to mention that there is no direct measurement to extract ρ which
is usually inferred from polarization switching measurements [94]. Given the
lack of a direct information about the value of ρ, its value was kept őxed for
all stacks. The agreement between simulations and experiments is fairly good
for both tZrO2

values, thanks to a good symmetry of the experiments along
both the PT and EFE axis.
Fig. 4.7 reports a similar comparison for the experimental data set in [116],

where it was assumed that the 4% of the total domains is ferroelectric. The
agreement between simulations and experiments is still fairly good, but a
discrepancy in the negative EFE hysteresis can be noted. This is mainly due
to an asymmetry in the measured PT values for positive and negative EFE

at large |EFE|, possibly due to a non-negligible inŕuence of leakage. In this
latter respect, while in the experimental dataset in [124] the leakage effects
were compensated using the procedure described in [135], this is not the
case in [116], resulting in asymmetries in the measured PT . In fact, while
an asymmetry along the EFE axis can be included in the model through
a built-in őeld EBI (see Table 4.1), the LGD model is instead inherently
symmetric in the PT values, and this could be the reason for the lower quality
of the agreement between simulations and experimental data in Fig. 4.7.

The authors of [116] also reported transient negative capacitance (NC)
experiments, that are here analyzed by using the LGD model, as previously
reported for the NC behaviour in ferroelectric devices [52], [76], [136], [137]. In
the TiN/ZrO2/Al2O3/HfO2/TiN stack the undoped HfO2 layer is paraelectric
and the thicknesses are: tZrO2

= 10 nm, tAl203 ≈ 1 nm and tHfO2
= 8 nm. The

timescale of the voltage pulses in these experiments (now comparable to the tρ),
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Figure 4.7: Comparison between simulations and experiments for quasi-static PT versus
EFE curves of a TiN/ZrO2/TiN capacitor from [116]. The triangular voltage waveforms at
a 10 kHz frequency are shown in the inset. (EB , PT,B) = (3.1 MV/cm, 12 µC/cm2); (EC ,
PT,C) = (1.6 MV/cm, 18 µC/cm2). (©2023 IEEE)

and the relatively thick dielectrics were purposely chosen to minimize the role
of charge injection and trapping [116]. Therefore, the simulations in transient
regime neglect trapping, which has been shown to be instead important in
quasi-static measurements for MFDM stacks with a thin dielectric layer.

Figure 4.8a and 4.8c compare the simulated and experimental PT − Vmax

curves for a pulse width of respectively of 275 ns and 1 µs, where Vmax is
the amplitude of the voltage pulse and the simulated PT values have been
extracted following the deőnition in [116], where the polarization values were
obtained by subtracting the total polarization at the peak (either positive
or negative) and at the end of the voltage pulse for each applied Vmax. Fig-
ure 4.8b and 4.8d display the corresponding plots for the PT versus an effective
electric őeld, EEFF , across the ZrO2 layer. In experiments the EEFF cannot
be directly probed, hence it was estimated as EEFF ≈ (Vmax −PT/CD)/tZrO2

,
where CD ≈ 1.78 µF/cm2 is the effective capacitance of the Al2O3-HfO2 series
[116]. In the simulations of Fig. 4.8b and 4.8d, the EEFF was calculated
according to the same deőnition given in [116]. Figure 4.8 shows that the same
ZrO2 parameters already employed in Fig. 4.7 (Table 4.1), both LGD mean
values and their statistical distribution, can provide a fairly good agreement
also for transient NC experiments, with a matching between simulations and
experiments that is similarly good for the two different pulse widths.
Figure 4.9 reports a similar comparison between simulations and experi-
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Figure 4.8: Comparison between simulations and experiments for transient negative
capacitance measurements in a TiN/ZrO2/Al2O3/HfO2/TiN capacitor [116]. (a, c) PT

versus Vmax curve for pulsed measurements with pulse width of 275 ns and 1 µs, respectively.
(b, d) Corresponding PT versus effective őeld, EEFF , curve. (©2023 IEEE)

mental data for an HZO-based ferroelectric material stacked in two different
conőgurations. An asymmetric structure, which resembles the device archi-
tecture of FTJs, but where the dielectric layer is relatively thick in order to
prevent charge injection. A second structure that is instead symmetric, where
the ferroelectric material is sandwiched between two thinner dielectric layers.
In these device conőgurations, the dielectric is Al2O3. The measurement setup
behind these experiments is conceptually the same as for the measurements
in Fig. 4.8, where fast voltage waveforms are used to prevent charge injection
and polarization screening, and the PT values are also extracted with the
same procedure reported in [116].
All simulation parameters are reported in the caption of Fig. 4.9. Figures 4.9a
and 4.9b show the NC operation for the asymmetric structure and show
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Figure 4.9: Comparison between simulations for nD = 400 domains and experiment for
NC operation in asymmetric and symmetric stack. The ferroelectric layer is 10 nm thick
with the background dielectric constant εF = 31 in both structures and the total thickness
of the dielectric layer is 10.8 nm with dielectric constant εD = 9.08. α, β and γ used
in these simulations were set to −8.22 · 108 m/F, −1.26 · 1010 m5/(FC2) and 7.46 · 1011
m9/(FC4), respectively. a, b) report the PT -Vmax and the PT -Eapp characteristics for the
asymmetric stack. c, d) report the same information but for the symmetric stack.

that the transient NC can be observed only for positive applied voltages, in
fact in Fig. 4.9a only one change in the slope can be identiőed. This was
ascribed to the presence of a őxed charge at the interface between the two
layers that stabilizes only one polarity of the polarization [52]. On the other
hand, Figures 4.9c and 4.9d show that NC behaviour can be observed for
both voltage polarities and the same ferroelectric LGD parameters in the
symmetric stack, as it can be seen by the two slope changes in Fig. 4.9c. In
fact, in Section 2.5.1 it is shown that, if the two interfaces have the same
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interfacial őxed charge and the dielectric layers have the same capacitance, the
electric őeld in the ferroelectric layer is null for a zero external bias and both
polarities of the polarization can be stabilized. Consequently, a positive and a
negative external voltage can induce a polarization reversal. It is interesting
to notice that these latter results closely resemble the ones illustrated in
Fig. 4.8. This similarity can be attributed to the non-polar ground state
of the ZrO2, which results in a negligible interfacial trapped charge during
the fabrication process [116], which is different from ferroelectric-dielectric
hetero-structures where the ferroelectric tends to be always in a polar state.
The results in this section support the validity of the extraction procedure for
the material parameters of antiferroelectric ZrO2 and, moreover, highlights
the versatility of the simulation framework in the analysis of quasi-static and
transient NC regimes for both antiferroelectric and ferroelectric materials.

4.5 Chapter conclusions

In this chapter, a procedure to extract the material parameters for the
LGD model of antiferroelectric ZrO2 őlms has been proposed, which is con-
sistent with the microscopically non-polar nature of the zero őeld state in
antiferroelectric ZrO2 [116]. The points (EB, PT,B) and (EC , PT,C) necessary
to extract the anisotropy coefficients for the LGD model can be reliably
identiőed by a distinct change in the slope of the PT − EFE curves (see
Fig. 4.3b), provided that the curves are not signiőcantly distorted by leakage
and that they display a full hysteresis loop (as opposed to minor loops). The
extraction methodology was successfully validated by analyzing quasi-static
PT − EFE curves of different M-AFE-M stacks, where a small percentage
of simulated domains was considered to be ferroelectric in order to explain
and reproduce the residual polarization at zero őeld observed in some of the
ZrO2 őlms [124]. Moreover, both the methodology and simulation framework
were further validated by analyzing recent antiferroelectric experimental data
of PT − EF in both quasi-static and transient NC regime. Interesting links
between NC operation in antiferroelectric materials and ferroelectric materials
were also emphasized.

The analytical procedure for the extraction of the material parameters
of antiferroelectric ZrO2 has a clear physical background and it is easy to
implement. The overall őtting results, however, can be less accurate than
those obtained with more phenomenological approaches [119], [120], whose
parameters are extracted by employing numerical optimization procedures.
The analysis of antiferroelectric ZrO2 layers can has possible applications
in ferroelectric non-volatile memories and memristors, as well as in devices
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exploiting the negative capacitance operation.
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Chapter 5

Switching Propagation with LGD

Model

5.1 Introduction

Thanks to the discovery of ferroelectricity in CMOS processing compatible
ŕuorite-type Hf0.5Zr0.5O2 [138], and wurtzite-type Al1–xScxN materials [139],
many perspective applications of ferroelectrics in electronic devices have
emerged, including memories, transistors and memristors [1], [140].

Crucial to all applications is the understanding of the Polarization Re-
versal (PR) measurements. These measurements aim to understand the
switching dynamics of ferroelectric materials and they are usually carried out
by pre-setting the ferroelectric material in a known polarization state, then
applying an electric őeld pulse with őxed magnitude and variable duration of
the pulse. The duration of the pulse can go from hundreds of nanoseconds
to tens of milliseconds, depending on the intensity of the applied electric
őeld. After such a pulse, the device is reset by using a resetting waveform
during which it is also measured the polarization that had been switched
during the polarization reversal pulse. With this procedure, it is possible
to extract the fraction of switched spontaneous polarization over time for
different magnitudes of applied electric őelds.
By analyzing ferroelectric samples with Piezoresponse Force Microscopy
(PFM) measurements, it has been clearly established that Polarization Rever-
sal in ferroelectric materials occurs as a non-uniform process [49], where the
reversal starts from only a few sites, called nucleation sites, and then expands
from the sites in larger regions. It is also usually assumed that virtually
all nucleation events are caused by extrinsic causes, and occur at lattice
defects or grain boundaries [40]. Moreover, grain boundaries are usually
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responsible for the stop of the reversal process [47] and this is very relevant
for poly-crystalline materials, which naturally have a remarkably high number
of grain boundaries.
As stated in Section 2.2, the polarization reversal in epitaxial materials is
usually described with the phenomenological Kolmogorov-Avrami-Ishibashi
(KAI) model [44]

P (t) = 2Pr ·
{
1− exp

[(
− t

τ

)n]}
(5.1)

where n is the dimension of the domain growth (usually n = 2) and τ is
the characteristic switching time, that is known to depend on the nucleation
rate and the domain wall velocity [141]. Normally, τ is extracted from
measurements and in particular is assumed as the time when the polarization
reversal reaches the 63% threshold. The dependence of τ on the applied
electric őeld Eapp is usually expressed in terms of the Merz’ Law [142]

τ = t0 · exp

(
Ea

Eapp

)
(5.2)

where Ea is the so-called activation őeld, which can be extracted as the
slope of the experimental log10(τ) versus 1/Eapp characteristic, and t0 is a
őtting prefactor [141]. The idea behind the KAI model is the unrestricted
propagation of a nucleation in a crystal with inőnite size [44], and it is
applicable to single-crystal or epitaxial materials having very large grain sizes
[143]. This model, however, proves to be ineffective in the description of poly-
crystalline ferroelectric materials, especially at very low applied electric őelds.
In more general terms, the model is not suitable to describe experimental
datasets where the polarization reversal characteristic displays a polarization
switching over a broad range of times [47].
To overcome the limitations of the KAI model a reformulation has been
introduced where a statistical distribution of the characteristic switching time
is introduced, in order to better describe the polarization reversal experiments
in ferroelectric thin őlms that are usually poly-crystalline [47], [48]. The poly-
crystalline nature of the material results in a large number of grain boundaries
that stop the propagation of the nucleation and unther these circumstances
the dominating mechanism behind polarization reversal becomes the rate
of nucleation events. In this framework, also called Nucleation-Limited
Switching (NLS), the propagation of a nucleation occurring in a grain is
almost instantaneous considering the size of the latter. The equation of the
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NLS model is the following

P (t) = 2Pr ·
+∞∫

−∞

{
1− exp

[(
− t

tN

)]}
F (log10(tN)) d(log10(tN)) (5.3)

where now the KAI-like term between brackets is weighed with a probability
density function F (−) for the nucleation times with tN being the nucleation
time. Usually, F is taken as a Lorentzian probability density function [48],
[144]

L(log10(tN)) =
Aw

π
[
(log10(tN)− log10(tM))2 + w2

] (5.4)

where tN is again the nucleation time, A is a normalization constant, w is
deőned as the half-width-at-half-maximum of the Lorentizan and tM is the
mean time of the nucleations. Examples of this function will be reported later
in this chapter.
Figure 5.1 reports a useful comparison of switching times that highlights the
difference between KAI and NLS behaviour in polarization reversal measure-
ments. By deőning tinc as the time needed for the polarization reversal to
reach the 20% of the overall switching dynamics and tsw as the additional
time (after tinc) to reach the 80% of the switching. Figure 5.1 clearly shows
that a KAI-like behaviour is characterized by a fairly constant ratio tsw/tinc
(cross and hexagonal markers) for different applied electric őelds, while for
the NLS-like behaviour this ratio steeply increases at lower applied őelds
(remaining markers).
KAI and NLS models provide a phenomenological description of the Polariza-
tion Reversal in ferroelectric materials, however, in the context of the more
physics-based Landau, Ginzburg, Devonshire (LGD) framework, Polarization
Reversal measurements have received less attention than other types of mea-
surements [145], such as quasi-static largeśsignal P-V, smallśsignal C-V and
transient Negative Capacitance [52], [53], [146], [147]. Moreover, the LGD
framework has been universally employed assuming an intrinsic nucleation
scenario, where the ferroelectric material parameters are calibrated so as to
have the őeld for intrinsic nucleations similar to the coercive őeld extracted
from P − V measurements, namely to have EIN ≈ EC,exp. However, it has
been repeatedly reported in ab-initio studies that the calculated coercive
őeld, EIN , for an intrinsic nucleation is much larger than the coercive őeld,
EC,exp, observed in P − V experiments [148], [149], which is consistent with
the extrinsic nature of nucleations.
Summarizing, the LGD model is used to describe intrinsic nucleation events
with the extrinsic ones simply being neglected. In this chapter, the LGD

81



5. Switching Propagation with LGD Model

10−2 10−1 100

Eapp [MV/cm]

0

20

40

60
t s
w
/t
in
c

[-
]

Exp Data [48]

Exp Data [150]

Exp Data Epi [49]

Exp Data Poly [49]

Exp Data [141]

Exp Data [151]

Figure 5.1: Switching times ratio versus applied electric őeld for different experimental
datasets. Switching times ratio is constant for materials exhibiting KAI-like behaviour
while it greatly increases at lower applied electric őelds for materials exhibiting NLS-like
behaviour.

model based on intrinsic nucleations and calibrated against P − V measure-
ments will be proven to be quite ineffective in reproducing PR experiments,
exhibiting large discrepancies between simulations and experimental data.
The discrepancies can be reconciled by implementing a revised version of
the model, in which the LGD framework is not used to describe intrinsic
nucleations but rather to enable the propagation of the polarization switch-
ing triggered by extrinsic nucleations, with a coercive őeld for propagation,
ESP , much smaller than EIN . The results show that the revised model can
improve the agreement with P − V and polarization reversal experiments
for different data sets, and also help elucidate the differences between PR in
poly-crystalline and epitaxial ferroelectrics.

5.2 Nucleation and propagation in LGD model

We here start by recalling the thermodynamic potential employed in
the LGD model for the description of a ferroelectric material reported in
Section 2.3
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U(P,∇P ) =
∫

V

[
αP 2 + βP 4 + γP 6 − ε0εF

2
E2

app − Eapp · P + k |∇P |2
]

︸ ︷︷ ︸
=g(P,∇P )

drdz

(5.5)
This thermodynamic potential is a functional of the polarization and it is used
to write the dynamic equation for the spontaneous polarization P (assumed
to be aligned along the axis z) according to the Landau-Khalatnikov equation,
(already discussed in Chapter 2)

ρ
∂P

∂t
= −δU(P,∇P )

δP
(5.6)

where Eapp denotes the z component of the electric őeld in the ferroelectric,
α, β, γ are the anisotropy coefficients, ρ is a resistivity setting the time
scale tρ = ρ/(2|α|) of the dynamics, and k is the domain wall coupling
factor [53], [128]. All these parameters were already introduced in Chapter 2
and Section 3.2.
The notation δU(P,∇P )/δP indicates the variational derivative of the LGD
energy functional, which can be evaluated as [152]:

δU

δP
=
∂g

∂P
−∇ ·

(
∂g

∂(∇P )

)
(5.7)

In previous chapters, the starting point of the derivations has always been the
discretized version of the Gibbs’ energy functional g, where the domain-wise
polarization Pi becomes an algebraic unknown, and the ferroelectric material
is divided in nD domains having a őxed domain size d and domain wall width
w. Under these approximations, the Gibbs’ free energy becomes a function of
the polarizations Pi in each domain. In this chapter, instead, for the moment
we continue with the continuous formulation in Eq. (5.5) and then evaluate
the functional derivative in Eq. (5.7) as

δU

δP
= 2αP + 4βP 3 + 6γP 5 − Eapp − 2k∇2P (5.8)

According to Eq. (5.6), the dynamic equation for the spontaneous polarization
is:

ρ
∂P

∂t
= −2αP − 4 βP 3 − 6 γP 5 + Eapp − 2k∇2P (5.9)

This approach results in some differences with the previous implementations
that we will get back to and clarify in Section 5.3.
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5. Switching Propagation with LGD Model

Equation (5.9) entails two possible switching mechanisms triggered by a large
enough Eapp.

The őrst is the Intrinsic Nucleation (IntNucl), which is mainly governed
by α, β and γ, that in the LGD framework set the coercive őeld of the
ferroelectric material, and describes the ŕipping of the elementary dipole.
By setting to zero the value of the domain wall coupling k in Eq. (5.9) it is
possible to calculate the energy barrier for the intrinsic nucleation of a single
polarization site. In particular, the energy required for a uniform switching
UIN can be expressed by UIN = (3

√
3/8)Pr/EIN (energy per switched volume),

where Pr is the remanent polarization and EIN is the coercive őeld for the
intrinsic nucleation (see Fig. 5.2a).

The second mechanism is the propagation of an extrinsic nucleation, which
is mainly governed by k. In fact, as it can be seen in Fig. 5.2b, while the
energy barrier UIN for an intrinsic nucleation can be quite large, by employing
a non-negligible value of the domain wall coupling factor k the energy required
to propagate the nucleation, USP , can be quite lower than UIN .

While in the conventional LGD model based on the IntNucl scenario the
anisotropy coefficients are calibrated to reproduce the remanent polarization,
in the Extrinsic Nucleation (ExtNucl) scenario discussed in this chapter,
instead, the LGD model describes the switching propagation triggered by
extrinsic nucleations.

a) b)

Figure 5.2: a) Energy landscape for the homogeneous switching. b) Energy landscapes
at Eapp = 0 for the polarization transitions shown in the sketches. UIN is the energy
barrier for the intrinsic nucleation and USP is the barrier for the propagation of nucleations
obtained with a nonśnegligible k value.

By assuming that an extrinsic nucleation occurred at a given site, then the
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energy barrier USP for switching propagation can be much smaller than the
barrier UIN for intrinsic nucleation (see Fig. 5.2b). The corresponding coercive
őeld, ESP , that triggers propagation is also much smaller than EIN . Therefore,
a novel formulation of the LGD model based on the Extrinsic Nucleation
(ExtNucl) scenario is explored, where now the anisotropy coefficients are
calibrated to reproduce Pr but result in an EIN , much larger than EC,exp.
EC,exp is instead reproduced by tuning the domain wall coupling factor k so
as to obtain ESP ≈ EC,exp. In this scenario, large site-to-site variations of
EIN become unnecessary, but a őeld-dependent rate of extrinsic nucleation
events is introduced, which is further discussed in the next sections.

5.3 Simulations and Comparison to Experiments

i nn

n

n

Figure 5.3: Sketch of a ferroelectric capacitor. The polarization is considered positive
(red arrow) when aligned with the versor z, otherwise it is considered negative. Elementary
sites obtained by discretization are labeled with the letter i. The neighboring sites used in
the discretized version of the Laplacian operator are labeled with the letter n and are used
in Eq. (5.10).

In this section, the IntNucl and ExtNucl version of the LGD model are
compared with experimental data, chosen among measurement sets reporting
both P−V and polarization reversal data for the same samples. Equation (5.9)
is numerically solved by using real-space discretization so as to obtain

ρ
∂Pi

∂t
= −2αiPi − 4βiPi − 6γiPi + Eapp −

2k

d2

∑

ni

(Pi − Pni) (5.10)

where d is the size of the elementary polarization site, and αi, βi, γi depend
on the site i and −∑ni(Pi − Pni) is the discretized version of the Laplacian
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5. Switching Propagation with LGD Model

operator obtained by expressing the derivatives according to a central őnite
difference representation.
Differently from previous implementations of the LGD model which assumed
uniform polarization inside each ferroelectric domain (or grain) and a őxed size
for the domain and domain wall region [53], [79], [153] (see also Chapters 3
and 4), here Eq. (5.10) describes the elementary polarization sites inside
a ferroelectric domain (or grain), and in all calculations the size d of the
discretization step is set to 0.5 nm, namely approximately the unit cell size
of actual ferroelectric materials [154], [155].
In the simulation of poly-crystalline ferroelectric materials (e.g. doped HfO2)
square domains with a 5.5 nm side (i.e. 11×11 elementary sites) are used, and
the grain boundaries that stop the propagation of the polarization switching
are emulated by setting to zero the domain wall coupling k of the elementary
sites surrounding each domain (see Fig. 5.4a). In epitaxial materials (e.g.

b) Epitaxial ferroelectric

5.5 nm

5.5
n
m

a) Poly-crystalline ferroelectric

Figure 5.4: Sketch of the simulation arrangement for a poly-crystalline or an epitaxial
material. Red squares indicate nucleated sites. (a) In poly-crystalline ferroelectrics, domains
having a 5.5 nm side are separated by a dielectric border (solid black line) where the
switching propagation is blocked. b) Epitaxial materials have much larger grains which
would require a great computational effort and so, to reduce the computational burden
periodic boundary conditions were used: the simulated area (darker square) is replicated
indeőnitely by periodization essentially emulating the behaviour of much larger areas.

PZT samples from [141]), given the relatively large grain size with respect
to poly-crystalline materials, periodic boundary conditions were used in
order to emulate larger device areas with a tolerable computational effort.
Periodic boundary conditions replicate the simulated domain indeőnitely, thus
effectively emulating the switching propagation that occurs in large domains
(see Fig. 5.4b).
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Differently from previous chapters, here a őeld-dependent resistivity ρ =
ρ(Eapp) was used. The dependence is based on the Merz’ Law already
introduced in Section 5.1 [142]

ρ = ρ0 · exp

(
Ea

Eapp

)
(5.11)

where Eapp is the applied electric őeld and Ea being the activation őeld that
can be extracted by polarization reversal measurements [48], [141].

5.3.1 Intrinsic Nucleation LGD Model

x

y

a) b) c)

Figure 5.5: IntNucl scenario showing: (a) site to site variations of EIN , (b) intrinsic
nucleation at sites with smallest EIN and time t1, (c) switching propagation at time t2 > t1.

Figure 5.5 represents the IntNucl scenario. In particular, Fig. 5.5a shows
the statistical distribution of the switching elements in the IntNucl scenario,
and Figs. 5.5b and 5.5c show that only sites having EIN ≤ Eapp produce a
polarization switching (Fig. 5.5b), which then propagates to the adjacent
sites (Fig. 5.5c) depending on the value of k. In this scenario, the LGD
model is calibrated to have EIN ≈ EC,exp, and then site to site variations
of EIN are typically introduced to reproduce the tilted LargeśSignal P − V
measurements.
Figure 5.6a reports a comparison between simulations obtained with the

IntNucl LGD framework and experiments for the poly-crystalline, Si-Doped
HfO2 samples in [48], where the total polarization is deőned as PT = P +
ε0(εF − 1)Eapp, with εF being the background polarization constant for
the ferroelectric material. The corresponding values for EIN and Pr are
reported in Table 5.1. Consistently with [48], [129], in Fig. 5.6 a null domain
wall coupling factor k was assumed resulting in a negligible domain wall
propagation. Table 5.1 and Fig. 5.6a show that the mean value for EIN is
close to EC,exp (as anticipated in Section 5.2), and it is much smaller than the
ab-initio predicted values larger than 5 MV/cm [148], [149]. Moreover, a quite
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Figure 5.6: Comparison between IntNucl LGD simulations and experiments for poly-
crystalline, Si-doped HfO2 capacitors [48]. (a) Total polarization PT versus applied őeld
Eapp. The dashed line is the plot of the corresponding 6-th grade Landau polynomial.
(b) Corresponding polarization reversal simulations with Eapp ranging from 1.125 to 3.75
MV/cm. All simulation parameters are reported in Tab. 5.1.

large EIN dispersion, σEIN
, is necessary to reproduce the tilted transition in

the experimental P −V curves (see Table 5.1). Figure 5.6b shows the analysis
of the corresponding polarization reversal experiments from [48]. For the
same parameters as in Fig. 5.6a, simulations exhibit quite large discrepancies
with polarization reversal experiments. In the IntNucl LGD model, in fact,
polarization reversal is governed by a single time constant for each Eapp,
whereas the extrinsic nucleation times in poly-crystalline materials vary in a
broad range [47].
Moving now to an epitaxial material, Figure 5.7 reports a similar analysis for

the P −V and polarization reversal experiments of the epitaxial PZT samples
in [141]. Even in this case, the extracted EIN for the IntNucl model is close
to EC,exp and much smaller than the one predicted by ab-initio calculations
[156]. Here the k value used was estimated in [157], which results in a quite
steep transition in P − V curves in spite of the site-to-site dispersion σEIN

of the EIN values. With the same parameters used for P − V curves, the
agreement with polarization reversal experiments in Fig. 5.7b is again poor,
particularly at small Eapp. In fact, the inŕuence of k results in much steeper
and faster transitions compared to the experimental polarization reversal
curves. The datasets in Fig. 5.6 and Fig. 5.7 are representative of respectively
an NLS and a KAI scenario for polarization reversal [48], [141]. In both
cases, the IntNucl LGD model calibrated against P − V curves fails to
reproduce the polarization reversal data and results in EIN values much
smaller than ab-initio predictions. In the next section it will be shown how
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Figure 5.7: Same comparison as in Fig. 5.6 for IntNucl simulations, but here for
epitaxial Pb(Zr0.4Ti0.6)O3 thin őlms [141]. a) Total polarization PT versus applied őeld
Eapp. The dashed line is the plot of the corresponding 6-th grade Landau polynomial. b)
Corresponding polarization reversal simulations with Eapp ranging from 100 to 500 kV/cm.
All simulation parameters are reported in Table 5.1.

the ExtNucl formulation for the LGD model can improve this situation for
both polarization reversal scenarios.

IntNucl: LGD parameters

data from Fig. 5.6

IntNucl: LGD parameters

data from Fig. 5.7

EIN [MV/cm] 1.12 0.15

σEIN
[%] 30 30

Pr [µC/cm2] 16 70

Ea [MV/cm] 1.9
0.9 @ Eapp < 0.25 MV/cm

2.8 @ Eapp ≥ 0.25 MV/cm

ρ0 [Ωm] 1500
0.012@Eapp < 0.25 MV/cm

12@Eapp ≥ 0.25 MV/cm

k [m3/F] 0 4.55 · 10−11
α [m/F],

β [m5/(FC2)],

γ [m9/(FC4)]

−7.89 · 108,
8.94 · 109,
1.69 · 1011

−8.45 · 103,
−5.88 · 107,
7.99 · 107

Table 5.1: EIN is the mean value of the coercive őeld for intrinsic nucleation and σEIN

is the corresponding standard deviation (normalized to EIN ) for a site-to-site Gaussian
distribution of the EIN values. Pr and k are deőned in the text, while ρ0 and Ea describe
the ρ dependence on Eapp according to Merz’ law in Eq. (5.11).
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5.3.2 Extrinsic Nucleation LGD Model

x

y

a) b) c)

Figure 5.8: ExtNucl scenario showing: (a) negligible site to site variations of EIN , (b)
extrinsic nucleation at time t1, (c) switching propagation at time t2 > t1.

The ExtNucl scenario is illustrated in Fig. 5.8, where a negligible site-to-
site variation of the coercive őelds is considered (Fig. 5.8a). In this scenario,
a nucleation site at the center of the grain is used as a starting condition
for the simulation, see Fig. 5.8b. Then, the evolution of the system is
simulated under the inŕuence of a őxed Eapp (Fig. 5.8c); results depend on
the value of the domain wall coupling factor k. In the simulation procedure
for the ExtNucl scenario, the time evolution described by the LGD model is
periodically stopped and new extrinsic nucleation sites are generated according
to Eq. (5.4). Such new sites are then used as initial conditions when the time

10−13 10−12 10−11 10−10

k [m3/F]

200

400

600

E
S
P
[k
V
/c
m
]

EIN = 150 kV/cm

EIN = 300 kV/cm

EIN = 600 kV/cm

Figure 5.9: Coercive őeld ESP for switching propagation versus the domain wall coupling
constant k, and for different EIN values. ESP is smaller than EIN . The yellow star
indicates the k value used in simulations of Fig. 5.10 that for EIN = 600 kV/cm results in
ESP = 150 kV/cm and is consistent with EC,exp estimated from experiments.
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evolution is restarted. Figure 5.2b shows some zero őeld energy landscapes
calculated by varying the sites’ polarization in the discretized version of
Eq. (5.5), and corresponding to either the intrinsic nucleation of a new site
(őrst branch, energy barrier UIN), or the propagation of a nucleation to
adjacent sites (second and third branch). The barrier USP for the switching
propagation is here substantially lower than UIN , so that the corresponding
coercive őeld ESP is smaller than EIN . Thus, the coercive őeld ESP for
switching propagation is also smaller than EIN . In this latter respect, Fig. 5.9
reports the numerically calculated ESP versus k, deőned as the minimum Eapp

required to obtain the switching of all the simulated polarization sites after
extrinsic nucleations have occurred. Such a difference between ESP and EIN

is in qualitative agreement with recent őndings for HfO2 [149]. Hence, in the
ExtNucl model, the anisotropy coefficients can be calibrated to reproduce Pr

and have ESP ≈ EC,exp (with EIN > EC,exp). Moreover, site-to-site variations
of ESP (or EIN) become unnecessary and were set to negligible values in
the ExtNucl simulations. The density, DN , of extrinsic nucleation sites is
a parameter of the ExtNucl model and is deőned as the number of sites
per ferroelectric area. Table 5.2 reports the DN values, here expressed as the

ExtNucl: LGD parameters

data from [48], Fig. 5.11a

ExtNucl: LGD parameters

data from [141], Fig. 5.10a

ExtNucl: LGD parameters

data from [158], Fig. 5.11b

EIN [MV/cm] 4 0.6 0.25

σEIN [%] 1 1 1

Pr [µC/cm2] 16 70 75

Ea [MV/cm] 1.9
0.6 @ Eapp < 0.2 MV/cm

2.65 @ Eapp ≥ 0.25 MV/cm

0.29@Eapp < 0.18 MV/cm

0.74@Eapp ≥ 0.18 MV/cm

ρ0 [Ωm] 10
0.01@Eapp < 0.25 MV/cm

5@Eapp ≥ 0.25 MV/cm
0.01

k [m3/F] 3.25 · 10−10 1.95 · 10−10 6.5 · 10−11
Nucleation Density DN [%] 0.86 3.3 0.86

α [m/F],

β [m5/(FC2)],

γ [m9/(FC4)]

−2.82 · 108,
3.19 · 109,
6.03 · 1010

−3.38 · 104,
−2.35 · 108,
3.19 · 108

−9.39 · 103,
−2.90 · 107,
1.76 · 107

Table 5.2: In [48] the ferroelectric material examined is Si:HfO2, in [141] the ferroelectric
material is Pb(Zr0 · 4Ti0 · 6)O3 and in [158] the material is BFO grown on SrRuO3/SrTiO3.
EIN is the mean value of the coercive őeld for intrinsic nucleation and σEIN

is the corre-
sponding standard deviation (normalized to EIN ) for a site-to-site Gaussian distribution
of the EIN values. Pr and k are deőned in the text, while ρ0 and Ea describe the ρ
dependence on Eapp according to Merz’ law in Eq. (5.2).

ratio of the area of nucleated sites to the total simulated area. In this respect,
the propagation of a larger nucleated area requires lower values of the domain
wall coupling factor k at the same value of applied electric őeld Eapp. Given

91



5. Switching Propagation with LGD Model

the lack in the literature of dependable values of the size of the nucleation
sites, in this chapter the value of DN was adjusted to obtain a k value in
agreement with previously reported values for perovskite ferroelectrics [157].
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Figure 5.10: Same comparison as in Fig. 5.7, but here by using the ExtNucl model.
a) polarization reversal analysis with Eapp ranging from 100 to 500 kV/cm. b) Total
polarization PT versus Eapp. The dashed line is the plot of the corresponding 6-th degree
Landau polynomial, showing an EIN much larger than EC,exp (see also the yellow star in
Fig. 5.9). All simulation parameters are reported in Table 5.2.

Figure 5.10a shows that the ExtNucl model can achieve a better agree-
ment, compared to Fig. 5.7b, with the polarization reversal experiments in
[141]. The parameters of the Lorentzian function for the nucleation times
are displayed in Fig. 5.12. Figure 5.10b shows that the same parameters can
reproduce well also the P − V curves. As it can be seen in Fig. 5.10b, EIN

of this scenario is larger than the Eapp values spanned in [141] and closer to
ab-initio calculations [148], which is consistent with an ExtNucl scenario,
where nucleations are extrinsic and LGD equations govern the propagation of
such extrinsic nucleations. The corresponding ESP is ≈ 150 kV/cm (see the
star in Fig. 5.9).
Figure 5.11a shows that, even for the data set in [48], the ExtNucl LGD

model can reproduce experiments better than the IntNucl counterpart in
Fig. 5.6b. Table 5.2 shows that, for the ExtNucl results, a non-null k value
between sites is necessary to propagate extrinsic nucleations. This is consistent
with a recent analysis based on ab-initio calculations [149], demonstrating that
polarization switching based on nucleation and growth is indeed feasible in
HfO2 and doped HfO2. Figure 5.11b reports further tests with the ExtNucl

LGD model against the polarization reversal experiments for epitaxial BiFeO3

thin őlms in [158], and Fig. 5.12 displays the őeld dependent parameters
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Figure 5.11: Comparison between ExtNucl LGD simulations and experiments for: (a)
poly-crystalline, Si-doped HfO2 capacitors from [48]; (b) Epitaxial BiFeO3 capacitors from
[158]. All simulation parameters are reported in Table 5.2.

log10(tM/s) and w of the Lorentzian function (see Eq. (5.4)) extracted from
comparison to experiments. For the data in [141], Fig. 5.12b reveals that the
w is fairly independent of Eapp, and Fig. 5.12c shows that the corresponding
nucleation times, tN , have a small dispersion around the mean value tM .
This behavior is representative of a KAI scenario dominated by a single time
constant [44], namely the propagation time constant that in the model is
governed by the LGD equation. Figure 5.12b also shows that for the data in
[48] and [158], instead, the w steeply increases at small Eapp, corresponding
to a large dispersion of nucleation times in Fig. 5.12d. This is representative
of the NLS scenario for polarization reversal [47], in which a broad dispersion
of nucleation times plays an important role in the shaping of the polarization
reversal curves. A similar Lorentzian parametrization can be also extracted for
the data in [158]. The present analysis suggests that even epitaxial materials
can exhibit an NLS behavior in polarization reversal experiments at small
Eapp, which is consistent with the conclusions in [158]. Moreover, it is here
demonstrated that an LGD equation based on the ExtNucl formulation can
describe equally well both the KAI and the NLS scenarios, upon appropriate
calibration of the model.
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Figure 5.12: Parameters of Lorentzian distributions for the nucleation time tN , as
extracted from the calibration of the ExtNucl LGD model to experiments. a) log10(tM/s)
versus Eapp. b) The half width at half-maximum w of the Lorentzian distribution versus
Eapp. Corresponding Lorentzian distributions for nucleation times at different Eapp for: c)
epitaxial PZT thin-őlms [141] (see also Fig. 5.10a); d) poly-crystalline Si-doped HfO2 [48]
(see also Fig. 5.11a).

94



5.4. Chapter conclusions

5.4 Chapter conclusions

Based on a systematic comparison between numerical simulations and
P − V and polarization reversal experiments for both poly-crystalline and
epitaxial ferroelectrics, an updated version of the LGD model based on
extrinsic nucleations has been proposed and implemented. The model shows
an improved agreement with experiments compared to the conventional LGD
model relying on intrinsic nucleations, and it can help put the device level
modelling of ferroelectric materials and devices on a sounder physical basis.
Considering that this analysis was aimed at studying the applicability of this
new interpretation of the LGD framework, initially we deemed it reasonable
to place the nucleation seed in the center of the simulated area, knowing that
a possible future development in this respect may be precisely the effect of
the location of the nucleation seed on the switching propagation.
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Chapter 6

Conclusions and Future Outlooks

6.1 Summary of the PhD research

This thesis has dealt with several aspects related to the numerical mod-
elling based on the Landau-Ginzburg-Devonshire framework for ferroelectric
materials and devices, with perspective applications in neuromorphic com-
puting. In particular, the theory and application of the PUND measurement
technique in MFDM structures were revisited employing both analytical
derivations and numerical simulations. In fact, the interplay between the
depolarization őeld and charge trapping in MFDM stacks implies serious
challenges for an accurate estimate of the polarization switched during the
P or N pulse based on the measurement of terminal currents. By using
numerical simulations, we explained and analyzed the discrepancies between
the total switched charge in PUND measurements, QPU , and the switched
polarization P

(P )
AV . We performed an analysis for various dielectric layer thick-

nesses tD and trap densities at the FE-DE interface, thus offering insights
into the compensation of ferroelectric polarization due to trapped charges
and resulting depolarization őeld.

Within the limits of the proposed models, we analyzed the behaviour of
physical quantities that are not directly detectable in experiments. While
discrepancies between QPU and P

(P )
AV could be attributed to errors in the

PUND technique, it became evident that neither QPU nor P
(P )
AV can provide

an accurate estimate of the remanent polarization 2Pr of the underlying
ferroelectric material, due to the depolarization őeld present even at zero
external bias. The differences between these quantities were found to depend
on the dielectric thickness tD and trap density, which might introduce artifacts
when characterizing the tD dependence of ferroelectric properties in MFDM
structures, thus sparking the interest for further research to enhance the
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electrical probing of spontaneous polarization in ferroelectric-dielectric hetero-
structures.

In addition to the extensive analysis of largeśsignal behavior in FTJs, our
study included experimental characterization and numerical modeling of smallś
signal behavior. By linearizing the model used for largeśsignal simulations, a
direct link was established between large and small-signal quantities in the
simulation model.

This thesis also proposed a procedure for extracting material parameters
for the Landau-Ginzburg-Devonshire model of antiferroelectric ZrO2 őlms.
Our approach is consistent with the microscopically non-polar nature of
the zerośőeld state in antiferroelectric ZrO2. By identifying speciőc points
(EB, PT,B) and (EC , PT,C) in the PT − EF curves, we proposed a simple
procedure to extract the anisotropy coefficients used for the modeling of such
materials. The methodology was demonstrated and validated through the
analysis of quasi-static PT − EF curves in various Metal-Antiferroelectric-
Metal stacks. Moreover, the overall simulation framework was validated
using antiferroelectric experimental data of PT −EF in both quasi-static and
transient NC regimes, revealing intriguing connections between NC operation
in antiferroelectric and ferroelectric materials.

Lastly, based on a systematic comparison between numerical simulations
and experiments involving P − V and polarization reversal characteristics
for both poly-crystalline and epitaxial ferroelectrics, a revised version of the
Landau-Ginzburg-Devonshire model was introduced, incorporating extrinsic
nucleations events into the simulation framework. This revised model could
improve the agreement with experimental data compared to the conventional
usage, which relies instead on intrinsic nucleation events.

6.2 Future Outlooks

The research conducted in this thesis has shed light on some aspects of
ferroelectric and antiferroelectric materials and related electron devices, but
new research directions could be explored.

One possible avenue for future research is the utilization of inelastic tunnel-
ing as a tool to describe charge trapping in ferroelectric and antiferroelectric
materials. In fact, in this thesis only elastic tunneling processes have been
explored as a mechanism for charge trapping. However, the physical picture
behind tunneling and trapping is more comprehensive [159], and therefore
the inclusion of inelastic tunneling mechanisms could bring an added value to
the comparison with experiments. Moreover, while in this thesis the trans-
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port through ferroelectricśdielectric stacks has been described in terms of
tunneling, it is important to recognize the possible role played by alternative
charge transport mechanisms in ferroelectric materials. Future research could
explore the role of these mechanisms, such as the Poole-Frenkel effect [96],
which describes an exponential increase in charge carrier mobility with the
applied electric őeld and it is often observed in insulating materials with a
relatively large density of defects. Investigating the Poole-Frenkel effect in
ferroelectric materials can provide valuable insights into the role of defects
in charge transport. Charge transport in ferroelectric materials may also
occur as hopping mechanism [96], where carriers move between localized sites
through discrete jumps.

The research developments outlined above can contribute to a better
understanding of ferroelectric-based devices, which have several perspective
applications, including memories as well as highly energy efficient artiőcial
synapses and neurons for neuromorphic computing.
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Appendix A

Non-homogenous polarization in

MFDM stacks

The expression for the Gibbs’ energy functional employed to describe the
dynamics of the spontaneous polarization in an MFDM stack is derived by
discretizing the ferroelectric material into nD square domains that possess
a őxed size d and are separated by a őxed domain wall width w [53]. The
energy functional is composed by the electrostatic energy term, the domain
wall energy term and the Landau free energy term.
The electrostatic energy UEL for a non-homogeneous MFDM stack is expressed
with the superposition of the effects produced by the domain-wise polarizations
Pi as [53], [60]:

UEL =

nD∑

i=1

[
1

2

∫

AD

PiVD(r) dr

]
+
VT
2

∫

A

ε0εFEF,z(r,−tF )dr [J] (A.1)

where VD(r) is the point potential in the ferroelectric-dielectric interface
(i.e. z = 0, see Fig. 2.9 in the main text), εF is the background dielectric
permittivity of the ferroelectric (see caption of Fig. 2.9 in the main text),
EF,z(r,−tF ) is the electric őeld component along the axis z at the interface
between the ferroelectric material and the metal contact, nD is the total
number of domains and A = nD ·AD is the total area of the device having nD

domains with area AD = d2. The battery energy term UB is őnally expressed
as

UB = −VT




nD∑

i=1

[PiAD] +

∫

A

ε0εFEF,z(r) dr


 [J]. (A.2)

The volume energy density related to the electrostatic and the battery term
uET is obtained by summing the normalized quantities of Eq. (A.1) and
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Eq. (A.2):

UET =
1

A




nD∑

i=1


Pi

2

∫

AD

VD(r) dr − ADVTPi


− VT

2

∫

A

ε0εFEF,z(r) dr


 [J/m2]

(A.3)
where in general, both VD(r) and EF,z(r) are the result of the superposition
of the effects induced by the spontaneous polarizations Pi, the domain-wise
trapped charge QS,j and the external bias VT . Moreover, VD(r) and EF,z(r)
can be expressed in terms of appropriate Green’s functions of the generic
spontaneous polarization Ph and trapped charge QS,h for the ferroelectric
and dielectric materials, similarly to the derivations for the MFDM structure
reported in Chapter 3.
Equation (A.3) can thus be rewritten as [53], [60]:

UET =
1

2

∑

j,h

P̃jP̃h

Cj,h

+
CF

2C0

VT
∑

j

P̃j − VT
∑

j

Pj −
VT
2

∑

j

P̃jBj −
nDCSV

2
T

2

(A.4)

where P̃j = Pj +QS,j and the terms Ci,j and Bj can be evaluated using the
aforementioned Green’s functions of the spontaneous polarization and trapped
charge. In particular, the terms Ci,j represent the capacitive coupling of the
ferroelectric domains through the dielectric layer and are responsible for the
depolarization energy [53].
The expression of the discretized domain wall energy term uDW is

in

n

n

n

Figure A.1: Sketch of ferroelectric domains separated by a domain wall of őxed length w.
Each domain is surrounded by a shell of size w/2; d is the domain size.
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uDW = k

nD∑

i=1

∑

ni

(
Pi − Pni

w

)2

[J/m3] (A.5)

which will then be integrated over half the domain wall width w/2, the side d
of the domain and the ferroelectric thickness tF . The integrated expression
can be then normalized by the area comprised by the square domain and its
shell (d+ w)2 (see Fig. A.1), resulting in

UDW =
1

2

k

w

d

(d+ w)2

nD∑

i=1

∑

ni

(Pi − Pni)
2 [J/m2] (A.6)

The total Gibbs’ free energy of the stack is therefore the sum of the Landau
free energy term already discussed in Chapter 2, the electrostatic term in
Eq. (A.3) and the domain wall energy term in Eq. (A.6)

UT = tF

nD∑

i=1

(
αiP

2
i + βiP

4
i + γiP

6
i

)
+ UET + UDW [J/m2] (A.7)

In the context of the Landau-Khalatnikov equation (see Chapter 2), the
dynamic equations for the domain-wise polarization in presence of trapped
charge become [53], [160]:

tFρ
∂Pi

∂t
=− ∂UT

∂Pi

=

−
(
2αiPi + 4βiP

3
i + 6γiP

5
i

)
tF+

−
[
tF
k

w

d

(d+ w)2

∑

ni

(Pi − Pni)

]
+

−
[
1

2

nD∑

j=1

[
1

Ci,j

+
1

Cj,i

]
(Pj +QS,j)−

VT
2

(
Bi + 1 +

CD

C0

)]

(A.8)

which is reported in Section 2.4 of the main text.
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Appendix B

Green’s function of a point charge

in the MFDM stack

Figure B.1: Sketch of the MFDM stack, where EFT and EDB denote the z component of
the electric őeld respectively at MF-FE interface and at MD-DE interface. (©2021 IEEE)

Here the analytical expression for the Green’s function of the point charge
deőned in Eq. (3.9) are discussed. The potential ψ(r, z) produced by a point
charge located in (r0, z0) in a dielectric material having a relative dielectric
constant εr can be obtained by solving the Poisson equation [161]

∇2ψ(r, z) = − e

ε0εr
δ(r − r0)δ(z − z0). (B.1)

where e is the elementary charge. By introducing the 2D Fourier transform
of ψ(r, z) with respect to the coordinates r=(x,y), and deőning the Fourier
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pair it is possible to write

ψ(r, z) ≈
∫

q

ψ(q, z) exp (−iq · r) dq

ψ(q, z) ≈ 1

(2π)2

∫

A

ψ(r, z) exp (iq · r) dr .
(B.2)

Equation (B.2) assumes that the device area A is large enough that the
integral over A is a good approximation of the indeőnite integral over the
entire (x,y) plane. 1.
Recalling the identity

δ(r − r0) ≈
1

(2π)2

∫

q

exp [−iq · (r − r0)] dq (B.3)

and substituting Equations (B.2) and (B.3) into Eq. (B.1), it is readily evident
that the unknown potential Ψ(q, z) takes the form [161]

ψ(q, z) =
exp (iq · r0)

(2π)2
φ(q, z) (B.4)

where φ(q, z) must satisfy the differential equation
[
∂2

∂z2
− q2

]
φ = − e

ε0εr
δ(z − z0) (B.5)

Assuming that the point charge is located at z0 = 0, namely at the FE-
DE interface (see Figure B.1), the potential φF (q, z) in the ferroelectric and
φD(q, z) in the dielectric region can be written as

φF (z) = C1 exp (q z) + C2 exp (−q z) z < 0 (B.6a)

φD(z) = C3 exp (q z) + C4 exp (−q z) z > 0 (B.6b)

where the four q dependent constants C1, C2, C3 and C4 can be determined by
using appropriate boundary conditions. At the interface with metal electrodes
it was assumed φF (−tF ) = 0, φD(tD) = 0 , whereas at the FE-DE interface
the conditions φF (0) = φD(0) and [ε0εF (∂φF (0)/∂z)− ε0εD(∂φD(0)/∂z)] = e
were imposed. This results in

φF (z) = CFe {exp (q z)− exp [−q (z + 2 tF )]} z < 0 (B.7a)

φD(z) = CDe {exp (q z)− exp [−q (z − 2 tD)]} z > 0 (B.7b)

1The formalism may be rephrased in terms of a Fourier series by assuming periodic
boundary conditions for ψ(r, z) at the edges of the area A, that would however lead to
identical results [161]
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with

CF =
1− eD

εF (1 + eF ) (1− eD)− εD (1− eF ) (1 + eD)
· e
q

(B.8a)

CD =
1− eF
1− eD

· CF (B.8b)

where the more compact notation eF = exp (−2 q tF ) and eD = exp (2 q tD) is
introduced. The Green’s function GMF (r0, z0) to determine is deőned as

GMF (r0, z0) =
ε0εF
e

∫

A

EFT (r) dr (B.9)

where EFT (r) denotes the z component of the electric őeld at the MF-FE
interface (i.e. at z=−tF ) produced by a point charge e located at (r0, z0).
Recalling the deőnition of the Fourier transform pairs in Eq. (B.2) and then
using Eq. (B.4)

∫

A

EFT (r) dr = (2π)2 lim
q→0

EFT (q) =

= − (2π)2 lim
q→0

∂ψ(q, z0)

∂z
=

= − lim
q→0

∂φF (q, z0)

∂z

(B.10)

then Eqs. (B.9) and (B.10) őnally provide

GMF (r0, z0) = −ε0εF
e

lim
q→0

∂φF (q, z0)

∂z
. (B.11)

For z0 = −tF the limit in Eq. (B.11) can be readily calculated by using
Eqs. (B.7a) and (B.8a), so as to obtain

GMF (r0, 0) = − CF

CF + CD

(B.12)

The corresponding Green’s function GMD at the MD electrode, deőned in
Eq. (B.20), can be derived with an entirely similar procedure. The result is

GMD(r0, 0) = −ε0εD
e

lim
q→0

∂φD(q, tD)

∂z
= − CD

CF + CD

(B.13)

so that (GMF (r0, 0) +GMD(r0, 0)) = −1.
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Similar derivations apply to the case of a point charge located in the
ferroelectric (i.e. for −tF < z0 < 0) or in the dielectric (i.e. for 0 < z0 < td).
In the former case the result is

GMF (r0, z0) = −
CF + CD

|z0|
tF

CF + CD

(B.14)

GMD(r0, z0) = −
CD

(
1− |z0|

tF

)

CF + CD

(B.15)

whereas for the latter case

GMF (r0, z0) = −
CF

(
1− z0

tD

)

CF + CD

(B.16)

GMD(r0, z0) = −
CD + CF

z0
tD

CF + CD

. (B.17)

As it can be seen, even for an z0 ̸=0 the result [GMF (r0, z0)+GMD(r0, z0)] = −1
still holds.

B.1 Charge and current at the MD electrode

The analysis of PUND measurements presented in the main paper is
based on the current IMF at the MF electrode. According to the IMF , IMD

deőnitions sketched in Figure 3.1, it is evident that IMD must be equal to
IMF . For the completeness of deőnitions and derivations, here is reported a
concise analysis about the charge QMD and current IMD at the MD electrode.
Starting with QMD written as (see Fig. B.1)

QMD (t) =
1

A

∫

A

−ε0εDEDB(r, t) dr = −ε0εDEDB,AV (t) (B.18)

where EDB(r, t) is the z component of the őeld at the DE-MD interface at
z = tD, the term ε0εDEDB(r) can be expressed as

ε0εDEDB(r) = CS VT + ε0εDEDI(r) (B.19)
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where EDI(r) is the contribution to the őeld due to the total charge [P (r0) +QS(r0)]
at the FE-DE interface. As already discussed in Section 3.3.1 of the main
text, here trapping is assumed to be dominated by interface traps at the
FE-DE interface.
The Green’s function GMD(r0, z0) at the MD electrode can be deőned as

GMD(r0, z0) =
ε0εD
e

∫

A

−EDB(r, r0z0) dr (B.20)

that allows to write the average EDI,AV as

ε0εDEDI,AV = − 1

A

∫

A

[P (r0) +QS(r0)]GMD(r0, z0) dr0 (B.21)

For a charge at the FE-DE interface GMD(r0, 0) ≃ −CD/C0 and thus

ε0εDEDI,AV ≃ CD

C0

(PAV +QS,AV ) (B.22)

so that QMD(t) in Eq. (B.18) becomes

QMD(t) = −CSVT (t)− ε0εDEDI,AV (t). (B.23)

By using similar assumptions as those embraced in Section 3.3.1, IMD can be
written as

IMD = −∂QMD

∂t
+ IQS,MD + Ilkg =

= CS

∂VT
∂t

+ ε0εD
∂EDI,AV

∂t
+

+ IQS,MD + Ilkg =

= CS

∂VT
∂t

+
CD

C0

∂PAV

∂t
+
CD

C0

∂QS,AV

∂t
+

+ IQS,MD + Ilkg

(B.24)

where in the last equality we have used Eq. (B.22). By recalling the IMF

expression in Eq. (3.11) and the relation [IQS,MF − IQS,MD] = ∂QS,AV /∂t, it
is immediate to obtain (IMF − IMD) = 0, thus conőrming that IMD is equal
to IMF .
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Appendix C

Maximum and minimum of the

static EFE − PT relation for the

antiferroelectric ZrO
2

To show that the maximum and minimum of the static EFE − PT curve
coincide with those of the EFE − P curve, it is possible to substitute P =
PT − ε0εFEFE in Eq. (4.2a) and obtain

EFE =2α (PT − ε0εFEFE) + +4β (PT − ε0εFEFE)
3 +

+6γ (PT − ε0εFEFE)
5

(C.1)

Then, deriving both sides of Eq. (C.1) with respect to PT results in

∂EFE

∂PT

=2α

(
1− ε0εFEFE

∂EFE

∂PT

)
+

+12β (PT − ε0εFEFE)
2

︸ ︷︷ ︸
P 2

(
1− ε0εFEFE

∂EFE

∂PT

)

+30γ (PT − ε0εFEFE)
4

︸ ︷︷ ︸
P 4

(
1− ε0εFEFE

∂EFE

∂PT

)

(C.2)

which can be refactored in

∂EFE

∂PT

[
1 + ε0εF (2α + 12βP 2 + 30γP 4)

]
=

= 2α + 12βP 2 + 30γP 4

(C.3)

111



C. Maximum and minimum of the static EFE − PT relation for the

antiferroelectric ZrO2

Equation (C.3) clearly shows that the condition

∂EFE

∂P
= 2α + 12βP 2 + 30γP 4 = 0 (C.4)

implies also (∂EFE/∂PT ) = 0.
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