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We present details on a new measurement of the muon magnetic anomaly, aμ ¼ ðgμ − 2Þ=2. The result is
based on positive muon data taken at Fermilab’s Muon Campus during the 2019 and 2020 accelerator runs.
The measurement uses 3.1 GeV=c polarized muons stored in a 7.1-m-radius storage ring with a 1.45 T
uniform magnetic field. The value of aμ is determined from the measured difference between the muon spin
precession frequency and its cyclotron frequency. This difference is normalized to the strength of themagnetic
field, measured using nuclear magnetic resonance. The ratio is then corrected for small contributions from
beam motion, beam dispersion, and transient magnetic fields. We measure aμ ¼ 116592057ð25Þ × 10−11

(0.21 ppm). This is the world’s most precise measurement of this quantity and represents a factor of 2.2
improvement over our previous result based on the 2018 dataset. In combination, the two datasets yield
aμðFNALÞ ¼ 116592055ð24Þ × 10−11 (0.20 ppm). Combining thiswith themeasurements fromBrookhaven
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uAlso at Università di Roma Tor Vergata, Rome, Italy.
vNow at Institute for Interdisciplinary Research in Science and Education (ICISE), Quy Nhon, Binh Dinh, Vietnam.

Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s) and the published article’s title, journal citation, and DOI. Funded
by SCOAP3.

D. P. AGUILLARD et al. PHYS. REV. D 110, 032009 (2024)

032009-2

https://ror.org/04xs57h96
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.110.032009&domain=pdf&date_stamp=2024-08-08
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


National Laboratory for both positive and negative muons, the new world average is aμðexpÞ ¼
116592059ð22Þ × 10−11 (0.19 ppm).

DOI: 10.1103/PhysRevD.110.032009

I. INTRODUCTION

The anomalous magnetic moment of a charged lepton
arises from radiative corrections and interactions with
virtual particles. It can be calculated for Standard Model
(SM) interactions with high precision. Measurements of the
muon magnetic anomaly, expressed as aμ ¼ ðgμ − 2Þ=2,
with similar or greater precision thus challenge the SM
calculations and probe possible beyond the Standard Model
(BSM) physics. Measurement of the electron ae provides a
0.13-ppt determination of ge, which is mostly sensitive to
electromagnetic interactions [1]. The muon, due to its
greater mass, is approximately 43000 times more sensitive
to BSM interactions of new heavy particles.
In a series of measurements with both positive and

negative muons, the E821 collaboration at Brookhaven
National Laboratory (BNL) determined aμ with a relative
precision of 0.54 ppm [2] and found a discrepancy with the
SM calculation of about three standard deviations at the
time. Improved precision of the SM prediction in sub-
sequent years led to increased significance, and aμ became
one of the largest measured discrepancies with the SM and
a possible signal of BSM physics [3,4]. On April 7, 2021,
the Muon g − 2 collaboration released the first result for aμ
based on the Run-1 2018 data campaign at Fermilab [5–8],
which was consistent with the BNL results. Meanwhile,
newer SM calculations [9] challenge the 2020 g − 2 Theory
Initiative White Paper [10] recommendation. In 2023, the
collaboration published the Run-2=3 result [11]. This paper
provides the analysis details of that result.
Themagnetic anomaly of 3.1GeVmuons ismeasured in a

magnetic storage ring with a uniform vertical magnetic field
B⃗ and weakly focusing quadrupole electric fields E⃗. For
gμ > 2, the muon spin precession frequency ω⃗S is greater
than the cyclotron frequency ω⃗C, resulting in the anomalous-
precession frequency ω⃗a ¼ ω⃗s − ω⃗c. For relativistic muons
on the ideal orbit with a perfectly uniform magnetic field,

ω⃗a ¼ −aμ
q
m
B⃗

þ q
m

��
aμ −

1

γ2 − 1

�
β⃗ × E⃗
c

þ aμ

�
γ

γ þ 1

�
ðβ⃗ · B⃗Þβ⃗

�
;

ð1Þ
where q is the charge, m is the mass, β is the velocity ratio
with respect to the speedof light, and γ is theLorentz factor of
the muon. The second term on the right-hand side, propor-
tional to E, vanishes for γ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1þ 1=aμÞ

p
≈ 29.3. This

corresponds to momentum p0 ≈ 3.094 GeV=c, called the

“magic momentum.” In the absence of vertical betatron
motion, the muon velocity is perpendicular to B⃗, leading to
cancellation of the third term.
The magnitude of the measured anomalous-precession

frequency, corrected for the momentum spread, betatron
motion, and beam-dynamics effects is proportional to B̃, the
magnetic field magnitude averaged over the muon distribu-
tion in time and space.We express B̃ in terms of themeasured
nuclearmagnetic resonance (NMR) frequency of protons in a
spherical water sample at a reference temperature Tr

ω̃0
p ¼ γ0pðTrÞB̃; ð2Þ

where γ0p is the gyromagnetic ratio of protons in H2O known
with high precision at Tr. Combining the first term on the
right-hand side of Eqs. (1) and (2) allows aμ to be expressed
as a ratio of frequencies,

aμ ∝
ωa

ω̃0
pðTrÞ

≡R0
μðTrÞ: ð3Þ

Parity violation in the weak decay of the muon allows
measurement of the anomalous-precession frequency ωa.
In the muon rest frame, the positron emission direction
correlates with the muon spin direction, most strongly for
high-energy positrons. In the laboratory frame, this results in
aωa-dependent modulation of the positron energy spectrum.
Fits to the positron time distribution extract the measured
frequency ωm

a . Details are provided in Sec. IV.
Five beam-dynamics-driven corrections are applied to

the measured spin precession frequency ωm
a . The electric-

field correction Ce accounts for the electric field contri-
bution due to the muon momentum spread. The pitch
correction Cp accounts for the vertical betatron motion of
the muons. Cml accounts for the muon losses due to the
finite aperture of the storage ring. The phase acceptance
correction Cpa accounts for the injected muons’ phases
with respect to the detector acceptance, and finally, the
differential decay corrections Cdd account for the correla-
tion between spin phase and momentum of the muons.
Details are provided in Sec. V.
The muon-averaged magnetic field expressed in the

precession frequency of shielded protons ω̃0
p is recon-

structed from a combination of mapping and tracking the
magnetic field in the muon storage region and weighting by
the reconstructed muon distribution Mðx; y;ϕ; tÞ, with x
and y the horizontal and vertical transverse coordinates,
ϕ the azimuth in the storage ring, and t the time. The
magnetic field maps have to be corrected for transient
perturbations that are synchronous with the muon injection
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due to the eddy currents from the magnetic kick required to
move the muons to stored orbit radius (BK) and due to
vibrations induced in the field plates of the pulsed electro-
static quadrupoles (BQ). Details are provided in Sec. VI.
Including the corrections, we can schematically express

the ratio of the measured frequencies as

R0
μðTrÞ ¼

ωm
a ð1þ Ce þ Cp þ Cml þ Cdd þ CpaÞ

hω0
p ×Mið1þ BK þ BQÞ

; ð4Þ

where hω0
p ×Mi represents the muon weighting of the

magnetic field (Sec. VI).
Following an overview of the experimental setup in

Sec. II, we describe the datasets, run conditions, and main
differences compared to Run-1 in Sec. III A. The analysis
and extraction of ωa and beam-dynamics corrections are
discussed in Secs. IV and V. The determination of ω̃0

p is
detailed in Sec. VI. Consistency checks over the dataset and
the calculation of aμ are presented in Secs. VII and VIII,
and our result is put into the context of the current SM
calculation in Sec. IX. Appendices cover details of the
analyses and the combination of results.
Throughout this paper, frequencies are expressed as

angular frequencies (ω in rad=s) and rotation frequencies
(ω=2π or f) as appropriate in the context.

II. THE MUON g − 2 EXPERIMENTAL SETUP
AND SIMULATION PACKAGES

A. Experimental setup

The Fermilab Muon g − 2 (E989) Experiment uses the
same magic-momentum measurement principle developed
initially for the CERN III experiment [12]. Furthermore, the
Fermilab experiment employs the same storage ring and
muon injection principle of E821 at BNL [2] but has
improved instrumentation for the magnetic field and muon
spin precession frequency measurements.
The superconducting storage ring magnet is made of 12

segments each consisting of a continuous iron yoke [13].
The C shape of the magnet cross section faces the interior
of the ring so that positrons from muon decay, which spiral
inward, can travel unobstructed by the magnet yoke to
detectors placed around the interior of the storage ring. The
strong vertical magnetic field is generated by four liquid
helium-cooled superconducting coils and shaped by 36
high-purity iron pole pieces on top and the bottom of the
opening. To improve the field uniformity, edge shims and
iron foils are used to control the transverse gradients and
fine tune the magnetic field over the entire azimuthal
and transverse storage volume. A set of magnetic coils
with individually controlled currents run parallel to the
muon beam above and below the vacuum chambers and are
trimmed to achieve field uniformity in the storage region to
better than one part per million [7] averaged around the
ring. The magnet power supply is adjusted continuously by

a feedback system that stabilizes the field measured by
NMR probes. This compensates for effects such as the
thermal expansion of the ring.
Every 1.4 s, a burst of eight bunches or fills every 10 ms,

followed by the same pattern approximately 267 ms later,
ofOð105Þ ∼ 96% polarized positive muons are delivered to
the storage ring [14]. The initial momentum distribution of
a fill has a width of 1.6% centered on the magic momentum
of p0 ¼ 3.094 GeV=c. Five collimators are positioned
inside the storage ring to confine stable muon orbits within
a torus of major radius R ≈ R0 and minor radius
r ≈ 4.5 cm. Per fill, approximately 5000 muons with a
momentum spread around 0.15% rms are stored for up to
700 μs. The central orbit radius is R0 ¼ 7.112 m, with a
cyclotron period of Tc ¼ 149.1 ns at B ¼ 1.451 T.
Before entering the storage ring, the muon beam passes

through a scintillator detector and three scintillating fiber
detectors. The scintillator detector is a 1-mm-thick plastic
scintillator coupled via light guides to two photomultiplier
tubes. This detector provides the time reference (called T0)
for each fill, the time profile of the beam, and the integrated
beam intensity used for determining the beam storage
efficiency and performing quality monitoring. After the
T0 detector, the muons pass through three scintillating fiber
detectors that measure the horizontal and vertical beam
profile before and after the injection. They comprise the
inflector beammonitoring system.The first two aremade of a
16 × 16 grid of 0.5-mm-diameter scintillating fibers read
out by 1 mm2 silicon photomultipliers (SiPMs). The third
inflector beam monitoring system detector only has the
vertical fibers to measure the horizontal plane profile. It can
be deployed to either measure the profile at injection or
multiple turns into beam storage. During normal data taking
it is in a retracted position to avoid degrading the beam.
Muons tangentially enter the storage ring from a low-field

region through a superconducting inflector magnet. This
inflector magnet cancels the storage ring magnetic field
locally and provides a virtually field-free injection channel.
The particles are displaced 77 mm radially outward from the
radial center of the storage region and are not on trajectories
suitable for storage in the ring. A set of three fast nonferric
pulsed magnetic kickers is placed a quarter turn down-
stream from the injection point. The kickers are composed of
three 1.27-m-long aluminum plates. Pulsing the kickers at
∼4.3 kA during the first turn after injection reduces the total
magnetic field in the kicker region. This brief reduction
deflects the muons onto the radially centered trajectory.
Ideally, this pulsewould last 120 ns, which is a typical length
of injected muon bunches. However, significant upgrades to
the system were required to reach a FWHM around the
cyclotron period to minimize the kick on the second turn. In
addition, reflections and eddy currents are induced that have
been the subjects of extensive dedicated studies. Detailed
characterization of the kicker system and the upgrade effort
are described in Ref. [15].
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Four electrostatic quadrupoles (ESQs) distributed around
the storage ring provide vertical focusing. Each ESQ has a
long (spanning 26°) and a short (spanning 13°) section. The
ESQ plates are charged before each beam injection, remain
powered for about 700 μs after beam injection, and get
discharged after the fill. Pulsing is required to ensure a
stable operation voltage. Muons can be stored for up to ten
times the muon lab-frame lifetime. The pulsing of the ESQ
plates results in resonant mechanical vibrations that cause
magnetic field perturbations synchronous to the muon
injection that have been measured to determine a correction
to the muon-averaged magnetic field.
A set of four fiber-detector arrays (harps) positioned

around the ring monitors the beam profile and motion
directly in the storage region. The fiber harps comprise
horizontal and vertical planes of scintillating fibers that
destructively measure the stored muons and can be inserted
for dedicated systematic runs. Fiber-harp data are used to
measure the beam momentum distribution, the cyclotron
frequency, and the debunching of themuon beamduring a fill.
The magnetic field is determined by mapping within the

storage volume and tracking during muon storage and data
taking. Mapping is accomplished with a trolley consisting of
17 NMR probes housed in a movable aluminum shell that is
pulled through the storage ring on rails. It measures with
centimeter-scale spacing in both azimuthal and transverse
directions. A high-purity calibrated water NMR probe,
mounted on a 3D movable arm [16], calibrated the trolley
probes in the storage ring vacuum before Run-2 and after
Run-3. The trolley is removed from the storagevolumeduring
data taking, and an array of 378 NMR probes, called fixed
probes, help track the field. The fixed probes are located in
grooves on the outer surfaces of the vacuum chambers above
and below the storage volume. While the trolley is mapping
the field, fixedprobemeasurements and trolleymeasurements
are synchronized. The entire chain of NMRmeasurements is
calibrated to provide the precession frequency of shielded
protons in a spherical water sample at 34.7 °C.
The positrons from stored positive muon decays are

detected in 24 calorimeter stations located equidistantly
around the interior arc of the storage ring vacuum chamber.
These calorimeters use lead fluoride (PbF2) crystals as
Cherenkov radiators from which signals are read out via
SiPMs [17–19]. Each calorimeter consists of a 6 × 9
(H ×W) array of PbF2 crystals. Each crystal block is
14 cm (15 radiation lengths) long with a 2.5 cm square
cross section. In addition to the excellent spatial resolution
produced by crystal segmentation, the calorimeters provide
sub-ns timing resolution to distinguish individual positron
events. A laser-based gain monitoring system [20] is
employed to continuously measure the calorimeter response
to obtain energymeasurements that are stable with respect to
the hit rate and the environmental conditions.
An in-vacuum tracking system based on straw trackers

[21] is installed at two locations around the storage ring just

upstream of a calorimeter to track muon decay electrons
headed for the calorimeters. The trackers are used to
monitor the beam distribution (MTðx; y; tÞ) in the storage
ring in the proximity of the two tracking stations. These
stations are composed of 32 planes of straw-tube detectors
assembled into eight modules. The straw tubes are filled
with Argon-Ethane gas, and a thin tungsten wire positioned
along the central axis of each straw collects the drift
electrons arising from the ionization induced by a passing
positron. Tracks are reconstructed by registering hits across
multiple planes, and the track reconstruction facilitates both
a measurement of the positron momentum and extrapola-
tion to the muon decay vertex.

B. Simulation packages

A suite of different simulation packages was developed
to validate analysis tools. Simulation results from the three
compact packages are cross-checked against each other.
Each package’s toolkit provides unique properties, which
lead to specific advantages or shortcomings depending on
the analysis. For example, GM2RINGSIM models with high
fidelity the material interactions that determine the proper-
ties of the stored beam, whereas symplectic tracking for
long-term beam effects is verified with the COSY-INFINITY
and BMAD models. Below, we describe the main character-
istics of each simulation package. For comparisons of the
simulation packages, please refer to Ref. [8].

GM2RINGSIM is a model of the g − 2 injection line and
storage ring that has been implemented in the GEANT4

simulation framework [22–24]. The model consists of a
full description of the material structures, as well as the
particle detectors that reconstruct the kinematics of the
muons and decay positrons [8]. The GM2RINGSIM package
includes several particle guns, one that allows for high-
fidelity production of decay positrons within the ring and
one that allows for muon production, propagation, and
decay through the full injection channel. Runge-Kutta
integration methods are used to numerically integrate a
particle’s equation of motion and propagate it through
electromagnetic fields and across detector boundaries. The
parallel world functionality is used to insert “virtual”
tracking planes into the ring, without adding any material.
These planes allow for the reconstruction of the motion of
the injected particles as they circulate within the ring. The
nonsymplectic nature of GEANT4 did not cause any issues
for the systematic errors presented.
The COSY-basedmodel [25] is a data-driven computational

representation of the storage ring in COSY INFINITY [26]. The
magnetic field in the storage volume is an implementation of
the azimuthally dependent set ofmultipole strengths from the
experimental data, described as a series of magnetic multi-
pole lattice elements. An optical element superimposed on
themagnetic field recreates the ESQ stations. The high-order
coefficients of the electrostatic potential’s transverse Taylor
expansion produce the nonlinear action of the ESQ on the
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beam’s motion. A recursive iteration of the horizontal mid-
plane coefficients, modeled with conformal mapping meth-
ods to satisfy Laplace’s equation in curvilinear optical
coordinates, provides these coefficients. The boundary
element method is utilized in COULOMB’s field solver to
recreate the ESQ’s effective field boundary and fringe fields
in the model. The COSY-based model calculates lattice
configurations, Twiss parameters, betatron tunes, closed
orbits, and dispersion functions of the storage ring.
A third model based on BMAD [27] models the injection

line and storage ring, which are arranged as a series of
guide field elements referred to as the lattice. The electro-
magnetic fields of the elements are represented as field
maps, or multipole expansions. Particles are tracked by
Runge-Kutta or symplectic integration of the equations of
motion as required. Muon spin is likewise propagated by
numerical integration. Multiple scattering is included at the
entrance and exit windows of the inflector and the outer
ESQ plate through which particles are injected into the ring.
Otherwise, element boundaries are considered apertures,
and particles incident on those boundaries are lost.
Calorimeters and trackers are represented as simple mark-
ers that indicate particle phase space coordinates. BMAD

library routines are used to compute beam parameters like
beta-functions, chromaticity, dispersion, emittance, etc.

III. DATASETS AND RUN CONDITIONS

A. Datasets

Run-2 and Run-3 data were acquired from March to July
2019 and November 2019 to March 2020, respectively. The
data are divided into 9 and 13 data subsets labeled 2A–2I
and 3A–3O for Run-2 and Run-3, respectively. Four data
subsets (2A, 2I, 3A, and 3H) were excluded from the
measurement analysis because systematic studies domi-
nated the periods. The improved stability of the hardware
conditionswith respect toRun-1 allowedmultiple datasets to
be combined in the ωm

a analysis to leverage the higher
statistics and minimize the statistical uncertainties of
some systematic effects. The smaller data partitions are
combined into the following datasets: Run-2 ¼ ½2B–2H�,
Run-3a ¼ ½3B–3G; 3I–3M�, and Run-3b ¼ ½3N–3O�. The
three datasets have different beam storage characteristics,
ESQ voltage, and kicker strength. The data were hardware-
blinded by hiding the true value of the calorimeter digitiza-
tion clock frequency. This blinding factor was different for
Run-2 and Run-3. In Run-2, we performed 25 trolley runs
and tracked 17 field periods, and in Run-3, we performed 44
trolley runs and tracked 34 field periods. In each case, only
two field periods did not receive a terminal trolley run.
Muon-decay positrons included in the final datasets are

selected according to data quality cuts (DQC) based on the
quality of fills and magnetic field stability. Selection criteria
for good fills include the kick amplitude and timing, beam
profiles, and presence of laser synchronization pulses. DQC
are based on the average rate of lost muons, the number of

positrons detected, and the quality of the magnetic field and
monitor data. DQC selection criteria are chosen so that the
muon storage conditions are uniform across each of the
combined datasets. Overall, roughly 20% of the time periods
have been discarded, most of them containing zero or few
positron events, which corresponds to ∼2% of the total data.
The detector and magnetic field DAQ systems are separate
and not synchronized, resulting in short periods between
field DAQ runs where the precession data would not have
corresponding field data. Elimination of those time periods
reduces the precession data by∼0.3%.Magnetic field quality
criteria excluded muon data collected from occasional
sudden changes of the magnetic field, probably due to
magnet component movement, large field oscillations with
a period around two minutes related to variations of the
superconducting coils’ cryogenics, and rare spikes related to
the NMR probes used in the magnetic-field stabilization
system. Figure 1 shows the accumulated positrons for Run-2
and Run-3 after DQC. In total, 71 × 109 positrons with an
energy above 1 GeV were accumulated.

B. Run conditions: Run-2=3 vs Run-1

Table I presents the number of fills and reconstructed
positrons with energies between 1 and 3 GeValong with the
field indices and kicker strengths for the Run-1 and Run-
2=3 datasets.
Significant improvements and changes for Run-2=3 with

respect to Run-1 [8] include the following:
(1) During Run-1, two resistors electrically connected to

the upper and lower plates of the long section of the
first ESQ after injection (Q1L) were damaged.
Replacing the resistors after Run-1 improved the
stability of radial and vertical beam positions. This
significantly reduces the phase acceptance correc-
tion in Run-2=3.

FIG. 1. Muon-decay positrons accumulated in Run-2 and
Run-3 after DQC. Positrons with 1 GeV < E < 3 GeV hitting
the calorimeters t > 30 μs after injection are shown. The Run-1
equivalent (15.4 × 109) is shown for comparison.
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(2) Before Run-3a the operational high-voltage set points
for the ESQ system were lowered by 0.1 kV to avoid
betatron resonances for beam stability. This shift
reduced the muon losses by roughly 20%.

(3) While in Run-1 only two collimators were used, all
five collimators were used in Run-2=3, which led to
better beam scraping and further reduced the effect
of muon losses during storage.

(4) The kicker strengths for Run-1 and Run-2 were
limited to 142 kV by the use of A5596 cables [28].
As a result, the beam was not perfectly centered in
the storage region. At the end of Run-3a, the cables
were upgraded [29] and the kicker voltage was
increased to 161 kV in Run-3b to achieve a more
optimal kick. This results in a better-centered muon
beam, reducing the E-field correction [15].

(5) Between Run-1 and Run-2, the magnet yokes were
covered with a thermal insulating blanket to mitigate
day-night field oscillations due to temperature drifts.
In addition, the experimental hall’s air conditioning
system was upgraded after Run-2 to further stabilize
the temperature of both the magnet yokes and the
detector electronics to better than �0.5 °C. Figure 2
shows the stability improvement for both the magnet
and the calorimeter SiPMs since Run-1.

(6) In Run-2=3, the magnetic field hardware operation
procedures improved compared to Run-1. The more
standardized and automated procedures, especially
for trolley runs, made measurements and monitoring
of the magnetic field faster and more reliable. In
addition, the magnet power supply feedback loop
was optimized during Run-2 to suppress oscillations
in the magnetic field more efficiently and better
decouple from higher-order moment changes.

(7) For Run-2=3, modifications were made to the real-
time processing of the digitized waveforms from
the calorimeter crystals that are utilized in the
positron-based analyses. In Run-1, when an indi-
vidual crystal exceeded a preset threshold, the
digitized waveforms of all 54 crystals of the asso-
ciated calorimeter were recorded (see Ref. [6] for
details). In Run-2=3, when an individual crystal

exceeded a preset threshold, only the above-thresh-
old crystals and their neighboring crystals were
recorded. This change permitted data collection of
positron-based data at higher rates.

(8) For Run-2=3, modifications were also made to the
real-time processing of the digitized waveforms from
the calorimeter crystals that are utilized in the energy-
based analyses. In Run-1, the raw Analog to Digital
Converter (ADC) samples from each calorimeter
crystal were summed into 75 ns-binned histograms.
These per-crystal histograms were then stored for
each fill (see Ref. [6] for details). In Run-2=3, the raw
ADC samples from each calorimeter crystal were
summed into 18.5 ns binned histograms. These per-
crystal histograms was then accumulated for 4 fills
and stored for every fourth fill. These changes
permitted the acquisition of energy-based data with
a finer time binning and a greater time range.

(9) During Run-2 (i.e., after dataset 2E), a wedge
absorber for muon momentum-spread reduction
was installed in the incident muon beamline [30].

C. Beam storage conditions

Many of the changes listed in the last chapter define the
beam dynamics conditions in the storage ring. The main
characteristics, such as typical beam oscillation frequen-
cies, muon losses, and beam distributions, are described in
the following subsections.

1. Beam oscillation frequencies

The 120-ns duration of muon injection causes a modu-
lation of positron hits in individual detectors with a

TABLE I. Dataset statistics and hardware conditions for Run-
2=3 compared to Run-1. The number of analyzed positrons (eþ)
represents the statistics used in the final ωm

a fits.

Dataset Fills (×106) eþ (×109) Field index Kicker (kV)

Run-1a 1.51 2.0 0.108 130
Run-1b 1.96 2.8 0.120 137
Run-1c 3.33 4.3 0.120 130
Run-1d 7.33 6.3 0.107 125

Run-2 18.60 24.7 0.108 142
Run-3a 33.53 33.1 0.107 142
Run-3b 11.55 11.9 0.108 161

FIG. 2. Temperature of the calorimeter SiPMs (small dots) and
the magnet yokes (thicker lines) across Run-1, Run-2, and Run-3.
The two inserts show a box of four days with a temperature range
of 1 °C. The magnet thermal insulating blanket installed after
Run-1 reduced the day-night oscillations of the magnet temper-
ature. The upgraded air conditioning system greatly improved the
long-term stability of both the calorimeters and magnet temper-
ature after Run-2.

DETAILED REPORT ON THE MEASUREMENT OF THE … PHYS. REV. D 110, 032009 (2024)

032009-7



cyclotron period Tc. Due to the momentum spread of the
stored muons with p ¼ mμc=

ffiffiffiffiffiaμp � 0.15%, this initial
bunching is gradually debunched [6].
The muons stored in the ring follow both radial and

vertical betatron oscillations with frequencies (fx, fy)
determined by the configuration of the guide fields,
characterizing the transverse motion along the azimuth
of the ring. In addition, the beam widths (frequencies
2fx; 2fy) and centroids of the stored muons follow the
optical lattice (with azimuthal variations smaller than 3%)
and closed orbits.
The observed timedistribution in a detector is perturbedby

these beam oscillations through their coupling to the detector
acceptance. In practice, the radial centroid oscillation (fx)
dominates the radial perturbations, and the vertical width
oscillation (2fy) dominates the vertical perturbation.
Since muons pass each detector once every cyclotron

period, the radial centroid oscillation is observed at an aliased
frequency, dubbed coherent betatron oscillation (CBO),
fCBO ¼ fc − fx. A substantial cancellation of cyclotron
period modulation, called fast rotation, is achieved by
histogramming data with bin widths as close as achievable
to the cyclotron period. Such a binning causes any frequency
that exceeds the Nyquist limit fc=2 to also be aliased. The
vertical width oscillation appears in the histogram aliased to
fVW ¼ fc − 2fy. Table II is a summary of these frequencies
for the field index (see Ref. [31]) n ¼ 0.108.

2. Muon losses

Not all stored muons decay into positrons. Some muons
impact material in the storage region, such as aperture-
defining collimators, and lose energy to the point where
they can no longer be stored. These muons spiral inward,
and a subset of them are observed as triple-coincidences of
minimum ionizing particles in adjacent calorimeters. The
muon loss spectra differ greatly between runs as seen in
Fig. 3. The muon loss rate was reduced by an order of
magnitude between Run-1 and Run-2 due to the repair of the

damagedESQ resistors. The bump structure (see Sec. IV E 3)
observed in Run-2 between 50 and 150 μs was suppressed in
Run-3 by better centering the vertical beam.
The presence of lost muons can bias the extraction of ωm

a
in two ways. First, a time-dependent loss of stored muons
causes a time-dependent distortion of measured positrons.
To avoid biasing the ωa extraction, the fit must therefore
incorporate the effects of muon losses (see Sec. IV E 3).
Second, coupling between the muon’s momenta and initial
spin directions can alter the measured value of ωm

a , as
described with more details in Sec. V C.

3. Beam distributions

The muon beam distribution Mðx; y;ϕÞ is reconstructed
by extrapolating beam profiles measured by the two tracker
stations. The extrapolation shifts the mean and scales the
transverse width of the distributions relative to the tracker

TABLE II. Compilation of frequencies and periods of important beam oscillations for the field index n ¼ 0.108
(the anomalous precession frequency fa and cyclotron frequency fc are given for comparison). Columns 1 and 2
denote the frequency and its symbol. Column 3 gives the relation of the beam frequency to the field index n,
cyclotron frequency fc, and betatron frequencies fx, fy, in the continuous ESQ approximation. Columns 4 and 5 list
the numerical values of the frequencies and periods for a field index n ¼ 0.108 in the continuous ESQ
approximation. Note that the measured frequencies differ slightly from the continuous ESQ approximation
frequencies.

Term Symbol Field index relation Frequency (MHz) n ¼ 0.108 Period (μs) n ¼ 0.108

g − 2 fa 0.229 4.37
Cyclotron fc 6.70 0.149
Horizontal betatron fx

ffiffiffiffiffiffiffiffiffiffiffi
1 − n

p
fc 6.33 0.158

Vertical betatron fy
ffiffiffi
n

p
fc 2.20 0.454

Coherent betatron fCBO fc − fx 0.372 2.69
Vertical waist fVW fc − 2fy 2.30 0.435

FIG. 3. Muon loss time distribution L(t) for selected Run-1
(gray), Run-2 (blue), and Run-3 (orange) data subsets showing
the reduction in losses. The values here are normalized to the
number of eþ > 1.7 GeV in each dataset. The large modulation
of the muon losses with the frequency fCBO is a reflection of the
mechanism of the losses.
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station using characteristic functions obtained from the
optical lattice calculated with the COSY INFINITY-based
model of the storage ring.
Figure 4 shows azimuthally averaged muon beam dis-

tributions based on this beam extrapolation. The increased
kick strength in Run-3b moves the beam distribution closer
to the center.

IV. MUON ANOMALOUS PRECESSION
FREQUENCY MEASUREMENT

This section discusses the analysis of the muon anoma-
lous precession frequency, ωm

a . It describes the time-
distribution reconstructions of positron hits and integrated
energy as well as the corrections and the fits that are applied
to these distributions. It also discusses the ωm

a results,
systematic uncertainties and consistency checks. We
emphasize changes since the Run-1, ωm

a analysis [6].
The ωm

a analysis was conducted by seven independent
analysis groups using a number of different strategies for
the positron hit and integrated-energy reconstruction,
handling of cyclotron rotation and positron pileup, and
treatment of beam dynamics and muon losses. Herein the
analysis groups are denoted by roman numerals I–VII.

A. Analysis methods

The measurement benefits from multiple complementary
analysis techniques that can be divided broadly into two
categories. The first category is event-based and focuses on
reconstructing the energies and times of the individual decay
positrons in the calorimeters. The second category is energy-
based and focuses on reconstructing the energyversus time in
the calorimeters without the positron identification. For each
technique, we construct a time distribution that is modulated
by the anomalous precession frequency ωm

a .
In the event-based methods, we applied two data-

weighting schemes. In the threshold analysis (denoted
the T method), equal weight is given to all positrons above
a fixed energy threshold. In the asymmetry-weighted
analysis (denoted the A method), each positron is weighted

according to the decay-asymmetry corresponding to the
positron’s energy (see Fig. 5). The asymmetry-weighted
analysis achieves the greatest possible statistical power to
measure the precession frequency. The integrated-energy
approach (denoted the Q method), is logically equivalent to
weighting positrons with their energies even though it does
not resolve individual positrons.
In a ratio method, the data are split into four subsets, two

time-shifted and two unshifted, fromwhich a ratio histogram
is constructed. By using time shifts of one-half the anoma-
lous precession period, theωm

a modulation is preservedwhile
slow-timevariations aremitigated. SeeRef. [6] for the details
of the construction of the ratio histogram.

B. Reconstruction approaches

For the event-based analyses, we used two distinct
reconstruction schemes: a local-fitting approach and a
global-fitting approach. The local-fitting approach was
used by the groups I through IV and the global-fitting
approach was used by groups V and VI. An important
difference between these two approaches was the inclusion
or exclusion of spatial separation of positron hits in the
fitting procedure (see Ref. [6] for details).
The local-fitting approach involves individually fitting

the waveform from each crystal. Each crystal waveform
is first fit to an empirically determined pulse template to
determine its time and energy. The crystal hits occurring
in a given time window are then clustered into positron
candidates. The cluster time was defined as the time of
the crystal hit with the largest energy, and the cluster
energy was defined as the sum of the clustered crystal
energies.

FIG. 4. Azimuthally averaged muon beam distribution summed
over t > 30 μs (hMðx; yÞiϕ) from datasets from Run-2 (2B) on
the left and Run-3b (3O) on the right. The color represents the
intensity, from low intensity in blue (outside) to high intensity in
red (inside).

FIG. 5. Representative example of the measured asymmetry
AðEÞ of the anomalous precession signal versus the positron
energy E in the region 0.5–3.1 GeV (for the calorimeter summed
data and a selected analysis group). In the A method, each
positron is weighted by AðEÞ to achieve the greatest possible
statistical power in the anomalous precession frequency meas-
urement. Note the measured asymmetry AðEÞ incorporates
detector acceptance effects.
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The global-fitting approach involves simultaneously fitting
the waveforms from 3 × 3 crystal arrays that are centered on
the highest-energy crystal. The 3 × 3 waveforms are simulta-
neously fit to empirically determined pulse templates to
determine a single shared fitted time and individual
crystal energies (see Ref. [6] for the details of the
construction of the templates). The cluster time was
defined as the single shared fitted time and the cluster
energy as the sum of the contributing crystal energies.
The group VII, energy-based reconstruction involves the

construction of a time distribution of the deposited energy in
each calorimeter. The approach utilizes a rolling pedestal
with a low-energy threshold in order to extract the integrated
energy and mitigate any pedestal variations (see Ref. [6] for
details). It negates the need for fitting and clustering of crystal
pulses and decision making in positron identification.
Although statistically less powerful, its value lies in utilizing
different raw data, applying different reconstruction proce-
dures, and inheriting different systematic uncertainties.

C. Data corrections

The analysis methods (Sec. IVA) and reconstruction
approaches (Sec. IV B) are used to build time distribu-
tions of positrons hits or integrated energy. Before
fitting the time distributions to extract ωm

a we apply
several corrections.
One correction applied to the raw data, accounts for

any gain changes in the calorimeter electronics. Another
correction applied to the time histograms removes the
distortions arising from positron pileup. A final correction
treats the imprint on the data of the cyclotron rotation of the
stored beam. These corrections are described below.

1. Gain corrections

The calorimeter SiPMs and readout electronics suffer
from gain fluctuations on multiple timescales from
various physical effects. At the longest timescales,
temperature variations in the experimental hall lead to
gain changes over days or longer (long-term gain
correction). Within a muon fill, the initial beam flash
causes an immediate gain sag with gradual gain recov-
ery that impacts all calorimeters but especially those
near the inflector (in-fill gain correction). At the shortest
timescales, the SiPM pixel deadtime causes a short-term
gain sag if a second positron is recorded just after an
earlier positron (short-term gain correction).
These effects are corrected using dedicated studies

with a laser calibration system Ref. [32]. One improve-
ment since Run-1 is the treatment of the temperature
dependence of the short-term gain corrections.
Note that the significant improvement in the temperature

stability of the experimental hall from Run-2 to Run-3 (see
Fig. 2), reduced the size of long-term gain corrections and
limited the need for temperature-dependent, short-term
gain corrections in Run-3.

2. Pileup corrections

For event-based analyses, it is generally not possible to
resolve positron hits in the same calorimeter crystal within
a 1.25-ns time interval (we note that the spatial resolution of
the global-fitting approach can sometimes identify such
pileup events). Consequently, such close-in-time positrons
are summed and treated as a single positron with the
summed energy of the true positrons. Since the likelihood
of positron pileup will decrease during the muon fill, this
potentially biases the ωa extraction.
To account for pileup, the raw time distribution is

corrected through a data-driven, statistical reconstruction
of a pileup time distribution. Three methods were used in
building the pileup distribution: the so-called empirical,
semiempirical, and shadow window methods. All three
methods model the effects of pileup by computing the
difference between the reconstructed energy-time distribu-
tions of unresolved positrons and resolved positrons.
This pileup time distribution is then subtracted from the
raw time distribution.
The pileup modelling is achieved by superimposing data

from the same calorimeter with a one cyclotron period
delay from the reconstructed positron. This separation
randomly samples the calorimeter data with a similar rate.
The initial reconstruction provides the individual positrons
before the data superposition.
In practice, this superposition of data can be performed

at the level of the digitized waveforms, crystal hits, and
reconstructed positrons. These levels correspond to the
aforementioned empirical, semiempirical, and shadow
window methods, respectively [33]. An improvement on
Run-1 was the handling of triple pileup in most Run-2=3
analyses.
All three methods show an excellent ability to reproduce

the observed pileup energy spectrum in the energy region
greater than the 3.1 GeV beam energy. An example using
the empirical method is shown in Fig. 6.
The energy-based analyses utilize a nonzero energy

threshold and therefore are not completely immune to a
pileup distortion. We therefore developed a signal process-
ing algorithm for calculating pedestals and applying thresh-
olds that minimizes pileup effects. The algorithm is
described in [6].

3. Fast-rotation handling

Although the fast-rotation modulation (Sec. III C) is
greatly reduced by the 30 μs start time of the ωa fit
region, its effect is nonzero. A substantial cancellation
of fast rotation is achieved by histogramming data with
bin widths as close as possible to the cyclotron period
(149.2 ns for the event-based analyses and 150 ns for
the energy-based analyses). A further cancellation is
achieved by summing the data from the 24 calorimeters
(due to the 2π advance of the fast-rotation modulation
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around the ring circumference). These procedures were
used in all the analyses.
The remaining distortion is handled by either random-

izing the histogram entries by one cyclotron period
in event-based analyses or uniformly distributing the
energy entries over one cyclotron period in energy-based
analyses.

D. ωm
a software blinding procedure

During their analysis processes, each of the seven
analysis groups were software-blinded with respect to
each other (i.e. in addition to the common hardware
blinding).
The procedure parametrized the measured frequency ωm

a
as a fractional shift R from a nominal reference frequency
ωref ¼ 2π × 0.2291 MHz, where

ωm
a ¼ ωref · ð1þ ½R − ΔR� × 10−6Þ; ð5Þ

and ΔR is that group-dependent, software-blinding offset,
which is generated within a �24 range. The values of ΔR
were derived from group-chosen text phrases whose hash
seeded a random number generator.
The relative unblinding of the seven groups to a

common software-blinded stage facilitated unbiased
comparisons between the analyses and followed internal
reviews conducted by the analysis teams. The remain-
ing software and hardware blindings were not removed
until the collaboration’s decision to publish the result
for aμ.

E. ωm
a fitting procedure

The measured anomalous precession frequency ωm
a was

extracted by fitting the reconstructed positron or integrated-
energy time histograms after correcting for cyclotron
rotation and positron pileup. These “ωm

a -wiggle” fits were
performed using either the MINUIT numerical minimization
package [34], the PYTHON SciPy.OPTIMIZE package [35],
or the PYTHON LMFIT package [36]. They minimized the
quantity

χ2 ¼
X
ij

ðyi − fiÞV−1
ij ðyj − fjÞ; ð6Þ

where yi are the measured data points, fi are the corre-
sponding fit function values, and Vij is the covariance
matrix. The diagonal elements of Vij are the variances σ2i of
the data points yi. The off-diagonal elements of Vij are the
covariances σ2ij between the data points yi, yj. Nonzero
covariances were used in some analyses to handle corre-
lations between data points arising from the handling of
cyclotron rotation, correction for positron pileup, and
construction of ratio histograms. The minimization of χ2

determines the optimal values of the model parameters of
the fit function.
The nominal fit time ranges were 30.1 to 660.0 μs for the

event-based analyses and 30.1 to 330.0 μs for the energy-
based analyses. The bin widths were 149.2 ns for the event-
based analyses and 150.0 ns for the energy-based analyses.
The 30.1 μs start time is (i) after the stabilization of beam
scraping and (ii) as close as possible to an ωa anomalous
precession node in order to minimize any pull from
miscalibration of the calorimeters (see Sec. IV C 1).

1. ωm
a fit model

The fit function used for extracting ωm
a from both the

event-based and energy-based time distributions has the
general form

fðtÞ ¼ N0 · NxðtÞ · NyðtÞ · NxyðtÞ · ΛðtÞ · e−t=γτμ
ð1þ A0 · AxðtÞ cosðωm

a t − ðϕ0 þ ϕxðtÞÞÞÞ: ð7Þ

The function incorporates the effects of muon decay and
anomalous precession through the time-dilated lifetime γτμ,
muon decay asymmetry A0, anomalous precession fre-
quency ωm

a , and anomalous precession phase ϕ0. N0 is an
overall normalization. Note that the time-dependent terms
Nx, Ny, Nxy, Ax, ϕx, and Λ are used to handle distortions
from beam dynamics and muon losses [37]. These dis-
tortions are explained in detail in Secs. IV E 2 and IV E 3,
respectively.
In addition, we discuss in Sec. IV E 4 an electronics

ringing term that was used in the energy-based analyses and
in Sec. IV E 5 a residual slow term that was studied in the
event-based analyses.

FIG. 6. Illustration of the reconstructed pileup correction for the
empirical method. The black curve is the raw energy distribution
before the pileup correction. The dashed blue (dotted orange)
curves show the reconstructed gain (loss) of positron events due
to positron pileup. The agreement between the black curve and
the blue curve in the energy region greater than the 3.1 GeV beam
energy (vertical gray line) is an indication of the quality of the
pileup correction.
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IfNx,Ny,Nxy, and Ax are set to unity and ϕx is set to zero
in Eq. (7), one obtains a five-parameter function involving
N0, γτμ, A0, ωm

a , and ϕ0. In subsequent sections, we utilize
the five-parameter fit residuals and their discrete Fourier
transforms to illustrate the effects of beam dynamics.

2. Beam dynamics distortions

In principle, the beam oscillations, in combination with
detector acceptances introduced in Sec. III C, perturb the
overall normalization (N0), decay asymmetry (A0), and
precession phase (ϕ0), in the ωm

a fit function. In practice,
we find the large radial perturbations require accounting for
beam distortions toN0, A0, and ϕ0 while the smaller vertical
perturbations only require accounting for distortions to N0.
The time-dependent distortions from beam dynamics

were generally modelled by a sinusoidal oscillation with an
empirical decoherence envelope. For example, leading
effects of CBO perturbations on the normalization N0

could be modelled by a term

NxðtÞ ¼ 1þ ACBOe−t=τCBO cosðωCBOtþ ϕCBOÞ; ð8Þ

where the associated parameters are the CBO amplitude,
ACBO, CBO frequency, ωCBO, CBO phase, ϕCBO, and CBO
decoherence time constant τCBO. Similar functional forms
were used for the beam dynamics corrections Ny, Nxy, Ax,
and ϕx. Note that the term NxyðtÞ, with a frequency
ωVW − ωCBO, arises from a coupling between the dominant
horizontal and vertical oscillations.
In practice, a number of monotonically decreasing

functions, which involved combinations of exponential
and reciprocal functions, were used for modeling the
decoherence envelope. The envelope shape and time
constant were found to differ across the three datasets
and the event-based and energy-based analyses. The ωm

a
sensitivity to the decoherence envelope is discussed in
Sec. IV J 1.
In addition, an effective time variation of the CBO

frequency was identified in the time distributions of the
individual calorimeters. This effect was modelled through an
exponentially decreasing timevariationwith a10–20 μs time
constant and a fitted amplitude parameter. Theωm

a sensitivity
to the frequency change is discussed in Sec. IV J 1.

3. Muon loss distortions

Muon losses, as described in Sec. III C and shown in
Fig. 3, reduce the number of stored muons and, conse-
quently, the number of detected positrons.
As shown, such losses can be measured as a function of

time LðtÞ by muons traversing multiple calorimeters.
However, such measurements do not determine the abso-
lute rate of muon losses. An absolute measurement of the
muon loss rate would require modeling the calorimeter

acceptance of aberrant trajectories to high precision. A
data-driven approach was therefore employed.
Note that muon-loss effects on positron rates at time t are

determined by the integrated losses up to time t. All ωm
a fits

therefore incorporate a muon loss term

ΛðtÞ ¼ 1 − kloss

Z
t

0

LðtÞet0=γτμdt0; ð9Þ

where LðtÞ is the measured muon-loss time distribution and
kloss is a fitted normalization parameter.
Figure 3 in Sec. III A compares the measured time

distributions LðtÞ for the different datasets. The changes
made to the quadrupole and kicker settings between the
three datasets led to related changes in the loss rates and the
time distributions. In Run-2 the loss rates were significantly
larger as the field index was closer to beam resonances.
Another notable difference between the datasets was

the appearance of a bump in the Run-2 time distribution.
The bump amplitude and bump time both varied around the
storage ring and changed during Run-2 operations.
Although the bump’s cause is not fully understood, it
was found to be correlated with the magnet temperature and
the vertical beam position.
Due to the Run-2=3 differences in muon-loss time

distributions, the procedures for fitting the losses differed
between Run-2 and Run-3. These details are summarized in
Table III.

4. Electronics ringing distortions

In the energy-based approach, the time distributions
are incremented with above-threshold, pedestal-subtracted
energies. The pedestal is calculated from the rolling
average of the ADC samples in a window surrounding
each above-threshold, ADC sample. Consequently, both
drifts and oscillations of the baseline during the fill can bias
this calculation.
The largest bias arose from electronics ringing with a

period of about 600 ns that resulted from the injection flash
in the calorimeters. To determine the effect on calculating
the pedestal, we computed the distribution of differences
between
(1) ADC samples without above-threshold signals, and
(2) corresponding pedestal estimates from the surround-

ing pedestal samples.
This data-driven bias was then incorporated in the fit
function for the energy-based analyses in a similar manner
to the muon loss term.

5. Residual slow effect

Residual slow effects, a change in positron counts or
integrated energy over the duration of the fill, have different
sources.
One contribution arose in the local-fitting analysis from

the handling of the single chopped islands with more than
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one positron cluster. Such islands—that are more probable
at early times in the fill—produced a time-dependent,
energy-scale shift.
Another contribution stems from a remaining residual

slow term that is common to both local and global fits.
Possible sources of this effect include changes in gain,
acceptance, or reconstruction over the duration of the fill.
The introduction of either an ad hoc, time-dependent
correction term or an ad hoc, time-dependent fit term is
utilized to mitigate this residual effect. We noted that this
term’s magnitude is highly correlated with analysis strat-
egies that are applied to the fitting of other slow terms like
the muon lifetime and the muon losses. We chose not to
apply the ad hoc, time-dependent fit term in the extraction
of the frequency ωm

a .

F. Differences with respect to Run-1

The major differences between the Run-2=3 analysis and
the Run-1 analysis are listed below.
(1) In Run-2=3 we introduced a so-called kernel method

for building ratio histograms. This method uses
four identical copies of the time distributions for
the ratio construction. It has the advantage of
avoiding the statistical noise originating from the
Run-1 randomization approach. It has the disadvant-
age of introducing bin-to-bin correlations in the
ratio histograms.

(2) In Run-2=3 the ratio construction was additionally
applied to the asymmetry-weighted positron time
distributions and the integrated-energy time distri-
butions. Below we denote the original T-method

ratio histograms by RT, the new A-method ratio
histograms by RA, and the new Q-method ratio
histograms by QR.

(3) In Run-2=3 we introduced several improvements in
the local-fitting positron reconstruction. One im-
provement used the measured energy dependence of
the SiPM time resolution [18]. It improved the
separation of close-in-time clusters and reduced
the positron pileup. Another improvement by group
I involved prioritizing the crystal hits with higher
energies during clustering. It improved the positron
time resolution.

(4) In Run-2=3 we improved the gain correction pro-
cedure by incorporating a temperature-dependent,
short-term gain correction.

(5) In Run-2=3 a new frequency corresponding to
ωVW − ωCBO was identified in the time distributions
and incorporated in the ωa fits.

G. Multiparameter fits

Table III summarizes the analysis strategies and fitting
choices that were made by the seven groups in their
multiparameter ωm

a fits. The discrete Fourier transform
of the fit residuals for a representative multiparameter fit to
the Run-3b dataset is shown in Fig. 7.
As discussed in detail in Sec. IV B, the analyses span

three distinct reconstructions: the event-based, global-
fitting reconstruction, the event-based, local-fitting recon-
struction, and the energy-based reconstruction. Positron
pileup was corrected by three distinct, data-driven
approaches involving superimposing ADC waveforms,

TABLE III. Summary of the fitting strategies of the seven analysis groups I–VII. Columns 1, 2, and 3 denote the groups,
reconstruction and histogramming methods. Column 4 lists the total number of parameters varied in the fits to the datasets. Column 5
lists the strategy for handling the time-dilated muon lifetime. Columns 6 and 7 summarize the strategies for handling the muon-loss term
in runs 2 and 3, respectively. The þ, − denotes the sign of the muon-loss term in the wiggle fit (see Sec. IV J 3). Columns 8–10
summarize the strategies for handling the various beam dynamics effects where the heading fCBOðtÞ denotes a time-dependent CBO
frequency, the heading e−t=τCBO þ C denotes a CBO envelope with both an exponential and constant term, and the heading VW − CBO
denotes the 1.9 MHz oscillation term. An unlabeled check mark indicates the associated fit term was included in all datasets. A check
mark with label “r3” or “r3b” indicates the associated fit term was included in the Run-3 or Run-3b datasets only. Note in column 7,
“fixed τd” indicates the time constant of the CBO frequency change was not varied in the fit. See text for details.

Group Recon Method
Number of free

parameters 2, 3a/3b τμ handling Run-2 kloss Run-3 kloss fCBOðtÞ term
CBO env.
e−t=τ þ C

VW − CBO
term

I Local A, T 28=28 Free Free, þ Free, − r3b ✓ ✓
II Local A, T 25=26 Free Free, þ Fix, 0 ✓ r3b ✓ ✓
III Local A, T 28=28 Free Free, þ Free, − ✓, fixed τd ✓ ✓
III Local AR, TR 14=14 Fix Free, þ Free, − ✓, fixed τd ✓
IV Local A, T 18=18 Free Free, þ Fix, 0 ✓, fixed τd ✓
IV Local AR, TR 15=15 Fix Fix, þ Fix, 0 ✓, fixed τd ✓
V Global A, T 30=30 Free Free, þ Free, − ✓ ✓ ✓
V Global TR 19=19 Fix Fix, þ Fix, − ✓ ✓
VI Global A, T 27=28 Penalize Free, þ Free − ✓, fixed τd r3b ✓ ✓
VII Energy Q 34=38 Free Free, þ Free, − ✓ ✓ r3 ✓
VII Energy QR 26=24 Fix Fix, þ Fix, − ✓ ✓ r3 ✓
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crystal hits, or positron hits (see Secs. IV C 2 and IV C 3 for
details). The handling of cyclotron rotation involved either
randomizing the histogram entries by times �Tc=2 in
event-based analyses or uniformly distributing the histogram
entries over times�Tc=2 in energy-based analyses. The time
distributions themselves were constructed with equally
weighted positron entries (T method), asymmetry-weighted
positron entries (Amethod), and energy-weighted entries (Q
method). Ratio histograms for each weighting were also
constructed (TR, AR, and QR methods).
In performing the fits, independent analysis groups used

different strategies for handling perturbations from beam
dynamics, muon losses, and residual slow effects. Choices
included the use of free, penalized, and fixed values for the
time-dilated muon lifetime γτμ [38]; the use of free, fixed,
or zero values for the muon loss parameter kloss; and
different handlings of the CBO envelope shape and the
CBO frequency time-dependence. The total number of free
parameters varied with analysis choices and histogramming
methods and ranged from 14 parameters (in one AR
method fit) to 38 parameters (in the Q method fit).
Note that two analysis groups (III and IV) used a

randomization procedure similar to fast rotation randomi-
zation to handle the VW beam oscillation. This avoided
the need for an associated fit term and reduced the number
of fit parameters.
The typical effects the aforementioned corrections

have on the extraction of ωm
a are Oð1000 ppbÞ for the

beam dynamics, Oð10 ppbÞ for the muon losses,

Oð100 ppbÞ for the positron pileup, and Oð1 ppbÞ for
the cyclotron rotation.

H. Commonly blinded ωm
a results

Table IVand Fig. 8 list the commonly blinded ωm
a values

and their statistical uncertainties for 19 distinct analyses
covering the Run-2, Run-3a, and Run-3b datasets (the 19
distinct analyses arise from the multiple histogramming
techniques applied by the seven analysis groups). The
results are expressed in terms of R[ppm] as defined by
Eq. (5) and described in Sec. IV D. Across the datasets, the
R values may differ due to dataset differences in the muon-
averaged magnetic field (Sec. VI F) and ωm

a beam dynamics
corrections (Sec. V).
Within a given dataset the R values from different

analyses are highly correlated. The R values should agree
within allowed statistical and systematic variations that
account for the analysis-to-analysis correlations.
Various sources contribute to the allowed statistical

variations between the different analysis approaches.
These sources of statistical variations include the following:
(1) differences between event-based and energy-based

reconstructions arise from different energy thresh-
olds on crystal pulses and positron candidates,

FIG. 7. Representative example of the discrete Fourier trans-
form (FFT) of the fit residuals for a five-parameter fit (solid blue)
and a multiparameter fit (dotted orange) to the Run-3b dataset.
The five-parameter Fourier transform indicates the presence
of perturbations due to beam dynamics, muon losses, etc.
The five-parameter fit shows peaks corresponding to radial
beam oscillations (fCBO, 2fCBO), vertical beam oscillations
(fVW, fy), couplings between precession and radial frequencies
(fCBO � fa), and radial and vertical frequencies (fVW − fCBO).
Also evident at low frequencies are the effects of muon losses and
other slow effects.

TABLE IV. R values in units of ppm for the 19 distinct analyses
of the three datasets. Note the muon-weighted magnetic field
(Sec. VI F) and beam dynamics corrections (Sec. V) are different
for the three datasets. Column 1 denotes the analysis group and
column 2 denotes the histogramming method. The remaining
columns give the commonly blinded R values and their statistical
uncertainties for the Run-2, Run-3a, and Run-3b datasets,
respectively. See text for the discussion of the allowed statistical
differences between the different analyses.

Run-2 Run-3a Run-3b

Group Method R σR R σR R σR

I T −99.112 0.377 −98.682 0.320 −97.298 0.520
II T −99.171 0.376 −98.700 0.323 −97.274 0.519
III T −99.198 0.377 −98.690 0.323 −97.267 0.520
IV T −99.147 0.382 −98.726 0.329 −97.304 0.528
V T −99.029 0.378 −98.603 0.325 −97.191 0.513
VI T −99.047 0.378 −98.581 0.325 −97.145 0.522
I A −99.197 0.339 −98.355 0.290 −97.453 0.468
II A −99.232 0.338 −98.408 0.290 −97.407 0.467
III A −99.253 0.337 −98.416 0.291 −97.422 0.468
IV A −99.199 0.344 −98.430 0.295 −97.438 0.476
V A −99.134 0.340 −98.416 0.291 −97.337 0.466
VI A −99.157 0.340 −98.397 0.293 −97.316 0.470
III RT −99.189 0.383 −98.693 0.334 −97.279 0.533
IV RT −99.160 0.383 −98.710 0.329 −97.244 0.529
V RT −99.006 0.384 −98.549 0.325 −97.158 0.513
III RA −99.222 0.345 −98.458 0.301 −97.402 0.480
IV RA −99.180 0.345 −98.432 0.297 −97.372 0.477
VII Q −99.191 0.543 −98.555 0.414 −96.875 0.663
VII RQ −99.300 0.491 −98.638 0.386 −97.239 0.616
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(2) differences between local-fitting and global-fitting
reconstructions arise from different clustering of
crystal hits into positron candidates,

(3) differences between T-method and A-method histo-
gramming arise from different thresholds and differ-
ent weightings of positron candidates,

(4) differences between ratio and nonratio histogram-
ming arise from the ratio-method time shifts and
thereby differing data at the beginning and the end of
the fit region.

Differing strategies for correcting for positron pileup,
handling of beam dynamics, and compensating for muon
losses, also introduce allowed differences in the systematic
uncertainties for the different analyses. Analysis groups
also use different strategies in handling slow effects.
One approach to estimating the analysis-to-analysis

correlations uses a Monte Carlo to generate positron
candidates and build time distributions. The statistical
correlation coefficients between various approaches are
then determined by running many Monte Carlo trials,
generating many time distributions, and extracting ωm

a
variances between different pairs of analysis approaches.
Another approach to estimating the analysis-to-analysis

correlations involves resampling of Run-2=3 data into
multiple subsets. These subsets are then separately ana-
lyzed using the different analysis approaches. The statis-
tical correlation coefficients between pairs of analyses
approaches are then extracted from the measured variances
of the ωm

a differences for the resampled subsets.
In Table XXVII in the Appendix, we list the estimated

correlations between all 19 analyses. The largest allowed
differences are between event-based analyses and energy-
based analyses. The analyses that employ either a common
reconstruction approach or a common histogramming
approach (the group of six A-method analyses or the
group of six T-method analyses) only allow much smaller

FIG. 8. Plot of the results for the 19 analyses of the three different datasets. Note the muon-weighted magnetic field (Sec. VI F) and
beam dynamics corrections (Sec. V) are different for the three datasets. The plotted uncertainties are the statistical uncertainties from the
multiparameter fits to the associated time distributions. The allowed statistical and systematic differences between the results for a given
dataset are discussed in Sec. IV H.

FIG. 9. Pulls between the 513 pairs of all ωa measurements (top
panel) and 45 pairs of A- and RA-method measurements that are
used in the ωa averaging (bottom panel). The pulls are defined as
ðyi − yjÞ=σij where yi, yj are the two measurements and σij is the
estimated uncertainty on their difference. The values of σij are
computed using the statistical and systematic uncertainties and
their estimated correlations.
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differences. Note in Table IV, the apparent systematic
differences between the A-method analyses and the
T-method analyses are consistent with the allowed
differences between these methods.
We define the pulls between pairs of ωm

a determinations
as ðyi − yjÞ=σij, where yi, yj is the measurement pair and
σij is the corresponding allowed statistical and systematic
differences. For each set of 19 ωm

a determinations, there are
171 analysis pairs and therefore a total 513 comparisons
across the three datasets.
In Fig. 9, we plot the 513 pulls for all ωm

a measurements
and the 45 pulls from the eight A-method and RA-method
measurements that are most relevant to the ωm

a averaging.
Their standard deviations are 1.04 and 1.08, respectively.

I. Consistency checks

Beyond the fit χ2, fit residuals, and the discrete Fourier
transform of the fit residuals, a number of checks were
made on the robustness of the results for the frequency ωm

a
and other parameters.
All analyses fit their time distributions with incre-

mentally increasing start times to probe the stability of
the fit parameters. A representative start time scan, for an
A-method analysis of the Run-3a dataset, is shown in
Fig. 10. The start time scan dependence of ωm

a is sensitive
to effects that vary from early to late in fill such as cyclotron
rotation, positron pileup, and gain changes. All analyses
demonstrated the start time scan stability of fittedωm

a values
within the allowed statistical deviations.

All analyses fit the 24 time distributions of the individual
calorimeters to perform calorimeter scans. A representative
calorimeter scan, for an A-method analysis of the 3a
dataset, is shown in Fig. 11. The calorimeter scan depend-
ence of ωm

a is sensitive to effects from cyclotron rotation
and CBO modulation that are larger in the individual
calorimeters than the calorimeter sum (as a result of the
2π phase advance of the cyclotron rotation and the CBO
modulation around the ring circumference). All analyses
demonstrated the calorimeter scan stability of fitted ωm

a
values within the allowed statistical deviations.
Fits as a function of the positron energy were also

performed for the event-based analyses. Such energy scans
are sensitive to effects of positron pileup and gain changes
that vary with energy. No evidence was found for ωm

a
variation with positron energy.
All analyses also reported the correlation coefficients

between the fit parameters in their ωm
a fits. A large, known

correlation exists between the frequency ωm
a and its phase

ϕ. A smaller, known correlation exists between the fre-
quency ωm

a and the frequency and phase parameters of the
leading-order CBO term.

J. Systematic uncertainties

The systematic uncertainties reflect the inevitable short-
comings in modeling the true behavior of beam dynamics
and other effects. Each analysis made reasonable choices
for the required modeling of the various effects in the
data, and each analysis made independent estimates of
systematic errors. The reported errors are averaged across
the analysis groups with the same weightings as the ωm

a
averages.

FIG. 10. A representative scan of the blinded R value versus the
fit start time for the Run-3a dataset and the asymmetry-weighted
histogramming method. The black data points are the R-value fit
results. The point-to-point values are highly correlated and the
smooth blue curve is the 1 allowed standard deviation band of any
fit result from the canonical 30.1 μs fit start time. The allowed
deviation band accounts for the statistical correlations between
the 30.1 μs and > 30.1 μs fit results. Note the vertical axis
includes an analysis-dependent software blinding and cannot be
compared to Fig. 8 and Table IV.

FIG. 11. A representative scan of the blinded R-value versus the
calorimeter index for the Run-3a dataset and the asymmetry-
weighted histogramming method. The black data points are the
R-value fit results, and the solid blue line is a straight-line fit to
the 24 individual calorimeter R values. Note the vertical axis
includes an analysis-dependent software blinding and cannot be
compared to Fig. 8 and Table IV.
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The major sources of ωm
a systematic uncertainties are

summarized in Table V. The treatment of the CBO
distortions of the time distributions provides the largest
source of systematic uncertainty. The pileup and gain
corrections (see Sec. IV C) and presence of residual slow
effects (see Sec. IV E 5) also yield significant systematic
uncertainties. The total systematic uncertainty for the three
datasets varies from 24 to 31 ppb.
Each of the above systematic categories contains multi-

ple contributions. In general, we assume that the contri-
butions to a specific category may be correlated and are
summed linearly [39]. Conversely, we assume that sys-
tematics from different categories are not correlated and are
summed quadratically.
The total systematic uncertainty for the ωm

a analysis is
about two times smaller than Run-1 (56 ppb). First, in Run-
2=3, the CBO systematic was reduced through studies that
determined that the contributions from theCBOdecoherence
envelope and the CBO frequency change are uncorrelated
and add in quadrature. Second, in Run-2=3, the pileup
systematic was reduced through a combination of improved
reconstruction algorithms, which yielded less pileup, and
improved correction in more analyses. A pileup phase
uncertainty was also shown to be overestimated in the
Run-1 analysis. Third, in Run-2=3, the source of the residual
slow effect became partially understood, thus reducing this
systematic.
The following subsections discuss our procedures for

estimating the CBO, pileup, slow term, gain, and other
systematics.

1. CBO systematic

Three significant uncertainties from beam dynamics
were identified: uncertainty in the shape of the CBO
decoherence envelope, uncertainty in the drift of the
CBO frequency, and uncertainty in the lifetime of the
CBO effects on the precession asymmetry and its phase.
Note that the CBO envelope changed from Run-3a

to Run-3b as a result of the increased kicker voltage.

For datasets Run-2 and Run-3a, a simple exponential
envelope was sufficient to model the CBO decoherence.
For Run-3b, an additional constant term was needed to
model the CBO decoherence.
To estimate the systematic associated with envelope

shapes, the analyses studied a variety of envelope functions.
The shapes incorporated constant, exponential, and recip-
rocal terms and their combinations. The systematic was
estimated from the changes of the ωm

a results for all
functions with an acceptable χ2 value. The average con-
tribution of the CBO decoherence systematic across the
datasets and analyses in Table V was about 16 ppb.
The Run-2=3 CBO frequency drift was roughly ten times

smaller than the Run-1 drift due to the repair of the ESQ
resistors [6]. The Run-2=3 drifts, attributed to the effects of
quadrupole scraping and calorimeter acceptance, were
modeled as an exponential relaxation of the CBO fre-
quency. The associated systematic uncertainty originates
from the poorly known relaxation lifetime. The average
contribution of the frequency-drift systematic across the
datasets and analyses in Table V was about 10 ppb.
Last, as discussed in Sec. IV E 2, the CBO also mod-

ulates the precession asymmetry A0 and precession phase
ϕ0. These effects are similarly modeled by a sinusoidal
oscillation with a decoherence envelope. The effects on A0

and ϕ0 are small and their impacts on determining ωa are
negligible compared to the CBO decoherence systematic
and the CBO frequency-shift systematic.

2. Pileup systematic

The procedures for correcting the time distribution for
pileup distortions are discussed in Sec. IV C 2. The correc-
tions involve superimposing either digitized waveforms,
crystal hits, or positron candidates. This pileup modeling
is subject to inaccuracies in our knowledge of the detector
response and the analysis reconstruction. Further systematics
include errors in the pileup rate, errors in the pileup time
distribution, and the truncation of the pileup correction at a
finite order. Errors arising fromunseen pileup—pileup below
the threshold for the reconstruction—were also evaluated.
The two largest contributors to the pileup uncertainty are

the accuracy of the pileup model, roughly 2 ppb, and the
error from the unseen pileup, also roughly 2 ppb. The
various other sources of pileup systematic uncertainties
were Oð1 ppbÞ.
We note that the uncertainty in the overall normalization

of the pileup correction is about 1%. This is determined by
comparing the raw energy and reconstructed-pileup energy
distributions in the region above 3.1 GeV (see Fig. 6). This
has a negligible contribution to the systematic uncertainty.

3. Residual slow term systematic

As already discussed, both Run-1 data and Run-2=3 data
indicated a residual slow effect in the event-based time
distributions. Its handling is described in Sec. IV E 5.

TABLE V. Summary of the major systematic uncertainties for
the ωm

a analysis of the three datasets. The major systematic
uncertainties arose from the handling of CBO effects, the
corrections for gain changes and positron pileup, and the presence
of a residual slow effect. “Other systematics” refers to the sum of
all other systematic uncertainties.

Systematic
uncertainty

Run-2
(ppb)

Run-3a
(ppb)

Run-3b
(ppb)

Run-2=3
(ppb)

CBO handling 22 18 28 21
Pileup corrections 9 6 7 7
Gain corrections 5 4 5 5
Residual slow effect 5 14 10 10
Other systematics 2 5 3 4

Total 25 24 31 25
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In the local-fitting, event-based analyses, we identified
an energy-scale shift as a contribution to the residual slow
effect. The local-fitting analyses either explicitly corrected
their analyses for the energy-scale shift or treated the effect
as a systematic as in Run-1.
The remaining effect—about one-third of the size of the

energy-scale shift—has unknown origin(s). To evaluate the
associated systematic, we applied a “gainlike” correction to
accommodate the effect and evaluate its impact on ωm

a .
Two approaches for applying this correctionwere developed.
One method utilized the χ2 of the fit, and another method
equalized the muon-loss normalization across energy bins.
Both methods were consistent, and the impact on ωm

a was
5 to 10 ppb.
Also included within this systematic category—because

it is highly correlated with the residual slow term—is the
uncertainty assigned to the fit preference for a nonphysical,
negative, kloss parameter in Run-3a and 3b [40]. This
systematic is estimated from the ωm

a shift required to return
to kloss ≥ 0. The total systematic for this category was
estimated at 5 to 14 ppb.

4. Gain systematic

The procedures for correcting the time distributions for
gain changes are discussed in Sec. IV C 1. The long-term
gain correction has a negligible effect on extracting ωm

a ,
since this correction is a time-independent factor for each
muon fill. The two other gain corrections, in-fill and short-
term, do change with time in fill.
Both the in-fill gain change and short-term gain change

were modeled as exponential relaxations of gain sags.
The in-fill gain correction is larger and dominates the gain
systematic.
The sensitivity to the in-fill gain parameters is determined

by scaling the correction and observing the change in ωm
a .

This sensitivity is then combined with the uncertainty on
the parameters obtained from the laser calibration system.
Uncertainties are conservatively assumed to be fully corre-
lated across all calorimeter crystals. The resulting in-fill gain
systematic is roughly 4 ppb. The same procedure is applied in
estimating the smaller short-term gain systematic.

5. Other systematics

The remaining categories of systematic uncertainties
considered are the timing calibration of the individual
calorimeter channels, the time randomization for the fast
rotation handling, the shape of the reconstructed muon loss
time distribution, and the requirement of a fixed muon
lifetime and precession period in the ratio histogram
construction. The largest was the muon loss systematic,
which contributed an uncertainty of 1 to 5 ppb.

K. Combination of ωm
a measurements

To define a single measured value of ωm
a for each

of datasets Run-2, Run-3a, and Run-3b, we performed

an equal-weighted average of the six measurements I-A,
II-A, III-RA, IV-RA, V-A, and VI-Awhere I-A, etc., denote
the analysis group and histogram method. This strategy
combines two local-fitting A-method analyses, two global-
fitting A-method analyses, and two ratio histogramming
A-method analyses. We did not include measurements using
the T, RT, Q, or RQ methods because their statistical
uncertainties are significantly larger, their systematic uncer-
tainties are similar or larger, and their estimated correlations
imply no appreciable reduction of the uncertainty of the
average.
For each dataset, we conservatively assume that the

statistical uncertainty and each systematic category uncer-
tainty are fully correlated between the six averaged mea-
surements. In such circumstances, both the statistical
uncertainty and the individual systematic uncertainties of
the dataset average, are the plain average of the six
measurements. Each systematic category uncertainty is
also conservatively assumed to be fully correlated across
the three datasets.
As mentioned in Sec. IV H, we estimated the statistical

correlations between the ωm
a measurements within the same

dataset (see Table XXVII). The statistical correlations
between the six averaged analyses range from 0.993 to
1.000. The optimal linear combination of the six mea-
surements in a χ2 fit using these correlations has an
uncertainty that is only 1.5% smaller than the plain average.
Consequently, considering that the estimated correlations
have significant uncertainties, we use the aforementioned
plain average in computing ωm

a .

V. BEAM DYNAMICS CORRECTIONS

This section reviews the analysis and evaluation of the
five beam dynamics corrections to ωa

m, introduced in Sec. I.

A. Electric-field correction

The radial electric-field contribution from the ESQ to ωa
in Eq. (1) cancels only for magic-momentum muons. The
electric-field correction Ce accounts for the spin precession
in ωm

a induced by the momentum spread of the stored
muon beam.
Expanding the second term in Eq. (1) to the first order in

the muon momentum offset from the magic momentum p0,
the shift relative to the ideal frequency is

Δωa

ωa
¼ −2

β0
cB0

δEx; ð10Þ

where δ ¼ ðp − p0Þ=p0, β0 is the magic-momentum veloc-
ity, B0 the vertical magnetic field, and Ex the radial
component of the ESQ electric field. For small radial
displacements, x, from the center of the ESQ, the electric
field is approximately linear

Ex ≈ n
β0cB0

R0

x; ð11Þ
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where n ≈ 0.108 is the effective focusing field index
(accounting for the finite lengths of the quadrupole sec-
tions) and R0 is the magic-momentum bending radius. The
muon-momentum offset can also be expressed in terms of
the radial displacement from R0, xe, and the field index via
the dispersion relation

δ ≈ ð1 − nÞ xe
R0

: ð12Þ

The electric-field correction averaged over all momenta is

Ce ¼ −
�
Δωa

ωa

�
≈ 2nð1 − nÞβ20

hx2ei
R2
0

: ð13Þ

The following sections describe the two analyses used to
evaluate the electric-field correction and the results.

1. Fast-rotation analysis

Because the tangential speed, β0, is constant to the
ppm level for the stored muons, the measured cyclotron
angular frequency, ωc, determines the radial displacement
xe through

β0 ≈ Rωc ¼ ðR0 þ xeÞωc: ð14Þ

The cyclotron frequency spread of the muons modulates
the decay positron intensity detected by the calorimeters
and is referred to as the fast-rotation signal. In the fast-
rotation analysis, we use this signal to reconstruct the
momentum distribution of the stored muons for the
determination of Ce. At the start of a fill, the stored muons
are tightly bunched. As the fill progresses, the muons
spread out azimuthally over time due to the spread in their
momenta. This effect leads to decoherence of the fast-
rotation signal shown in Fig. 12.
The fast-rotation component of the positron intensity

signal is isolated in two ways:
(1) Smearing method: The pulses of the decay positron

time spectrum are randomly split into two halves: a
numerator and a denominator. Each detection time in
the denominator is randomized by an amount uni-
formly distributed between �Tc=2, where Tc is the
revolution period. This randomization smears out
the fast rotation in the denominator while slower
features remain intact. Slowly changing features
common to the numerator and denominator are
eliminated in the ratio, leaving only the fast-rotation
signal from the numerator.

(2) Fit method: The decay positron signal is binned at
intervals of the expected revolution period, which
approximately removes the fast rotation. The result-
ing histogram is then fit using a simplified version of
the ωm

a analysis fit model, which accounts for the
most important features. The finely binned decay

positron time spectrum is then divided by the fit
function. As in the smearing method, the only
prominent oscillation in the resulting ratio histogram
is the fast rotation. Figure 12 shows an example of a
fast-rotation signal from Run-2 isolated by the fit
method.

The fast-rotation signal SðtÞ can be modeled as a
weighted combination of periodic impulse trains with
frequencies ω and time offsets τ, representing periodic
detection of the circulating muon bunch, yielding

SðtÞ ¼
Z

∞

−∞

Z
∞

−∞

X
m

δ

�
t −

�
2πm
ω

þ τ

��
ρðω; τÞdωdτ;

ð15Þ

where m is the turn index around the storage ring and
ρðω; τÞ the joint distribution of revolution frequencies and
injection times for stored muons. Analysis approaches,
based on Fourier analysis or a fit to the time-domain signal,
are used to estimate the frequency distribution based on
this model.

FIG. 12. Fast-rotation signal from Run-2 data, showing indi-
vidual turns around the storage ring over short timescales
(top) and broader decoherence envelope over long time scales
(bottom).
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The Fourier analysis depends on the important
assumption that ρðω; τÞ is separable. However, this is
generally not true since the kicker pulse is not flat over
the width of the injected pulse and preferentially stores
different momenta in different time slices of the injected
bunch. This “momentum-time correlation” causes a sys-
tematic distortion to the Fourier analysis, which depends on
the kicker pulse shape. To rectify this feature, an alternative
analysis, named the “fast-rotation χ2 method” and based on
a method invented for the CERN storage ring experiments,
accounts for the momentum time correlation. The results
from this analysis can be used to correct the Fourier
method. In the CERN method, the fast-rotation signal
SðtÞ is fit with a simple debunching model. Integrating
Eq. (15) over narrow bins for ω and τ, where the weight
ρðω; τÞ is approximately constant for each bin, yields the
contribution of each ðω; τÞ bin to the signal at time t.
Denoting this component as ðβijÞk, where i and j label the
ðω; τÞ bin, and k labels the time bin of the fast-rotation
signal, the overall signal Sk may be expressed as a linear
combination of these component signals, yielding

Sk ¼
X
i;j

ðβijÞkρij; ð16Þ

where ρij are the unknown weights of the discretized
ρðω; τÞ distribution, treated here as fit parameters deter-
mined from the fits.
This prescription typically allows too many free param-

eters to obtain physically reliable fit results. To impose
constraints, the frequency distribution in each injection
time slice is assumed to have the same fundamental shape
as in the central time slice, but with features of the three
lowest moments (mean, standard deviation, and skew)
varying smoothly as quartic polynomials over the injection
time using the sinh-arcsinh transformation [41]. This
modeling reduces the number of parameters to 62: one
frequency distribution (25 bins), one overall injection time
distribution (25 bins), and 12 polynomial coefficients,
which describe the momentum-time correlation. Our χ2

minimization passes employed both the Davidon-Fletcher-
Powell algorithm [42] and refinements with simulated
annealing. Each spectrum was fit multiple times from
different starting parameters. Because of systematic shape
variations in the beam pulses, fits were performed sepa-
rately on time spectra for each of the bunches delivered by
the Fermilab accelerator complex, as well as for the
summed spectrum; see Fig. 13 for a momentum distribution
and Fig. 14 for a joint distribution obtained in this manner
for data subsets from runs 3a and 3b.
We assessed the following systematic errors associated

with the fast-rotation analysis methods: late start time,
failure to remove stray frequencies from the signal, changes
to the distribution created during scraping, and insufficient
shape parameters.

With a quantitative description of the systematic dis-
tortions contributed by the correlation between ω and τ, the
Fourier analysis may then be corrected by evaluating the
correlation-dependent parts using the correlation from
the χ2 method as an external input (see Fig. 13 for an
example of the reconstructed momentum distribution
obtained in this way). Thus, the corrected Fourier analysis
is no longer completely independent from the fitting
method, but it does enable a check for consistency between
the two methods.

2. Positron tracking analysis

The stored beam exhibits a periodic pattern in which the
initial narrow width imposed by passage through the
inflector grows as the beam circulates due to the momen-
tum dependence of the radial closed orbits. We developed a
method for Run-2 and Run-3 datasets to reconstruct the

FIG. 13. Fractional momentum distributions from the fast-
rotation χ2 method, the tracking analysis method (data from
the straw tracking detector at 180°), and the corrected Fourier
analysis for the data subset 3F.

FIG. 14. Joint distribution from the fast-rotation χ2 method of
revolution frequency and injection time determined by the direct
fit method for the data subset 3N, first bunch in the beam pulse
sequence.

D. P. AGUILLARD et al. PHYS. REV. D 110, 032009 (2024)

032009-20



muon momentum distribution based on this behavior of the
muons in the radial direction, x, which is directly observed
by the positron tracking detectors until the betatron
oscillations decohere. Figure 13 includes a sample of a
momentum distribution derived from this analysis.
The minimum and maximum radial spreads are apart

by half of a betatron period, which appears in data from
a detector located at a specific azimuth as the aliased
coherent period (see Table II). The momentum-dependent
magnetic rigidity B0R ¼ p0ð1þ δÞ=e governs the amount
of the spread. The linear matrix of an inhomogeneous
magnet with field index n [31] well describes this spec-
trometric relation between the momentum and radial
coordinates, which takes on a simple form for two states,
i and f, separated by a phase advance of π=

ffiffiffiffiffiffiffiffiffiffiffi
1 − n

p
(or, equivalently, separated in time by ∼TCBO=2 at a fixed
detector):

0
B@

x

x0

δ

1
CA

f

¼

0
B@

−1 0 2 R0

1−n

0 −1 0

0 0 1

1
CA
0
B@

x

x0

δ

1
CA

i

: ð17Þ

In Eq. (17), the variables x and x0 represent the spatial
and angular offsets in radial phase space. From the radial
coordinate xf expressed in terms of the state-i coordinates,
the spectrometric relation is

δ ¼ 1 − n
2R0

ðxi þ xfÞ: ð18Þ

From Eq. (18), the radial distribution at state f would
equal the momentum distribution, shifted by xi and scaled
by ð1 − nÞ=2R0, if all the stored muons were to share the
same coordinate xi. For Run-2 and Run-3, the tracking
detectors measured a radial beam that resembled this
idealized scenario. Therefore, by defining xi as the radial
mean of the stored beam when the radial width is minimal,
we implemented Eq. (18) to reconstruct the momentum
spread from which hδ2i is taken to calculate the electric-
field correction via Eq. (13).
The method is validated with realistic beam-tracking

simulations using the GM2RINGSIM package [8]. The
associated uncertainty is only significant for Run-3b, as
shown in Table VI. In this dataset, the beam simulation
shows a discrepancy between the truth and reconstructed
momentum distributions using the tracking analysis. The
discrepancy grows over time while the truth values stay
stable, and the reconstructed value falls with time, which is
not present in the Run-2 or Run-3a simulations. We see the
same behavior in the data analysis of Run-3b, where the
reconstructed value of Ce steadily decreases over time, so
we consider this behavior a real effect also present in the
data. Hence, we apply a 28 ppb correction to the results
obtained for Run-3b, which comes directly from comparing

truth and reconstruction in the simulation. Given the
reliance on simulation, we apply a 100% uncertainty
28 ppb on this correction for the Run-3b dataset.
The uncertainties from the tracking analysis are domi-

nated by acceptance correction, alignment, and simulation
uncertainties. The acceptance correction uncertainties are
approximately 20 ppb for all three datasets. This value
comes from conservatively varying the shape of the known
correction by �50%.
The uncertainty in the analysis associated with tracker

alignment emerges from the �0.6 mm uncertainty of
the detector radial locations, assumed as uncorrelated
between the two tracker stations (its effect is thus reduced
by a factor of 1=

ffiffiffi
2

p
). This uncertainty is smaller in Run-3b

because the systematic bias resulting from an error in
tracker alignment scales with the mean value of the muon
momentum distribution. In Run-3b, the mean momentum
relative to p0, hδi, is smaller than the width, σδ, due to
increased kick strength, and thus when we add the sum of
squares to get

Ce ¼
2nβ20
1 − n

ðhδi2 þ σ2δÞ; ð19Þ

it is less significant.
The resolution uncertainty in this analysis assumes a

detector resolution of ∼3.5 mm on the tracker recon-
struction of the transverse muon coordinates. Resolution
studies at early times after injection indicate a 25%
uncertainty on this value, and we assess the associated
systematic uncertainly by scaling the correction by �25%.
The sensitivity of the reconstructions to such resolution
uncertainties has an upper limit of 5 ppb, which we assign
as a systematic uncertainty. The effect of mismatching

TABLE VI. Uncertainties of the electric-field correction from
the tracking analysis.

Uncertainty (ppb)

Description Run-2 Run-3a Run-3b

Statistical
Station 12 0.7 0.3 0.4
Station 18 0.8 0.4 0.5

Systematic
Method

Beam simulation 5.4 5.0 27.8
Detector effects

Tracker resolution 5.0 5.0 5.0
Tracker acceptance 21.8 21.5 18.3
Tracker alignment 21.0 20.3 11.1
Calorimeter acceptance 2.0 2.0 2.0

Other effects
Tracker station differences 4.0 4.8 1.7

Total 31 31 35
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calorimeter-vs-tracker acceptances is small, as shown
in Table VI.
The last systematic error in this analysis arises from

differences between Ce reconstructions from the two
tracker stations. Such difference potentially emerges from
additional closed orbit distortions due to ESQ plate
misalignments.

3. Results

Figure 15 shows the electric-field correction from the
fast-rotation fitting analysis, the positron tracking analysis,
and the weighted average of the analyses.
The tracking analysis is insensitive to the momentum-

time correlation, whereas the fast-rotation fitting method
was designed to incorporate momentum-time correlation,
and the fast-rotation Fourier method is subject to significant
distortions caused by momentum-time correlation.
Results from the tracking analysis at the data-subset level

are generally larger than the fast rotation by 16–31 ppb. The
difference in the results from these independent methods is
taken into account to estimate the systematic uncertainty of
the electric-field correction.
The final results for Ce are presented in Table VII.

The combined result is the weighted average, assuming the

uncertainties for each are completely uncorrelated. The
electric-field correction is significantly smaller for Run-3b
due to the better-centered momentum distribution of the
stored beam.
A separate class of uncertainty in the final values of the

combined result was evaluated, namely, the alignment and
voltage errors of the ESQ stations, which correspond to
an uncertainty of 6 ppb. This error applies equally to the
tracking- and fast-rotation-based analyses and is added
in quadrature to the uncertainty of the combined result.
We intend to conduct more extensive research to better
understand the uncertainties associated with the recently
developed techniques for determining the electric-field
correction. For this reason, we increase the calculated
uncertainties by a factor of 1.5. The final uncertainty
values are at the level of 30–33 ppb, as shown in Table VII.

B. Pitch correction

The electric field that keeps the beam confined in
the vertical direction drives a radial component of the
spin angular frequency [43], which biases ωa. The pitch
correction

Cp ¼ 1

2
hψ2i; ð20Þ

where ψ ¼ dy
dz is the pitch angle, corrects this bias. This angle

is calculated in accordance with sinusoidal vertical betatron
motion:

y ¼ A sinðkzþ ϕÞ þ ȳ; ð21Þ
where z and ȳ are the longitudinal coordinate and vertical
mean position ofmuons in the storage ring, respectively. This
expression allows Eq. (20) to be rewritten as

Cp ¼ n
4R2

0

hA2i: ð22Þ

Here, A is the amplitude of the beam’s vertical oscillations, n
is the field index, and R0 is the magic momentum radius.
Two independent analyses, “method-1” and “method-2,”

determine Cp. Both start with the vertical decay dis-
tributions measured by the two straw tracking detectors
located at 180° and 270°, following equal selection criteria,
but apply different corrections for tracker resolution and

FIG. 15. Electric-field corrections Ce by data subset obtained
from the tracking analysis method and the fast-rotation χ2

method. The final values for runs 2, 3a, and 3b are shown in
color, which come from the combination of the calorimeter and
tracker-based analyses.

TABLE VII. Table of corrections and uncertainties for Ce (ppb) from the fast-rotation and tracking methods. Only
the combined values are used for the full Run-2=3 dataset.

Fast rotation Tracking Combined

Dataset Correction Uncertainty Correction Uncertainty Correction Uncertainty

Run-2 459 24 485 31 469 30
Run-3a 459 28 475 31 466 32
Run-3b 367 27 398 35 378 33
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acceptance. The resulting tracker data is transformed into
amplitude space, and Cp is calculated using Eq. (22). Both
methods then correct for the calorimeter acceptance. In this
way, the calculated Cp reflects the bias on ωm

a for the muon
population contributing to the calorimeter measurement.
The two methods calculate an average Cp for each dataset,
as seen in Fig. 16. To make the switch to the amplitude
space, method 1 derives a functional form, whereas method
2 uses a data-driven approach to estimate the amplitude
distributions. In the end, results are within ∼2.5 ppb of
each other, consistent with the statistical and systematical
errors. Central values are calculated for each dataset, and
we adopt the average of the final values from the two
methods as the final Cp result presented in Table VIII. The
∼8 ppb uncertainty from the tracking hardware and vertical
coordinates reconstruction dominate the systematic uncer-
tainties shown in Table VIII, compared to other systematic
errors from the amplitude fits, tracker acceptance and
resolution correction, calorimeter acceptance, ESQ calibra-
tion, and tracker station differences.

C. Muon-loss correction

Muon losses, defined in Sec. III C 2, can bias the
extraction of ωm

a due mainly to the correlation between

the g − 2 phase, ϕ0, and average momentum, p, of the lost
muons distribution. The g − 2 phase is a single term in the
parameter function to extract the anomalous precession
frequency (see Sec. IV E 1), and it represents the ensemble-
averaged spin phase referenced at the nominal injection
time. Since the momentum of the stored beam could change
over the data taking as muons are lost, we introduce
the muon-loss correction, Cml, to cancel out the resulting
biasing on ωa, where

Cml ¼ −
Δωa

ωa
¼ 1

ωa

dϕ0

dt
¼ 1

ωa

dϕ0

dp

�
dp
dt

�
ml
: ð23Þ

The time dependence of the lost muons’ momentum
distribution, ðdp=dtÞml, is directly proportional to both the
momentum dependence of the loss probability and the
overall rate of muon losses [8]. The mechanism in which
the phase is correlated with momentum is described in
Sec. V D 1.
For Run-1,Cml introduces aOð5–20 ppbÞ correction [8].

Post Run-1, systematic studies show a momentum depend-
ence of the muon losses for Run-2=3 running conditions
similar to Run-1 results; meanwhile, the phase-momentum
correlation dϕ0=dp at injection (which is denoted t0 ¼ 0)
is increased in magnitude from −10� 1.6 to −13.5�
1.4 mrad=ð%δÞ. This increase is attributed to the addition
of a momentum cooling wedge in the upstream beamline
during Run-2 [30]. The uncertainties of the measurements
come from data fitting, magnetic field uncertainties, dataset
differences, and gain changes.
Despite these differences, the dominant factor in the

determination of the muon loss correction is the order of
magnitude reduction in losses from Run-2 onward. Owing
to this upgrade, the gradient ðdp=dtÞml and therefore Cml is
reduced by an order of magnitude, reaching the sub-ppb
level. Cml is calculated with a conservative uncertainty
attached as 3 ppb:

Cml ¼ 0� 3 ppb: ð24Þ

D. Differential decay correction

The differential decay correction, Cdd, accounts for the
time dependence of the g − 2 phase ϕ0 (defined in Sec. V
C) due to the spread of muon lifetimes in the beam. We
refer to this spread of decay rate as a function of beam
particle momentum as “differential decay.” The correction
is thus expressed as

Cdd ¼ −
Δωa

ωa
¼ 1

ωa

dϕ0

dt
¼ 1

ωa

dϕ0

dp

�
dp
dt

�
dd
; ð25Þ

where ðdp=dtÞdd is the temporal variation of the beam-
averaged momentum as muons decay in proportion to
their time-dilated lifetimes, γðpÞτμ. The evolution of the

FIG. 16. Comparison between method 1 and method 2 of the
pitch correction, Cp, results for all data subsets available in runs 2
and 3. The errors in the two methods are dominated by the
tracking uncertainty.

TABLE VIII. Pitch correction values, Cp, and associated
statistical/systematic uncertainties (ppb) for Run-2, Run-3a,
and Run-3b.

Dataset Correction
Statistical
uncertainty

Systematic
uncertainty

Run-2 168.9 0.02 9.8
Run-3a 169.1 0.01 9.5
Run-3b 175.9 0.02 10.0
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momentum distribution can be approximated by

�
dp
dt

�
dd

≈
p0

γ0τμ
σ2δ; ð26Þ

where σ2δ is the variance of the fractional-momentum
distribution.
In addition to the initial dϕ0=dp from the upstream

beamline (described in Sec. V D 1), there is an additional
correlation that develops from the nonsymmetric kicker
and longitudinal bunch structure during the injection
process. Because of differential decay, the ensemble
average phase slightly evolves throughout a fill, interpreted
as a slight shift in the value of ωm

a from the precession
data fits. On the basis of the orbital coordinates r ¼
fx; x0; y; y0; t0g (see Table IX), the linear momentum
dependence of ϕ0ðx; x0; y; y0; t0;pÞ is expanded as

dϕ0

dp
¼ ∂ϕ0

∂x
dx
dp

þ ∂ϕ0

∂x0
dx0

dp
þ ∂ϕ0

∂y
dy
dp

þ ∂ϕ0

∂y0
dy0

dp

þ ∂ϕ0

∂t0

dt0
dp

þ ∂ϕ0

∂p
: ð27Þ

Beam tracking studies of the stored muons at injection from
GM2RINGSIM simulations confirm the validity of this equal-
ity. From Eqs. (25) and (27), we divide the Cdd correction
into three independent contributions based on their physical
origins, namely the following: the beamline, p − x corre-
lation, and p − t0 correlation effects.

1. Beamline effect

The direct correlation between the g − 2 phase and
momentum drives the beamline effect:

Cbl
dd ¼

1

ωa

∂ϕ0

∂p
dp
dt

≈
σ2δ

ωaγ0τμ

∂ϕ0

∂δ
: ð28Þ

After four revolutions of the muon beam around the
delivery ring at Fermilab [44], the magnetic field of the
bending dipole magnets contribute to a momentum-
dependent angle advance between the muon spin and
momentum by Δϕ ≈ 8πaμγ, which leads to jΔϕ=Δδj ¼
8.6 mrad=ð%δÞ [8]. For Run-1, beam tracking simulations
and direct measurements of the correlation determined
j∂ϕ0=∂δj at beam injection to be 10� 1.6 mrad=ð%δÞ; a
result in agreement with the delivery-ring-only contribu-
tion jΔϕ=Δδj.

The first step to calculate Cbl
dd is to recreate the joint

distribution for ϕ0 − δ of the stored muons at t ¼ 0 for
each data subset from a bivariate normal distribution. The
correlation is defined from the ∂ϕ0=∂δmeasurements and the
momentum projection is scaled with the corresponding
momentum distributions, determined in the electric-field
correction analysis. Then, a Monte Carlo signal with a
simplified five-parameter version of Eq. (7) is prepared
out of the ϕ0 − δ distribution, where the differential decay

e−
t

γðtÞτ transforms the distribution over time. Finally, we fit the
Monte Carlo signal to extract the shift in ωm

a due to differ-
ential decay.
The difference between the results from the steps

described above and Eq. (28) is negligible. The main
purpose of the step-by-step procedure is to test the
sensitivity of Cbl

dd to two possible systematic effects:
correlations of γ and ϕ0 with the muon-momentum
dependence of (1) the asymmetry, A, and (2) emitted
positrons, N, based on the leading-order Michel spectrum.
Because these effects produce systematic uncertainties
below 2 ppb, we assign a conservative upper limit of
3 ppb to the differential-decay beamline correction. Table X
summarizes the evaluation of Cbl

dd for all the datasets
based on the weighted results of the procedure for each
data subset. The larger ϕ0 − δ correlation induced by the
cooling wedge increases the beamline effect in Run-3a
and Run-3b.

2. p− x effect

At the exit of the inflector, the Muon Campus delivers
a muon beam where the only sizable momentum-phase
correlation is the one that is measured for the differential-
decay beamline effect (i.e., ∂ϕ0=∂δ). This specific feature
of the injected beam, which tracking simulations corrobo-
rate, is perturbed due to momentum-orbit correlations that
develop during beam injection, where the radial and
vertical phase-space coordinates x; x0; y, and y0 are the
“orbit” coordinates in this context (see Table IX).
The beam injection is optimized to accommodate

the radial beam within the storage ring admittance. The
process introduces correlations between the radial phase
coordinates and momentum, dx0=dδ and dx=dδ, of the
stored muons at injection time (t ¼ 0). The resulting

TABLE IX. Orbital variables r ¼ fx; x0; y; y0; t0g. All the
coordinates are relative to the reference axis at injection.

ri Definition

x, x0 Spatial and angular offsets in radial phase space
y, y0 Spatial and angular offsets in vertical phase space
t0 Time relative to the nominal injection time.

TABLE X. Differential decay corrections (ppb) for Run-2,
Run-3a, and Run-3b. The corresponding uncertainties (ppb)
are enclosed in parentheses.

Cdd Run-2 Run-3a Run-3b Section

Beamline −12ð3Þ −17ð3Þ −20ð3Þ VD 1
p-x −5ð6Þ −5ð6Þ −5ð6Þ VD 2
p-t0 6(15) 0(16) 23(17) V D 3

Total −11ð16Þ −22ð17Þ −2ð18Þ VD

D. P. AGUILLARD et al. PHYS. REV. D 110, 032009 (2024)

032009-24



differential-decay contribution from injection is hence
expressed as

Cp−x
dd ¼ σ2δ

ωaγ0τμ

�
∂ϕ0

∂x
dx
dδ

þ ∂ϕ0

∂x0
dx0

dδ

�
: ð29Þ

While the pion beam decays into muons as it is trans-
ported down the muon-production beamline, the angle ϕ
between each muon’s momentum in the lab frame and
its spin direction depends on the parental pion momentum,
pπ , as

sinðϕÞ ≈ 2mμ

m2
π −m2

μ

pπ

c
sin θ; ð30Þ

where θ is the angle between the muon momentum and the
pion direction in the lab frame. In our case, as muons are
emitted in the lab frame in a forward cone of semiangle
θmax ≈ 12.7 mrad, Eq. (30) is further simplified to

sinðϕÞ ≈ 78.8x00; ð31Þ

where x00 is the phase-space coordinate of the muon’s
trajectory at birth. Therefore, a nonzero correlation
∂ϕ0=∂x00 exists, which yields nonzero ϕ0 − x and ϕ0 − x0

correlations in Eq. (29) as muons subsequently execute
betatron oscillations and cross bending magnets along
the muon-production beamline. As shown in Eq. (29),
these spin-orbit correlations couple with dx=dδ and dx0=dδ
to alter the original phase-momentum relationship before
injection.
With beam tracking simulations using the BMAD

and GM2RINGSIM injection models [8], we calculate the
beam correlations necessary to determine the differential-
decay p − x effect. Figure 17 shows the radial coordinate

versus fractional momentum of the stored muons at
injection, which is the dominant momentum-orbit correla-
tion in Cp−x

dd . With Eq. (29) and the simulation results, the
p − x-effect contribution to the differential-decay correc-
tion for Run-2=3 is

Cp−x
dd ¼ −5� 6 ppb: ð32Þ

The uncertainty accounts for several simulation con-
figurations in view of injection parameter configurations
within operational ranges (i.e., inflector current, beam
distributions at the inflector exit, and injection kicker
strengths, pulse shapes, and relative timings).

3. p− t0 effect

A muon’s spin starts to precess as soon as it enters the
storage ring. Typical muon bunches are 120 ns long; the
spin of muons at the head of the bunch accumulates an
additional precession Δϕ ≈ ð120 nsÞωa relative to muons
at the tail while they enter the ring. This longitudinal phase
variation across the bunch, together with the t0-dependent
momentum acceptance induced by the time dependence of
the injection kicker, produce the momentum-time effect:

Cp−t0
dd ¼ 1

ωa

∂ϕ0

∂t0

dt0
dp

dp
dt

≈
σ2δ
γ0τμ

dt0
dδ

: ð33Þ

The method to evaluate Cp−t0
dd is similar to the procedure

used for the differential-decay beamline effect explained
in Sec. V D 1, except for the first step where the muon
distributions are prepared from the momentum-time dis-
tributions of the electric-field correction analysis; the time
coordinates are transformed to relative spin phase advance
via Δϕ0 ¼ ωat0 (Fig. 18 shows one example). The Cp−t0

dd is
evaluated at the bunch level because each of the bunches in
a sequence has characteristically different longitudinal

FIG. 17. Average radial coordinate hxi of the beam distribution
per momentum offset at injection, from a GM2RINGSIM tracking
simulation of stored muons. In this example, a nominal configu-
ration of the injection parameters is implemented in the simu-
lation. The dx=dδ correlations to quantify Cp−x

dd are obtained from
these tracking simulation results.

FIG. 18. Momentum-phase distribution from the momentum-
time distribution for one bunch in data subset 2C. The gray
markers are the averaged relative spin phases per fractional
momentum, exhibiting the correlation that drives Cp−t0

dd .
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intensity profiles. The results are then combined to obtain
the corrections per data subset, as shown in Fig. 19. The
final momentum-time corrections per run are summarized
in Table X. The effect in Run-2 and Run-3a is consistent
with zero, whereas a more constant timing offset between
the kicker pulse and injection time leads to the nonzero
correction for Run-3b.
To assess the uncertainties in this correction, we prepare

100 momentum-time distributions, each seeded by different
initial conditions in the fitting method for the electric-field
correction. The Cp−t0

dd correction is thereafter calculated for
each seed, where the standard deviation for each set of
bunches is treated as the uncertainty. The uncertainties per
data subset are the correlated combination of the uncer-
tainty from each bunch. An additional uncertainty, added in
quadrature with the previously explained errors, is assigned
from the rms of all the mean-subtracted data subsets to
account for the intrinsic ambiguity in the momentum-time
distributions used to calculate the p − t0 effect.

4. Total effect

The total differential decay correction is the combination
of the beamline, p − x, and p − t0 effects:

Cdd ¼ Cbl
dd þ Cp−x

dd þ Cp−t0
dd ; ð34Þ

summarized in Table X. To first order, these are uncorre-
lated; their physical origin is independent of each other.
Therefore, the errors of each individual differential-decay
effect are added in quadrature.

E. Phase acceptance correction

The detected g − 2 phase, as measured by the calorim-
eter detectors, varies over time as a function of the

transverse beam coordinates of the muons ðx; yÞ. The beam
transverse distribution changes with time and creates in-fill
variations of the detected phase that could affect the fit
model for ωm

a , where the phase is expected to be time
independent. For this detector-acceptance effect, we intro-
duce the phase acceptance correction, Cpa.
The time-dependent phase ϕpaðtÞ is computed by aver-

aging the measured phase as a function of transverse
coordinates (x,y) that are obtained from GM2RINGSIM.
The time dependence of the transverse beam coordinates
is extracted from tracker beam profiles MTðx; y; tÞ, which
generates a time-dependent phase by virtue of the corre-
lation between the phase and the beam transverse distri-
bution. Figure 20 is a transverse map of ϕpaðx; yÞ averaged
over the azimuth, obtained by fitting the asymmetry-
weighted histogram used to extract ωm

a (see Sec. IVA).
The tracker stations measure the MTðx; y; tÞ distribution

at two locations around the ring, but the extraction of the
measured ωm

a is performed by calorimeters at 24 azimuthal
locations. Therefore, we extrapolate theMTðx; y; tÞ profiles
around the ring using GM2RINGSIM and COSY INFINITY

beam dynamics simulations. Vertical (yðφ; tÞ) and radial
(xðφ; tÞ) muon coordinates at any given azimuthal position
φ are calculated by scaling the transverse coordinates from
tracker measurements with the mean and width values from
simulated beam distributions as

yðφ; tÞ ¼ ytrkðtÞ
yrmsðφ; tÞ
yrms
trk ðtÞ

; ð35Þ

for the vertical width, and

xðφ; tÞ ¼ xrmsðφ; tÞ
xrms
trk ðtÞ

· ½xtrkðtÞ − x̄trkðtÞ� þ x̄ðφ; tÞ; ð36Þ

FIG. 19. Momentum-time differential decay correction Cp−t0
dd

per data subset (black). In gray crosses, correction predictions
where the ratio between p − t0 correlations and kicker timing
offsets relative to beam injection, based on GM2RINGSIM beam
tracking simulations, is scaled in proportion to the per-data-subset
kicker timing offsets.

FIG. 20. Simulated azimuthally averaged phase maps for the
asymmetry-weighted analysis. The coupling between the overall
quadraticlike detected phase acceptance in the vertical direction
and the in-fill reduction in vertical beam width is the most
significant effect on Cpa.
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for the radial motion of the beam, where ðxrms; yrmsÞ are the
root mean squares of the transverse beam distributions and
x̄ is the radial distribution average. The quantities from
simulated distributions on the right-hand side in Eqs. (36)
and (35) do not have subscripts, whereas tracker-based
values are denoted with the subscript “trk.” By modifying
the MTðx; y; tÞ distribution using Eqs. (36) and (35),
we obtain the spatial and time distribution of the muons
Mcðx; y; tÞ at each calorimeter location. Combining the
simulated maps with the muon distributions, a time-
dependent phase ϕc

paðtÞ can be computed for each calo-
rimeter using the following weighted sum:

ϕc
paðtÞ ¼ arctan

�P
ijM

cðxi; yj; tÞ · εcðxi; yjÞP
ijM

cðxi; yj; tÞ · εcðxi; yjÞ

×
·Acðxi; yjÞ · sin½ϕc

paðxi; yjÞ�
·Acðxi; yjÞ · cos½ϕc

paðxi; yjÞ�
�
; ð37Þ

where acceptance, asymmetry and phase maps for a
calorimeter “c” are represented by εc, Ac, and ϕpa,
respectively.
The calculation of the phase acceptance correction is

done by comparing ωm
a to the fit of the simulated data. A

histogram is generated for each calorimeter and for each
parameter of the ωm

a fit, including the modified g − 2 phase
obtained by fitting ϕc

paðtÞ. Simulated data (produced using
values extracted from histograms) are fitted with a constant
phase. The difference between ωm

a and the fit result
determines Cpa for a given calorimeter.
Figure 21 shows the ϕpa time evolution for a Run-2 data

subset, superimposed with one from Run-1d for compari-
son. After replacing the damaged resistors of the ESQ
system from Run-1, the variation of the phase is highly
reduced during Run-2=3, and the Cpa is hence smaller.

The central values of the correction are calculated by taking
the average of the results from all calorimeters. The central
values are shown in Table XI, where further improvement
on the effect is observable in Run-3 with respect to
Run-2. This outcome is due to the improved stability of
the beam motion thanks to more optimized kicker settings
and a better temperature stability of the main magnet.
The evaluations of the statistical and systematic uncertain-
ties are also reported in Table XI. The statistical uncertainty,
which ranges from 2.0 to 7.8 ppb, originates from the
limited number of tracks from the MTðx; y; tÞ collected by
tracker stations. The sources of systematic uncertainty can
be divided into three main groups. The first one stems
from imperfect knowledge of the straw trackers’ alignment,
resolution, and acceptance, which directly affects the
measured distribution MTðx; y; tÞ. Next are the uncertain-
ties associated with the estimation of the phase, asym-
metry, and acceptance maps in Eq. (37) estimated using
GM2RINGSIM. Lastly, the calculation utilizes beam dynam-
ics functions obtained by simulation to extract the calo-
rimeter Mcðx; y; tÞ distribution from the tracker-based
MTðx; y; tÞ. Uncertainties are estimated by calculating
Cpa while varying the beta functions and magnetic field
within expected deviations based on the measurements.

F. Summary

The beam dynamics corrections and their uncertainties
for Run-2=3 are listed in Table XII.

FIG. 21. Calculation of ϕpa for calorimeter 13 in data subset
1D (gray) and data subset 2C (blue) using data from the
tracker station at 180°. The shown fit function is of the form
ϕþ Δϕ · eð−t=τϕÞ.

TABLE XI. Values of the phase-acceptance correction Cpa
(ppb) and their statistical, systematic, and total uncertainties
(ppb) for each of the Run-2=3 datasets.

Quantity Run-2 Run-3a Run-3b

Correction −50 −16 −13
Statistical uncertainty 9 2 3
Systematic uncertainty

Tracker and CBO 13 8 7
Phase maps 13 3 3
Beam dynamics 5 3 2

Total uncertainty 21 9 8

TABLE XII. Values and uncertainties of the beam dynamics
corrections (ppb) for Run-2=3.

Quantity Correction Uncertainty

Ce 451 32
Cp 170 10
Cml 0 3
Cdd −15 17
Cpa −27 13

Total 580 40
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Each individual correction is highly correlated for differ-
ent datasets, and therefore, the per-dataset combination of
the uncertainties is fully correlated. To obtain the total beam
dynamics correction uncertainty, we add the uncertainties
of all the individual corrections in quadrature because they
are uncorrelated.
A combination of improvements in the experimental

setup (listed in Sec. III B) and analysis reduced both the
beam dynamics correction magnitudes and uncertainties in
Run-2=3 compared to Run-1. The replacement of the ESQ
high-voltage resistors damaged in Run-1 leads to a smaller
and more precise determination of Cpa. The muon loss
correction is negligible thanks to the significantly reduced
mechanical muon loss rates. With the stronger injection
kickers in Run-3b, the more symmetric momentum dis-
tribution requires a lower electric-field correction, whereas
the determination of the momentum-time beam correlations
at injection, as well as an independent reconstruction of the
momentum distribution based on the tracker detector data,
reduce the uncertainty of Ce. While the differential decay
correction was not included in Run-1, the momentum-time
correlations analysis for the electric-field correction
allowed us to fully quantify this correction in Run-2=3.

VI. MAGNETIC FIELD MEASUREMENT

In Eq. (2), B̃, the magnetic field averaged over space and
time by the muons, is expressed as the precession frequency
of protons in a spherical water sample at a reference
temperature: ω̃0

pðTrÞ. In this notation, the tilde indicates
the muon weighting, and the prime indicates that the proton
magnetic moment is shielded in H2O. The reference temper-
ature is Tr ¼ 34.7 °C, the temperature at which the shielded
proton magnetic moment was measured relative to the
bound-state electron in hydrogen [45]. This section describes
the measurements and analyses leading to ω̃0

p, which follows
from the general approach of Run-1 [7].

A. Magnetic field measurement principle

The muon-weighted magnetic field is derived from time-
dependent maps of the magnetic field in the muon storage
region ω0

pðx; y;ϕ; tÞ. The maps are derived from measure-
ments by a set of NMR probes in a trolley that is pulled
through the storage ring every two to three days and maps
the full circumference in about 70 minutes. The field is
mapped at the 17 NMR-probe positions (x, y) (x ¼ 0 at
r ¼ R0) and about 9000 azimuthal positions ϕ. Corrections
for differences of the physical ring configuration and from
magnetic field transients from the kickers and ESQs, which
are not operating during the trolley measurements, are
discussed in Sec. VI G.
The trolley’s NMR probes, described in [7], contain

samples of proton-rich petroleum jelly (petrolatum). The
trolley probes are calibrated to account for the sample
and the different magnetic environment due to magnetic

perturbations from the aluminum shell, the wheels of the
trolley, the other probes, and other trolley components,
including the electronics, cables, etc. A dedicated calibra-
tion magnetometer was used to correct each probe to the
frequency that would be measured with a spherical water
sample at temperature Tr. The details of this calibration
procedure are described in Secs. VI B and VI C.
The time-dependent trolley maps are parametrized as

ω0
pðx; y;ϕ; tÞ ¼

XNmax

i¼1

miðϕ; tÞfiðr; θÞ; ð38Þ

where

fiðr; θÞ ¼

8>><
>>:

1 for i ¼ 1

ð rr0Þ
i
2 cos ði

2
θÞ for even i > 1

ð rr0Þ
i−1
2 sin ði−1

2
θÞ for odd i > 1

: ð39Þ

Here r0 ¼ 4.5 cm is a reference radius, x ¼ r cosðθÞ,
y ¼ r sinðθÞ. The cosðθÞ and sinðθÞ terms are referred to
as normal and skew moments, and t is the time of the
measurement. The moments miðϕ; tÞ are determined from
fits of the 17 trolley-probe frequencies at the time t when
the trolley is at the position ϕ. The parametrization in
Eq. (38) is motivated by solutions to a 2D Laplace equation
and is analogous to a 2D Taylor expansion around ðx; yÞ ¼
ð0; 0Þwith constraints. The 2D Laplace-equation solution is
strictly valid only if B has no azimuthal dependence; the
impact and validation of this parametrization and the effect
of truncating the parametrization at Nmax are discussed
in Sec. VI D.
The time dependence of the moments mnðϕ; tÞ between

trolley runs is estimated by interpolation making use of a
set of 378 NMR magnetometers (fixed probes) mounted
on the outside of the vacuum chambers at 72 azimuthal
positions, called stations. Each fixed probe is read out with
a rate of ∼0.5 Hz. Each station has either four or six NMR
probes, half above and half below the storage region, and
can interpolate the magnetic field moments up to i ¼ 4 or
i ¼ 5, respectively. As a trolley run proceeds, the moments
calculated from the fixed probes at the stations near the
trolley are set equal to the corresponding moments calcu-
lated from the trolley probes at that time, which we call
“tying.” Moments up to n ¼ 4, 5 are tracked with the fixed
probes by interpolating in time between two trolley runs,
and higher-order moments are interpolated assuming linear
time dependence. The limitation of this interpolation results
in “tracking errors” that are estimated from the difference
between the moments predicted by the fixed probes and the
moments actually measured by the subsequent trolley run.
Studies with different intervals between trolley runs and at
different times after the magnet was ramped to the nominal
operating field were used to reduce the tracking errors and
uncertainties.
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The muon-weighted field is

ω̃0
p ¼

R
ω0
pðx; y;ϕ; tÞMðx; y;ϕ; tÞdxdydϕdtR

Mðx; y;ϕ; tÞdxdydϕdt ; ð40Þ

with the muon distribution Mðx; y;ϕ; tÞ determined by
a combination of measurements with the trackers and
modeling of beam dynamics (Sec. VI F 1). Expanding
Mðx; y;ϕ; tÞ in the basis introduced in Eq. (38), the muon
weighted azimuth- and time-dependent magnetic field is

ω̃0
pðϕ; tÞ ¼

X
i

miðϕ; tÞkiðϕ; tÞ; ð41Þ

where

kiðϕ; tÞ ¼
R
Mðx; y;ϕ; tÞfiðx; yÞdxdyR

Mðx; y;ϕ; tÞdxdy : ð42Þ

The time-dependent azimuthally averaged field is

ω̃0
pðtÞ ¼

1

2π

Z
2π

0

ω̃0
pðϕ; tÞdϕ; ð43Þ

which is weighted by the number of detected muon decays
and time averaged over few day intervals.

B. Absolute calibration with a high-purity water probe

Each trolley probe reading is corrected for the field
perturbations caused by the trolley components to the NMR
frequency expected from a bare spherical water sample at
34.7 °C. This is done using an H2O absolute calibration
probe installed in the g − 2 storage ring. The calibration
probe for Run-2 and Run-3 was similar to that described in
detail in [7,16].
Corrections must be applied to the measured calibration

probe NMR frequencies to those expected from a bare
spherical water sample at Tr. Corrections to the mea-
sured calibration frequency are listed in Table XIII and
described below. These corrections were cross-checked
with respect to a 3He magnetometer in a dedicated high
uniform 1.45 T solenoid and with simulations. All correc-
tions are expressed as fractions of the measured NMR

frequency, i.e., ωcorr ¼ ωmeasð1þ δÞ, where ωcorr is the
frequency corrected for the effect δ. For corrections ≪ 1
(the largest is 1.5 ppm), the combination of two corrections
is ð1þ δaÞð1þ δbÞ ≈ ð1þ δa þ δb þOðδ2ÞÞ; only the
first-order corrections are applied.
Sample-shape correction δb. The calibration probe

consists of a cylindrical sample filled with high-purity
water. The temperature-dependent correction to a spherical
sample is

δbðTnÞ ¼ χðTnÞðϵ − 1=3Þ; ð44Þ
where χðTnÞ is the susceptibility at the temperature of
the calibration probe for calibration of probe n, and ϵ ¼
0.4999ð0;−0.0003Þ for the finite cylindrical sample, which
was calculated in closed form from [46] and confirmed by
numerical simulation (ϵ ¼ 1=2 for an infinite cylinder).
The temperature-dependent volume susceptibility is

χVðTÞ ¼ χVð22 °CÞ ×
�

χmðTÞ
χmð22 °CÞ

�
×

�
ρðTÞ

ρð22 °CÞ
�
; ð45Þ

where χVð22 °CÞ ¼ −9.056 × 10−6 is the value recom-
mended by CODATA [47] with 3 × 10−8 uncertainty due
to additional measurements at unspecified temperatures [48].
We use the ratio of mass susceptibilities from [49]:

χmðTÞ
χmð22 °CÞ

¼ χmðTÞ
χmð20 °CÞ

χmð20 °CÞ
χmð22 °CÞ

≈ 1þ 1.3881 × ðT − 22 °CÞ 10
−4

°C

þO
��

ðT − 20 °CÞ 10
−4

°C

�
2
�
: ð46Þ

The temperature-dependent density ρðTÞ from [50] was
used, because that is what was used in the analysis by [49].
Material effects δs. The calibration probe consists of the

sample contained in a glass cylinder NMR sample tube, a
concentric glass cylinder holding the NMR coil wires, a
concentric aluminum cylinder shell, end caps, the temper-
ature sensor, tuning capacitors, connectors, and mounting
fixtures.
Due to their finite magnetic susceptibility, each of these

components becomes magnetized by the external 1.45 T
field, and the resulting magnetization contributes to the
field measured by the probe. The contribution depends on
the orientation (roll and pitch) of the probe with respect to
the vertical magnetic field. The approximate cylindrical
symmetry of the probe construction mitigates these effects,
and a combination of direct measurements of intrinsic-
probe effects δs, and simulations specific to the configu-
ration in the g − 2 storage ring are used to determine the
remaining material corrections. Additionally, the high-
permeability pole pieces of the storage-ring magnet act
as magnetic mirrors that create images of the magnetized

TABLE XIII. Calibration probe intrinsic corrections and un-
certainties. Shape corrections are temperature dependent and
hence different for each trolley probe. Thus, the range of all
probes is given.

Description Correction (ppb) Uncertainty (ppb)

Shape, susceptibility δb −1508.7 to −1507.4 6.0
Material effects δs 10.3 5.0
Radiation damping δRD 0 3.0
Proton dipolar field δd 0 2.5
Sample purity δP 0 2.0

Subtotal 8.9
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calibration-probe components, leading to a correction δs;img

that depends on the probe position.
Sample (im)purity δP. Potential impurities, in particular,

dissolved paramagnetic O2 and salts, in the water sample
could lead to a shift of the NMR frequency. Degassed
ultrapure (ASTM type-1) water from several vendors was
used, with no observed variation within an uncertainty
of 2 ppb. A variety of additional tests were performed in
which the glass water sample tube was rotated, and different
sample tubes were used. No systematic shifts were observed.
Magnetization dependent effects δRD and δd. The sample

magnetization M⃗ ¼ χH2OB⃗ can lead to two shifts. Radiation
damping is the result of the oscillating current in the NMR
coil that rotates the magnetization toward the external
magnetic field. This leads to a time-dependent precession
frequency shift δRD that depends on the magnetization
along the magnetic field, the detuning of the NMR coil, and
the coupling between the coil and the precessing spins
(filling factor) [51]. A second, shape-dependent frequency
shift is caused by the dipolar field from the precessing
protons, δd. Both effects are estimated as in Run-1 [7].
Calibration probe temperature dependence δT. The

gyromagnetic ratio of protons diamagnetically shielded in
a spherical sample of water was measured at 34.7 °C [45].
This diamagnetic shielding is temperature dependent [52].
The correction from Tcp

n , the calibration-probe temperature
for calibration of trolley probe n, to Tr, is δTn ¼ ð−10.36�
0.30Þ × 10−9

°C ðTr − Tcp
n Þ. The calibration probe temperature

was measured with a platinum resistive temperature device
(PT1000 RTD) with an accuracy of 0.5 °C, and a different
correction per probe was applied to account for the calibra-
tion-probe and trolley temperature during the calibration of
each probe as discussed in the next section.
Corrections dependent on the calibration-probe envi-

ronment. As noted in the discussion of material effects,
the magnetized components of the calibration probe con-
tribute to the measured magnitude of the magnetic field that
depends on the orientation with respect to B⃗ and due to
magnetic images. Additional corrections for the calibration
configuration vary with the individual trolley probe being
calibrated and are discussed in Sec. VI C.

1. Calibration-probe cross-checks

Work is underway to cross-check the intrinsic correc-
tions applied to the calibration probe, i.e., corrections not
dependent on the environment (δb, δs, δRD, δd, and δP),
using 3He magnetometry and a separate H2O probe based
on continuous wave (CW) NMR. The Mark-I 3He absolute
magnetometer provided an indirect 42 ppb cross-check
on the calibration probe [7,16,53]. A Mark-II 3He probe
was designed and constructed with much smaller intrinsic
corrections, and a campaign is underway to directly calibrate
the muon g − 2 calibration probes for Run-1 and runs 3–6.
Preliminary analysis confirms agreement with uncertainties

less than 20 ppb. The calibration probes were also com-
pared to the CW H2O NMR probe under development for
JPARC’s MuSEUM and g − 2=EDM (E34) experiments
[54]. Cross-checks with earlier CW prototypes at 1.4 and
1.7T showed a tension on the∼50 ppb level with a precision
around 15 ppb. The same cross-check, with newer probe
versions, performed at 3 T, is in good agreement with an
uncertainty of 10 ppb. The discrepancy with the earlier
version is not yet understood; additional work is ongoing.

C. Trolley-probe calibration

Trolley-probe calibration provides a set of corrections to
the frequencies ωtr

n measured by each trolley probe

ω0
n ¼ ωtr

nð1þ δcalibn Þ; ð47Þ
where ω0

n is the field that would be measured by a spherical
water sample at Tr ¼ 34.7 °C at the position of probe n.
Corrections for the temperature dependence of the vaseline-
filled trolley probes are discussed in Sec. VI D.
Calibration campaigns before the start of Run-2 and after

Run-3 took place in vacuum in a dedicated region of the
storage ring magnet using the calibration probe described
in Sec. VI B. Magnetic field gradients applied in all three
directions were used to place the effective volumes of the
calibration probe and each trolley probe within 0.5 mm of
the same position, and the magnetic field in the calibration
region was carefully mapped and shimmed.
The calibration correction was determined from a

sequence of measurements swapping the trolley and
calibration probe into the calibration position. During this
swapping, the magnetic field was tracked with fixed probes
to mitigate the effect of drifts. Additionally, the Run-2=3
calibration campaigns and the Run-1 calibration campaign
provided data on the stability of the trolley-probe calibra-
tions over a three-year period.
Uncertainties from the calibration procedure are listed

in Table XIV. These include uncertainties due to mis-
alignment of the calibration probe and trolley probe,

TABLE XIV. Uncertainties from the calibration procedure on
the muon-weighted field. The uncertainties for the individual
probes are shown in Table XXVIII. The probe individual
corrections due to temperature dependence of the diamagnetic
shielding range from −126.3 to −59.1 ppb.

Description Uncertainty (ppb)

Swapping and misalignment δtr 1.6
Temperature of diamag. shielding δT 5.2
Variance δvar 11.0
Active volume δav 1.7
Footprint trolley δfp 8.0
Footprint CP δcp 4.0
Frequency extraction CP δfreqðcpÞ 1.0
Material and mag. image δimg 9.0

Subtotal 17.8
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temperature corrections of the diamagnetic shielding δT ,
the variance between the calibration constants of different
measurement campaigns and analyzer δvar, the difference
between the active volume of the calibration probe and
trolley probe δav, the influence of the trolley and calibration
probe’s materials on the magnetic environment of the
other, called magnetic footprint δfp and δcp, the frequency
extraction δf and the material effects including the mag-
netic image in the pole pieces δimg. The per-probe calibra-
tion constants with a graphical representation is given in
Table XXVIII and Fig. 29, in the Appendix.

D. Magnetic field maps

In this section, we describe the detailed extraction of
the field maps ω0tr

p ðx; y;ϕ; tÞ [Eq. (38)]. The transverse
positions are fixed by the probe locations, while the trolley
position is radially constrained by the trolley rails. The
trolley azimuthal position is determined by reading the
barcodes etched into the bottom of the vacuum chambers.
Encoders that measure the length of the trolley cables are a
backup, however, the encoder precision is inferior com-
pared to the barcode due to tension variations in the cables.
The 17 trolley NMR probes are triggered in sequence every
∼30 ms, resulting in a ∼2 Hz sampling rate for each probe.
The corrected frequencies are interpolated to a grid of
azimuthal positions ϕkðtÞ. Different interpolation schemes
were tested and agreed within 1 ppb.
The multipole coefficientsmiðϕkðttrÞÞ are determined for

each ϕk by fitting the corrected frequencies to Eq. (39),
where ttr is the time when the trolley is at ϕk. A lower
bound on Nmax is derived from azimuthal averaged fit
residuals, which show a transverse dependence if Nmax is
chosen too small. An upper bound comes from degener-
acies of the multipoles with our trolley probe configuration.
The truncation at Nmax ¼ 12 of the parametrization in
Eq. (41) is used. The difference between using different

minimization algorithms to extract the multipole coeffi-
cients is negligible. Representative field maps m1ðϕÞ for
three different trolley runs are shown in Fig. 22.
Corrections and uncertainties to the trolley multipole

coefficients are presented in Table XVand summarized here.
Trolley motion effects (δmotion). The trolley motion in a

nonuniform magnetic field generates eddy currents in
the conducting components, most significantly the alumi-
num shell. We use the Run-1 correction for δmotion ¼
ð−15� 18Þ ppb from Run-1 analysis [7] estimated from
the comparison of standard continuous motion trolley runs
with stop-and-go runs and from the comparison for clock-
wise and counterclockwise trolley runs.
Difference in configuration (δconfig). During the trolley

runs, the collimators that radially constrain the stored-
muon distribution are retracted, and the trolley rails are
in a different position than when the muons are stored.

FIG. 22. The relative (Rel.) dipole m1 coefficient as a function of azimuth for three field maps with respect to its azimuthal average.
(A) is from April 8, 2019, the beginning of Run-2, (B) is from June 20, 2019, the end of Run-2, and (C) from March 11, 2020, the end of
Run-3. The peak-to-peak amplitudes are 76, 108, and 93 ppm, respectively, with rms of 14.6, 20.5, and 15.8 ppm.

TABLE XV. Corrections and uncertainties from the spatial field
maps. A single value per line indicates the same value for all
datasets.

Uncertainty (ppb)

Description
Corrections

(ppb) Run-2 Run-3a Run-3b

Motion effects δmotion −15.0 18.0
Configuration δconfig −7.0 22.0

Frequency
extraction

δfreqðtrÞ � � � 19 18 16

Temperature δtemp � � � 9.2 13.8 15.2
Transverse position δxy � � � 10.0 9.9 9.0
Azimuthal position δazi � � � 4.0
Parametrization δparam � � � 3.4 6.3 7.6
Azimuthal averaging δavg � � � 0.8 1.4 1.7

Subtotal 37.2 38.5 38.1
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The effect of these two configuration changes is estimated
from calculations of the magnetic field produced by the
diamagnetic copper and paramagnetic aluminum in the
respective configurations. The uncertainty of the Run-1
correction of δconfig ¼ ð−7� 22Þ ppb [55] is dominated by
a discrepancy in the calculation and what a local fixed
probe measures. The same value is used for Run-2=3. The
effect from the collimators on the azimuthally averaged
field is smaller than 1 ppb.
Trolley frequency extraction (δfreq). Trolley NMR-

probe FID analysis is described in [56]. Briefly, the phase
function (phase vs time) for the free-induction-decay (FID)
signals is extracted from in-phase and Hilbert-transform
quadrature signals. The phase functions are fit to polynomials
of varying order from two to six and for a varying time
ranging from0.20 to 0.75 ofT�

2 (the FIDs are not exponential,
so in this case, we refer to the time for the FID amplitude
to reach 1=e of the maximum). The frequency-extraction
correction δfreq onm1 is below 12 ppb. Potential effects from
incorrect tFID ¼ 0 on the 100 μs level are shown to be
negligible. Temperature changes affect the phase function of
FIDs. This effect on the extracted precession frequencies is
included in the correction below. The uncertainty due to
correcting from the ≈25 °C trolley temperature during field
mapping to around ≈33 °C temperature during calibration
is 5 ppb.
The total uncertainty from the frequency extraction, taking

the Run-2=3 beam shapes and correlations between the
multipoles into account, is shown in Table XV. In Run-1, this
correction had a different meaning because every trolley
NMR position was treated as an independent point with
frequency extraction uncertainty of 10 ppb. In fact the NMR
sample active volume is ∼1.8 cm, while the measurements
are separated by ∼0.5 cm leading to oversampling.
Trolley temperature dependence (δtemp). A dedicated

study in the Argonne National Laboratory magnet facility
with two temperature-controlled probes to track magnet
drifts revealed a temperature dependence of the vaseline
frequency of ð−0.8� 0.2Þ ppb=C. However, a conservative
uncertainty of 2 ppb=°C is used, since the uncertainty is
dominated by the frequency extraction uncertainties dis-
cussed above.
The trolley-probe NMR frequencies are not actively

temperature corrected, rather, we apply a correction and
uncertainty δtr;temp. The temperature difference of the trolley
probes with respect to the mean temperature during the
calibration (33.1 °C) range from −8.0 °C to −1.9 °C. The
temperature-dependent frequency correction is calculated
using the temperature dependence of ð−0.8� 20Þ ppb=C.
The muon weighted corrections for the three datasets are
−3.6, −5.5, and −6.0 ppb, respectively. In addition, the
temperature spread during one field map is ð1.8� 0.3Þ °C
and an uncertainty of 1 °C on the temperature sensor is used.
The resulting uncertainties for Run-2, Run-3a, and Run-3b
are listed in Table XV.

Trolley transverse and azimuthal position (δxy , δazi).
The trolley position is constrained in the transverse plane
by the rails. A laser tracker was used to estimate rail
distortions before the vacuum chambers were installed. The
effect in the transverse plane δxy is evaluated by taking the
Run-2 and Run-3 beam shapes into account by running one
of the analysis chains with and without incorporating rail
distortions. The observed difference of 11.8 ppb (Run-2),
4.1 ppb (Run-3a), and 1.8 ppb (Run-3b) are used to correct
the other analysis. The corresponding uncertainties are
listed in Table XV. For Run-2=3 the corrections are smaller
than for Run-1 due to the smaller higher-order multipole
moments.
The azimuthal trolley position is determined using the

barcode except for small gaps between adjacent vacuum
chambers and for barcode errors, where cable-length
encoders are used. A conservative estimate of the azimuthal
position resolution of 2 mm leads to a systematic uncer-
tainty of δazi ¼ 4 ppb on the average dipole field.
Parametrization (δparam) and azimuthal averaging

(δavg). The finite number of measurements and the para-
metrization of Eq. (38) lead to additional uncertainty with
three contributions: 1. an uncertainty due to the truncation
Nmax in Eq. (38), 2. uncertainty due to interpolation between
the finite number of azimuthal slices, and 3. the use of 2D
multipole expansion, which is only valid if there is no
azimuthal magnetic field dependence. The uncertainty due
to the choice ofNmax is estimated from the residuals of the fits
to Eq. (38) weighted by the azimuthally averaged beam
distribution within Δl ¼ 1–10 mm around each probe.
The uncertainty due to the interpolation between these

finite azimuthal slices was determined by interpolating
with linear, quadratic, and cubic splines. To estimate the
effect of 2D multipole expansion, the averaged magnetic
fields following the above analysis approach were com-
pared to an analytic azimuthal average using simulated
magnetic fields based on a toroidal 3D multipole-based
field description. The observed differences from such
comparisons are <1 ppb.

E. Magnetic field tracking

The fixed probes track the magnetic field between trolley
runs (see Sec. VI D) for moments up to i ¼ 5. For higher-
order moments, we use linear interpolation in time. Fixed-
probe tracking entails the following steps: (1) extracting
fixed-probe moments defined in Eq. (38); (2) tying the
fixed-probe moments to the trolley-map moments; (3) para-
metrizing the moments as a function of azimuth and time.

1. Fixed probe moments

Linear combinations of measurements from the four or
six fixed probes at each station provide fixed-probe
moments mfp

i ðϕs; tÞ following the procedure described
in [7].
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To reduce the effect of probe noise, the mfp
5 ðϕs; tÞ

moment is first tied to the measured m5 from the
trolley run pair (see Sec. VI E 2) before the change of
moment basis.
Fixed probes in three stations close to the inflector

experience large gradients resulting in very short FIDs and
increased frequency uncertainty (noise). Two additional
probes with a PEEK housing are installed inside the
vacuum chamber at the position of one of the stations.
These additional measurements verified that linear inter-
polation of the moments from neighboring stations gives a
better estimate than the determination from the noisy fixed
probe frequencies. Therefore, the multipole moments for
these three stations are linear interpolations from their
neighboring stations.
The relative fixed probe frequency extraction is very

robust and the uncertainty from the fixed probe frequency
extraction δfreqðfpÞ is ∼1 ppb, consistent with Run-1 [7].
Nonlinear temperature changes of the yoke and thus the
fixed probes are on the 0.06 °C level, and thus the
uncertainty due to fixed probe temperature is negligible.
Linear components are canceled by tracking between two
subsequent field maps.
Fixed probe data are subject to general data quality cuts

(Sec. III A). Additionally, events with FID amplitudes or
FID power more than seven standard deviations from the
probe’s mean amplitude and power are removed.

2. Tying fixed probe to trolley-map moments

The change of the magnetic field at a fixed-probe station
before or after ttrs , the time the trolley passes the station at ϕs
during a trolley run, is

Δmfp
i ðϕs; tÞ ¼ mfp

i ðϕs; tÞ −mfp
i ðϕs; ttrs Þ; ð48Þ

where mfp
i ðϕs; ttrs Þ is the moment measured using the fixed

probes within station s averaged around the time the trolley
passes by that station.
To determine ttrs , we make use of the fact that the material

effects of the trolley and its onboard electronics produce a
characteristic field perturbation (footprint) that is measured
by the fixed probes when the trolley passes. The time of the
largest field perturbation sets ttrs and the trolley’s azimuthal
location sets ϕs. Varying the station positions ϕs by
∼0.25 deg has an effect less than 1 ppb.
The field perturbation due to the trolley when passing a

fixed probe station is removed from the fixed-probe data
and replaced with a linear interpolation ofmiðϕs; tÞfp based
on the 30 s before and after ttrs . The effect of the trolley
footprint replacement is tested on data in regions without
footprint by comparing the field estimated by the replace-
ment algorithm and the actual measured data. The uncer-
tainty is listed in Table XVI and is similar to Run-1, as
described in [7].

3. Fixed-probe tracking

For azimuth ϕ and time t for one or more trolley runs at
tk the fixed-probe tracked moments are

miðϕ; tÞ ¼
X
k

WkðtÞ
�
mtr

i ðϕ; tkÞ

þ
X
s

WsðϕÞ
X
j

JijðϕsÞΔmfp
j ðϕs; tÞ

�
; ð49Þ

where k labels the trolley runs, and WkðtÞ is the weighting
of each trolley run at time t. The azimuthal weighting factor
WsðϕÞ interpolates between stations on either side of ϕ,

JijðϕsÞ ¼ ∂mtr
i ðϕsÞ

∂mfp
j ðϕsÞ

is the Jacobian that relates small changes

of the fixed probe moments to changes of the trolley
moments for station s, and Δmfp

i ðϕs; tÞ is defined
in Eq. (48).
Ideally, magnetic field tracking uses two consecutive

trolley runs, e.g. k ¼ 1; 2; 2, 3 etc. Occasional unplanned
magnet incidents, such as the loss of magnet power allow
tracking only from the trolley run before the incident, in
which case WkðtÞ ¼ 1.
Field changes not tracked by the fixed probes lead to

errors of the miðϕ; tÞ that is a maximum at the midpoint
between the two paired trolley runs. To quantify this,
tracking from a single trolley run is used to predict the field
moments at the later trolley run. The difference between the
predicted and measured field moments for the second
trolley run is called the tracking offset. The tracking offset
can be modeled as a random walk process caused by
changes in the magnet shape. For tracking using a pair of
consecutive trolley runs, the random walk becomes a
Brownian bridge that uses a linear interpolation between
the first and second trolley run (see Ref. [7] for details). A
single parameter M parametrizes the rate of the process.

TABLE XVI. Corrections and uncertainties (in parenthesis)
from magnetic field tracking. A single value per line indicates the
same value for all datasets. All values are given in units of ppb.

Correction (Uncertainty)

Description Run-2 Run-3a Run-3b

Tying
Trolley footprint (7.0)
Fixed probe resolution (1.0)

Tracking
Brownian bridge (15.4) (10.7) (16.0)
Magnet ramp effect −3.0 (3.0) −10.0 (10.0) −3.0 (3.0)
Fixed probe temperature (0) (0) (0)

Analysis choices (1.8) (2.5) (1.5)

Subtotal (17.3) (16.5) (17.8)
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The distribution of the azimuthally averaged tracking
offsets can be used to account for potential correlations
between different stations. In order to reduce the statistical
error, the random-walk parameters are determined from the
azimuthally averaged tracking offsets for all of Run-2=3.
We determine M ¼ 0.018 Hz=

ffiffi
s

p
for the m1 coefficient.

Similar rate of change parameters are determined for each
multipole moment. The resulting uncertainties, taking the
muon-weighted corrections for the different datasets and
the correlations between the different multipole moments
into account, are summarized in Table XVI. Note that this
uncertainty is statistically independent and hence reduces if
multiple datasets are combined.
We observe that the tracking offset depends on the time

after the magnet was ramped up and shows a characteristic
azimuthal dependence that is largest at magnet yoke
boundaries as shown in see Fig. 23. A dedicated measure-
ment was performed, repeatedly measuring the field with
the trolley for 60 h after the magnet was ramped. We use the
azimuthally averaged tracking offset to estimate the bias.

We model the effect by an exponential function with
amplitude and time constants as parameters. The amplitude
and time constant may depend on the history of the magnet
before the ramp. Therefore, we determine a correction and
uncertainty conservatively; the result is an initial amplitude
of ð100� 100Þ ppb and a relaxation time constant of 12 h.
The correction and uncertainty depend on the time periods
relative to the magnet ramp time in which muon data have
been taken. The resulting correction and uncertainties are
listed in Table XVI.

FIG. 23. Top: tracking offset (inability to track field) as a
function of azimuth (azi.) around a yoke boundary. Different
colors indicate different times after the magnet ramp. Bottom:
amplitude of effect at 45° as a function of time after magnet ramp.
The “x”s show the azimuthally averaged values scaled up by a
factor of x10. A dedicated campaign of back-to-back trolley runs
was performed in Run-6 to study this effect.

FIG. 24. The relative muon-weighted magnetic field (ω̃p0 ) as a
function of time for the Run-2 (left side) and Run-3a and Run-3b
(right side). The dipole m1 contribution alone is shown in gray
below. On this scale, they barely differ. The lower two plots show
the tracked m2 and m3 moments.

TABLE XVII. Field multipole moments in ppb [see Eq. (38)]
averaged over azimuth and time (including DQC) per dataset.
The Run-3 experiment hall temperature was more stable than
Run-2 due to a climate-control upgrade.

Multipole Run-2 Run-3a Run-3b

m2=m1 331 −113 −14
m3=m1 611 −6 −43
m4=m1 −310 23 17
m5=m1 383 40 35
m6=m1 94 −9 −20
m7=m1 217 127 127
m8=m1 −24 −22 −21
m9=m1 23 15 12
m10=m1 −697 −725 −727
m11=m1 −167 −203 −215
m12=m1 −1068 −1056 −1057
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A detailed comparison between interpolation analyses
from two groups was performed to identify inconsistencies
and bugs in the analysis, while the individual groups had
individual software blinds. Comparisons performed on the
azimuthal averaged field and on a station-by-station basis
agree within a few ppb after relative unblinding. The differ-
ence in analysis results due to different analysis choices is
added as additional uncertainty and listed in Table XVI.
The multipole moments averaged over azimuth and

weighted by the detected muons (including DQC) hmiiϕ;t
are listed in Table XVII for all three datasets. The lowest
order hmiiϕ;t, the normal and skewquadrupoles, is shownas a
function of time over the full dataset in Fig. 24.

F. Muon weighted magnetic field

1. Muon beam distribution

The muon beam distribution Mðx; y;ϕÞ is reconstructed
from measured positron tracker profiles combined with
beam-dynamics calculations of the azimuthal dependence
of the muon distribution around the ring. Two trackers
provide well-localized muon beam distributions with an
azimuthal sensitivity with an rms of 4.9° and 4.8°, respec-
tively. Following Eq. (40), the mapped magnetic field is
weighted by the muon distribution to determine the
magnetic field seen by the muons.
Tracker profiles MT

i ðx; yÞ for the muon-weighted mag-
netic field are accumulated in time intervals of T interval ¼
2 h to 3 h and corrected for detector resolution and
acceptance. Only positrons with decay times between the
analysis start time tstart ¼ 30.2876 μs and end time tend ¼
650.0644 μs enter the tracker profiles. The time intervals
T interval are chosen to contain more than 6 × 105 total tracks,
avoid gaps > 6 h, stay within a trolley-run pair and contain
entire ωa DAQ runs.
The measured beam profiles at azimuthal locations

where the tracker detectors do not provide beam diagnos-
tics are reconstructed from tracker profiles by shifting the
mean and scaling the transverse widths of the distribution
relative to the tracker station using

hxiðϕÞ ¼ xCODðϕÞ þDxðϕÞhδi; ð50Þ
hyiðϕÞ ¼ 0; ð51Þ

xrmsðϕÞ ¼
�
βxðϕÞ
βxðϕtkrÞ

ðx2rmsðϕtkrÞ −D2
xðϕtkrÞδ2rmsÞ

þD2
xðϕÞδ2rms

�
1=2

; ð52Þ

yrmsðϕÞ ¼
�
βyðϕÞ
βyðϕtkrÞ

y2rmsðϕtkrÞ
�
1=2

: ð53Þ

The beam widths xrms and yrms at the azimuth of the tracker
stations ϕtrk are extracted from the tracker profilesMT

i ðx; yÞ.

The beta functions βxðϕÞ, βyðϕÞ, and radial dispersion
function DxðϕÞ are determined from the optical lattice
calculatedwith theCOSY INFINITY-basedmodel of the storage
ring. The mean and rms fractional momentum hδi and δrms
are extracted from the fast-rotation analysis discussed in
Sec. VA. The average fractional momentum is ∼0.07%
except for Run-3b, which is lower (∼0.01%) owing to
stronger injection kickers, whereas the rms of the distribution
is ∼0.1%. The field indices are listed in Table I.
Closed orbit distortions (COD) shift the ideally circular

closed orbit away from the equilibrium position. Azimuthal
variation in the vertical dipole component of the magnetic
field causes a radial COD

xCODðϕÞ ≈
R0

n
b1ðm1Þ
B0

cos ðϕ − ϕ1ðm1ÞÞ; ð54Þ

where R0 is the nominal radius, B0 is the nominal field,
n is the effective field index given in Table I, and b1ðm1Þ
and ϕ1ðm1Þ are the N ¼ 1 Fourier amplitude and phase
of m1ðϕÞ. The Fourier components are extracted with a
discrete Fourier transform from field maps in each T interval,
and xCOD is calculated for each individual T interval. The
amplitudes of the radial COD range from 0.6–1.5 mm and
0.2–0.4 mm for Run-2 and Run-3, respectively.
An azimuthally varying radial magnetic field would

cause a vertical COD. Because the radial field dependence
on azimuth is not measured during the experiment, yCOD is
set to zero and considered separately as a systematic.
Misalignments of the electric quadrupole plates also cause
radial and vertical CODs by steering the beam. These are
considered separately as a systematic.
Each tracker station is extrapolated separately, and the

reconstructed distributions from both stations are averaged
to get the nominal beam distribution.
Figure 4 in Sec. III C 3 illustrates azimuthally averaged

muon beam distributions based on the beam extrapolation
around the ring of tracker measurements.

2. Muon weighting

Following Eq. (40), the reconstructed muon beam
distributionMðx; y;ϕ; tÞ (see Sec. VI F 1) is projected onto
the moments used to describe the magnetic field for time
intervals T interval and evaluated every 5° because the
azimuthal variation of the beam moments is small. Since
the tracker profiles and thus the beam moments are only
determined every 2–3 h, the field moments miðt;ϕÞ are
averaged in time, weighted by the number of muons in
the storage region NμðtÞ. Equation (41) is used to calculate
the muon-weighted field per T interval and azimuthal bin ϕi.
Additional averaging over all azimuthal bins and thus
implementing Eq. (43) yields the muon-weighed field
per time interval T interval. Averaging all time intervals
within a dataset, weighting by NμðtÞ and accounting for
DQC cuts, yields the muon weighted magnetic field ω̃0

p per
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dataset defined in Eq. (40), listed in Table XXVI for
each dataset.
The improvement in the kick for dataset Run-3b reduces

the k2 and k5 parameters [see Eq. (42)] since the muon
distribution is more centered. This has the effect that
weighted moments mi; i > 1 are reduced, and thus sys-
tematic uncertainties that only couple through moments
with mi; i > 1 are reduced as well. The beam multipole
projections averaged over azimuth over the times when
muons are stored to extract ωa (hkiiϕ;t) are listed in
Table XVIII for all three datasets. Figure 24 provides an
overview of the muon-weighted field as a function of time.

3. Systematics

Tracker-specific systematics cause uncertainties in the
beam distribution, which lead to uncertainties in ω̃0

p. The
relevant uncertainties for muon weighting are tracker
resolution δreso;tkr, acceptance δaccept;tkr, and alignment
δalign;x;tkr, δalign;y;tkr. These systematics are evaluated by
varying each parameter by 1σ, producing corresponding
beam distributions in the usual time intervals T interval and
evaluating the effect on ω̃0

p averaged over each dataset. The
resulting uncertainties are listed in Table XIX.
The tracker acceptance uncertainty is ≤ 2 ppb from

changing the acceptance function by �20%, and the
resolution uncertainty is <1 ppb by changing the radial
and vertical resolution by �0.5 mm. Changing the tracker
alignment in x and y by �0.6 mm yields uncertainty on
the size of 1 ppb. The uncertainty due to tracker profile
statistics are insignificant.
The muon-weighted field should be calculated for muons

that enter the ωa determination and thus are seen by the
calorimeters. Because the spatial acceptance from tracker
and calorimeters is different, the muon distribution from the
tracker would have to be corrected for calorimeter accep-
tance. However, the effect is small and thus is only treated
as an uncertainty.

As discussed above, an azimuthal radial magnetic field
variation can contribute to yCOD. Since the radial magnetic
field was only measured in pre-Run-1 while no vacuum
chambers were installed, the effect is estimated by assum-
ing an amplitude of 0.5 mm, which is a factor of 2 larger
than the pre-Run-1 measured value, for the N ¼ 1 COD
and the worst case phase.
Misalignments of the electric quadrupole plates cause an

xCOD or yCOD by steering the beam. The expected COD
calculations use the central displacements of the electric
quadrupole plates measured in a survey. Survey uncertain-
ties cause uncertainties in the CODs. These effects were
evaluated using the same method from Run-1 [7], resulting
in a correction and uncertainty listed in Table XIX.
The momentum deviation δ used in the beam

reconstruction procedure in Eqs. (50) and (52) slightly
differ from different analyzing teams in Sec. IV. The related
systematic uncertainty is determined by varying hδi and
δrms by �0.0001.
A changing muon distribution over time in a fill can be

caused by magnetic field transient effects from the electric
quadrupoles and kicker eddy currents. Tracker profiles are
reconstructed for different times in a fill. Studies show that
the related uncertainties are negligible in Run-2=3.

G. Transient magnetic fields

The fixed probe system measures the magnetic field at
intervals of 1.2–1.4 s asynchronous to beam injection.
Thus, any time-dependent, μs-timescale magnetic field
transient that is synchronized with beam injection is not
accounted for in ω̃0

p. In addition, the skin-depth effect in the
aluminum of the vacuum chambers reduces the effects on
high-frequency magnetic field transients. Transient mag-
netic fields synchronized with beam injection are caused by
eddy currents in the kicker and time-varying fields caused by

TABLE XIX. Corrections and uncertainties (in parenthesis)
due to spatial muon weighting of the magnetic field.

Correction (Uncertainty) (ppb)

Description Run-2 Run-3a Run-3b

Detector effects
Tracker acceptance (2.1) (1.1) (0.1)
Tracker resolution (0.1) (0.1) (0.1)
Tracker y alignment (10.7) (0.6) (0.4)
Tracker x alignment (4.5) (1.3) (0.3)
Calorimeter acceptance (1.0) (0.2) (0.2)

Closed Orbit Distortion
and azimuthal effects
yCOD (radial B) (1.8) (3.7) (2.9)
xCOD (quad misalig.) þ1.3 (5.9) þ2.7 (6.7) þ2.5 (6.3)
yCOD (quad misalig.) −0.9 (0.1) −0.5 (0.2) −0.3 (0.2)
Mean momentum offset (0.2) (0) (0)

Subtotal (13.4) (7.9) (6.9)

TABLE XVIII. Average beam multipole projections in each
dataset, including DQC. Projections are normalized to beam
profile intensity and are unitless.

Beam projection Run-2 Run-3a Run-3b

k1 1.000 1.000 1.000
k2 0.139 0.136 0.073
k3 −0.001 −0.006 −0.005
k4 0.001 −0.001 0.000
k5 0.081 0.076 0.046
k6 0.000 −0.001 0.000
k7 −0.001 −0.001 −0.006
k8 −0.002 −0.001 0.003
k9 0.001 0.001 0.000
k10 −0.004 −0.003 0.001
k11 0.000 0.000 0.000
k12 −0.001 −0.001 0.001
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the pulsing of ESQs. Both effects lead to corrections on the
muon-weighted magnetic field and are improved compared
to Run-1 by additional measurements. Additional transient
effects related tomagnetic fields in the booster are<7 ppb as
determined for the Run-1 analysis [7].

1. Transient magnetic fields from kickers

The magnetic field kick of 22 mT to store muons on
the stable orbit is a fast transient field (∼150 ns) that
introduces eddy currents in the region of the kicker magnets
that lasts longer than the initial kick. NMR magnetometers
are too slow to measure the effect on the magnetic field.
The transient magnetic field has been measured with two
magnetometers based on Faraday rotation using terbium
gallium garnet (TGG) crystals [7]. For Run-2=3, additional
measurements with improved setups have been performed
using the same magnetometers.
One of the magnetometers utilizes fibers to guide the

light from the laser source, which is housed in the center of
the storage ring magnet, to the 3D printed magnetometer
where the laser light is polarized and sent through two 14.5-
mm-long TGG crystals. A polarization-sensitive splitter
divides the laser beam into two returning fibers. The two
beam intensities are measured by PIN diodes; the polari-
zation is reconstructed from the difference. This differential
readout scheme reduced the sensitivity on laser instabilities.
The magnetometer base consists of a glass block with small
Sorbothane legs, lowering the magnetometer’s center of
mass and reducing mechanical vibrations.
The measurements in Run-1 [7] were limited by noise

picked up from mechanical vibrations of the kicker cage
through the magnetometer and the fibers themselves. To
reduce the noise in the measurements, a PEEK bridge was
machined with Sorbothane legs that allow the magnetom-
eter to be anchored to the vacuum chamber instead of the
cage that holds the kicker plates. In addition, the returning
fibers are routed on top of silicon bands that dampen out
potential vibrations.
Two measurement campaigns in summer 2021 and

summer 2022 have been performed. To calibrate the
magnetometer, the magnetic field of the main magnet
was ramped up and down at a constant rate to 1.4513 T.
The calibration constants change from ramp to ramp due to
temperature changes affecting the Verdet constant of the
TGG crystal and small tilt angles changing the effective
length of the crystal.
Since the laser was operated in constant current mode,

the calibration factor changed over time, which was tracked
by measuring the 12 μT magnetic field transient from
charging the kicker plates prior to the kick.
The measured transient field is shown in Fig. 25 for two

measurement campaigns one year apart. The average of
the two campaigns is used to estimate the effect of the
measured field perturbations. The effect on ωa is estimated
by integrating the effect of the transient over the muon

lifetime. A five-parameter fit is used to estimate the overall
correction. The corrections are estimated based on mea-
surements in the first of the three kickers with upgraded
kicker cables and operated at nominal kicker setting of
53.1 kV as present during Run-3b. The results from this
measurement are scaled to the other kickers, which operate
at slightly different operation voltages (53.1, 53.0, and
55.0 kV), and to the conditions in Run-2 and Run-3a,
during which the kickers were operated at lower voltages
(47.7, 47.1, and 47.1 kV). Azimuthally, the kicker transient
is treated as uniform within the regions occupied by the
kicker plates. The steep fall-off at the edges was modeled
and confirmed by measurements outside the kicker plates,
resulting in a suppression for the azimuthal average of
0.085. Overall, this results in corrections to ω̃0

p of −21.1
and −22.5 ppb for Run-2=3a and Run-3b, respectively. The
associated uncertainties are summarized in Table XX and
described briefly below.

FIG. 25. Magnetic field transient induced by kicker magnets
measured by the optical fiber magnetometer in summer 2021 and
summer 2022.

TABLE XX. Uncertainties to ω̃0
p due to transient magnetic

fields from eddy currents in the kicker system. The uncertainties
from the two campaigns in 2021 and 2022 are combined for the
Run-3b dataset. The values are scaled for the Run-2 and Run-3a
datasets accounting for the different run conditions.

Uncertainty (ppb)

Description 2021 2022 Run-3b Run-2=3a

Vibration ambiguity 8.3 12.8 10.5 9.9
Transient variance 4.2 3.9
Azimuthal 3.1 4.7 3.9 3.7
Transverse 4.4 6.8 5.6 5.3
Calibration 0.3 0.2 0.3 0.3
Baseline 2.5 0.2 1.3 1.2
Scaling 1.7
Pulse shape difference 4.2

Subtotal 13.3 13.3
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The effect of residual vibrations in the measured signal is
estimated by comparing results with the main magnet
powered and not powered. The origin of the perturbations
with a timescale of about 1 ms and amplitude of a few
0.1 μT remains ambiguous. The measurement data cannot
distinguish between an actual change in the total magnetic
field and mechanical vibrations of the fibers or the crystal.
This ambiguity contributes to the leading systematic
uncertainty on the transient measurement. The observed
differences between the two campaigns is not fully under-
stood and might indicate local variations of the effect. This
ambiguity is accounted for by assigning the observed
difference as a “transient variance” uncertainty. Further
contributions to the uncertainty come from the azimuthal
and transverse modeling, as well as from the above-
mentioned calibration procedure and baseline determina-
tion. Like the total effect, the uncertainties are scaled to the
different run conditions in the Run-2 and Run-3a datasets.
The scaling and potential differences in pulse shapes due to
using different cables lead to additional uncertainties for
these datasets.

2. Transient magnetic fields from ESQs

The beam-synchronous pulsing of the ESQ plates causes
time-dependent magnetic field changes on the μs timescale.
These fast synchronous changes are not captured by the
field maps nor tracked by the fixed probe system. Besides
the asynchronous operations of the fixed probes with
respect to beam injection times, skin depth effects in the
aluminum walls of the vacuum chambers suppress field
transients on that time scale. In situ measurements are
required. While the exact mechanism creating this magnetic
field transition is not fully understood, the effect is
associated with the ESQ plates’ and support structure’s
mechanical vibrations. The injection of muons and asso-
ciated pulsing of the ESQ plates every 10 ms for 8 bunches
drives an oscillation around 100 Hz, close to the system’s
intrinsic frequencies around 50 Hz. The bottom plot in
Fig. 26 shows an example of this effect as a function of time
at one fixed location. A second train of eight bunches is
injected after 266.7 ms, a gap long enough for the vibration
to mostly ring down. This pattern repeats every 1.4 or 1.2 s.
Since this field changes during the time muons are stored
and are not reflected in the direct measurement of ω̃0

p, this
transient results in a correction term BQ.
In Run-1, the transient fields from ESQs were measured

in a dedicated measurement campaign with a set of trolley
NMR probes sealed inside plastic tubes for vacuum
compatibility, held in place in the center of the storage
volume on static legs sitting on the trolley rails.
The ESQs span 43.3% of the ring and are grouped into

four stations, each consisting of a short and a long section.
The azimuthal dependence was mapped coarsely for one
such section. Significant differences in the oscillation
pattern were observed as a function of azimuth. The long

sections were approximated with two short ones. Due to the
static nature of the used probes, only one measurement per
section was feasible for most sections. The total shift of the
magnetic field during the times the muons are stored
averaged around the ring was determined from these
spatially sparse measurements, leading to the dominant
systematic uncertainty of the Run-1 result [5].
In dedicated measurement campaigns, the identical

sealed NMR probes were mounted on a frame that can
be moved around the ring using the trolley infrastructure.
The NMR probes were pulsed and read out in the same
scheme used in Run-1 through a dedicated multiplexer of
the fixed probe systems, now through the ∼50 m long
trolley cable. This scheme allows mapping of the effect
with finer resolution, significantly improving the precision.
In the summer of 2020, a quarter of the ring was mapped,
and in summer 2021, the full ring was mapped. The top plot
in Fig. 26 shows the transients for all times as a function of
azimuth around the ring. The measurements were per-
formed at a reduced ESQ voltage of 14 kV. The confirmed
voltage-squared dependence was used to scale the meas-
urement to the nominal ESQ operations voltage of 18.2 kV.
The effect of the magnetic field perturbations on ωa in a

particular fill at a particular azimuthal position is estimated
by a linear fit of the magnetic field transient over the
muon storage time of around 700 μs of this fill. The effect

FIG. 26. Top: the transient magnetic field from the vibration
caused by the ESQ pulsing for all times as a function of azimuth
in the storage ring. Bottom: the transient magnetic field as a
function of time at one specific location (−17 deg). The times
during which muons are stored are highlighted by gray bands.
The shown field transients are scaled up to the ESQ operation
voltage.
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accumulates over the muon lifetime in the storage ring [7].
The azimuthally resolved effect from the different meas-
urement positions is averaged around the ring, accounting
for the different azimuthal spacings between the measure-
ments. Segments outside vacuum chambers containing
ESQs and where no time-dependent field perturbations
are observed do not contribute. Table XXI shows the total
correction BQ ¼ −21.0� 19.5 ppb due to transient mag-
netic fields from the ESQ and lists the corresponding
uncertainties, which are discussed in more detail below.
The frequency extraction from NMR FID signals

requires a minimal length of more than ∼0.5 ms for the
required resolution. The timescale of the observed transient
changes the field within an FID. Hence, magnetic field
perturbations from outside the fit window of the transient
effect leak into the frequency. Alternatively, the phase
function from multiple FIDs with different delays with
respect to the muon injection time can be combined and
fitted directly in the relevant time window. The NMR
probes have a 0.5-mm-thick aluminum shell, and the
corresponding skin depth suppresses higher-frequency
components. This effect was evaluated in a dedicated
measurement. The transient caused by the ESQ was
mapped partially one year after Run-3 and around the full
ring the year afterward. In addition, starting mid-Run-3,
periodic measurements at static positions were taken. The
different measurements over time are in good agreement. In
addition, the fixed probe system is used to monitor the
effect of the transient from outside of the vacuum chambers
parasitically during data taking.
All the measurements are point estimates, and the values

in between the measurement points are unknown, resulting
in uncertainty in the azimuthal averaging. In addition, the
mapping was performed in the center of the storage
volume. The radial dependence of the transient was
measured on the diagonal along the ESQ 0 V-line at one
location. A flat dependence was found up to 2 cm, where
most of the muon beam is located, and variations up to 25%
were observed at a radius of 4 cm, at the edge of the storage

volume. As mentioned above, the ESQ can only be
operated consistently at 14 kV with the mapper device
present. Perturbations of the electric field from the mapping
device itself might modify the local forces on the ESQ
plates and change the mechanical oscillation of the system.
Other sources for uncertainties are fill-by-fill intensity
variations not accounted for the averaging between the
16 fills and small changes in the time structures in the
second eight bunches between running conditions and
the measurements.

H. Summary and differences with respect to Run-1

The dataset averaged ω̃0
p are listed in Table XXVI. All

non-negligible uncertainties are summarized in Table XXII.
For uncertainties that have been determined on a probe-by-
probe basis, the uncertainties are translated to multipole
moments and further to ω̃0

p taking the correlation between
moments and the spatial and temporal muon distribution
into account. Uncertainties are highly correlated and thus
treated as fully correlated, except the Brownian bridge-
based tracking uncertainty, which is random in nature
and reduced by combining datasets. Calibration constants
and corrections are taken into account in the final ω̃0

p and
are not listed individually. The total uncertainty on the
muon-weighted magnetic field, including corrections from
magnetic field transients, is ≤ 52 ppb, a factor of ∼2
improvement compared to the Run-1 analysis [7]. The
main reason is the improved understanding of the electro-
static quadrupole transient due to additional measurements.
Overall, the current uncertainty budget is well below the
systematic uncertainty goal from the technical design report
of <70 ppb.
The major differences in the Run-2=3 analysis of ω̃0

p

with respect to the Run-1 analysis are listed below:

TABLE XXI. Correction and associated uncertainties to ω̃0
p due

to transient magnetic fields caused by the pulsing of the ESQ
system.

Description Correction (ppb) Uncertainty (ppb)

Frequency extraction 5
Skin depth 2
Stability over time 8
Azimuthal averaging 11
Transverse dependence 5.3
Measurement apparatus 10.5
Fill-by-fill variations 2
Second bunch train 5

Subtotal −21.0 19.5

TABLE XXII. Summary of uncertainties on ω̃0
p for each step in

the analysis. A detailed breakdown of each contribution is given
in the corresponding section. A single value per line indicates the
same value for all datasets. All contributions are assumed to
be fully correlated, except the Brownian bridge uncertainty in the
Tracking section, which is treated as statistical uncertainty.

Uncertainty (ppb)

Description Run-2 Run-3a Run-3b Section

Calibration probe 8.9 VI B
Trolley calibration 17.8 VI C
Spatial field maps 37.2 38.5 38.1 VI D
Tracking 17.3 16.5 17.8 VI E
Muon weighting 13.4 7.9 6.9 VI F
Transient booster 7 VI G
Transient kicker 13.3 VI G 1
Transient ESQ 19.5 VI G 2

Subtotal uncorrelated 15.4 10.7 16.0
Subtotal correlated 51.3 52.0 50.6
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(1) In Run-1, the transverse multipole expansion was
truncated at Nmax ¼ 9, for Run-2=3, Nmax ¼ 12 was
used.

(2) In the frequency extraction of the trolley FIDs, in
Run-2=3, slightly earlier times in the phase function
fits were used compared to Run-1.

(3) While in Run-1 only one of the barcode readers was
used to determine the azimuthal position, in Run-2
and Run-3 the second barcode reader is used as a
cross-check, increasing reliability. This has the
advantage that measurements in the small gaps
between adjacent vacuum chamber positions can
still be reconstructed even though one of the barcode
readers fails. In addition, better timing alignment of
the barcode and encoder systems is possible due to
additional timing information in the raw data of both
systems. These two developments led to improved
reliability of the position determination.

(4) For Run-2=3, the trolley calibration procedures were
improved with respect to Run-1. The improvements
include the following: (1) moving the trolley further
from the calibration position during measurements
with the calibration probe; (2) revised corrections
to the calibration-probe mounting configuration;
(3) inclusion of improved magnetic image measure-
ments described in Sec. VI B; (4) corrections for
second-order gradients near the calibration position
due to the different effective sample volumes of the
trolley probe and calibration probe.

(5) A ground loop issue that was present in Run-1 was
removed between Run-1 and Run-2.

(6) Higher-order multipole moments are smaller in Run-
2=3 than in Run-1. They were shimmed out better
after Run-1 due to the availability of trolley calibration
constants. This reduces the uncertainty from the rail
misalignments, as well as from muon weighting.

(7) The temperature dependence of the trolley NMR
probes was measured more precisely for Run-2=3. It
was evaluated as ð−0.8�2.0Þ ppb=°C. In Run-1,
a temperature dependence of ð0� 5Þ ppb= °C
was used.

(8) The rate of change parameter M used for the
uncertainty evaluation of the field tracking with a
random walk or Brownian bridge model was evalu-
ated in Run-1 station-by-station, manually including
observed correlations. This approach was chosen
due to the statistics of field periods. In Run-2=3,M is
evaluated directly from azimuthal averages, which
intrinsically includes correlations.

(9) Additional measurements with a dedicated magne-
tometer with significantly reduced vibrations low-
ered the uncertainty on the measurements of
transient magnetic fields from the kickers.

(10) An extensive azimuthal mapping of the transient
magnetic field from the ESQ system reduced the
corresponding uncertainty significantly.

VII. OVERALL ωa=ω̃0
p CONSISTENCY CHECKS

The R0
μ ratio values have been investigated for any

inconsistencies and unexpected correlations to external
parameters. These external parameters are representative
of the conditions that the experiment Run-2=3 data had
been collected in. Eight external parameters had been
identified for these checks, namely, average temperature
of the muon storage ring, average vacuum pressure of the
muon storage ring, magnet current, inflector current, time
of data collection since last magnet ramp up, time of data
collection (day or night), amplitude of CBO, and kloss.

A. Methodology

In order to perform these checks the data were split into
five slices based on the external parameter values, for each of
the three run sets. Theωa andωp values with their respective
uncertainties are subsequently extracted from each of the 15
data slices. These in turn are used to calculate theR0

μ ratio and
its uncertainty for each of the data slices. It should be noted
that for this study the beam dynamics and magnetic field
transient corrections are assumed to be constant within the
Run-2, Run-3a, and Run-3b datasets. These checks were
performed on relatively unblinded but overall still blinded
data, and repeated eventually on unblinded data.
For the purposes of these tests, we perform a χ2 mini-

mization on the calculatedR0
μ ratios and their uncertainties in

order to evaluate the overall optimal error weighted R0
μ ratio

value for each external variable studied. Thereafter, the p
value for the sliced R0

μ ratios against the optimal R0
μ ratio is

extracted.
Furthermore, the sliced R0

μ ratio values are plotted
against the external parameter values for each of the slices
and fitted against a constant. The pull histograms for these
plots are then evaluated for any skewness in order to
identify dependencies on the external parameters at hand.

B. Results

The p values for all the different external parameter
cross-checks performed using the methodology described

TABLE XXIII. R0
μ ratio vs external parameter value with

optimal R0
μ ratio fit p values, for combined runs 2, 3a, and 3b

slicings.

External variable p value

Average ring temperature 0.43
Inflector current 0.75
Magnet current 0.13
Time since magnet ramp up 0.91
Day/night split 0.70
Average vacuum pressure 0.75
Amplitude of CBO 0.77
kloss 0.93
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above are summarized in Table XXIII. In the Run-2,
Run-3a, and Run-3b overall consistency study, none of
the sliced R0

μ ratio values show any direct dependency on
the eight investigated external parameters, with p values
within nominal ranges. Moreover, the pull histograms for
each of the external parameter slicing fits show a Gaussian
distribution of the data centered around 0.0� 0.2.
The magnet current slicing has a relatively small p value

due to a pull from the slices containing data from runs 2F,
2H, and 3N. Detailed analysis cross-checks have been
made for datasets 2F, 2H, and 3N, by ωm

a and ω̃0
p analyzers.

In these cross-checks no extraordinary anomaly was dis-
covered by the analyzers, consequently, the datasets remain
valid datasets with statistical fluctuation.
Additionally, a slicing over different datasets was also

performed in order to examine the consistency of the
extracted R0

μ ratio values over different datasets and time.
The results for this data splitting can be visualized in
Fig. 27. There are no observed inconsistencies for the R0

μ

ratio values extracted for different datasets.

VIII. CALCULATION OF aμ

Following Eq. (4), for each dataset, the measured ωm
a is

corrected by adding the beam dynamics corrections, and
the ratio R0

μðTrÞ ¼ ωa=ω̃0
pðTrÞ is computed. Table XXIV

provides an overview of all contributions. All uncertainty
contributions to ωm

a , to the beam dynamics corrections and
to ω̃0

pðTrÞ, are propagated to R0
μðTrÞ.

Uncertainty contributions that are assumed to be fully
correlated between different Run-2=3 datasets and also
between different measurements by the Fermilab Muon
g − 2 (E989) collaboration are tracked separately from the
statistical uncertainties and the other uncertainty contribu-
tions that can be considered uncorrelated: the magnetic
field uncorrelated uncertainty. The correlation matrix
between the ratios is reported in Table XXV. The three
R0
μðTrÞ values are found to be statistically consistent and

are fit to obtain the measured R0
μðTrÞ for the Run-2=3

sample. The fit χ2 probability is about 20%. The results are
summarized in Table XXVI.
Over the course of this analysis, three small errors

in the Run-1 analysis [5] were identified. The total
shift in the previous result due to these errors is 28 ppb,
resulting in R0

μðTrÞrun 1 ¼ 0.0037073004ð16Þð6Þ. The
measured R0

μðTrÞrun 2=3 ¼ 0.00370730088ð75Þð26Þ is com-
bined with the Run-1 result [5], assuming that the
systematic uncertainties are fully correlated, to obtain the

FIG. 27. R0
μðTrÞ versus data subset. The fit line has a χ2=ndf ¼

19.31=19 with a p value of 44%.

TABLE XXIV. Values and uncertainties of the R0
μ terms in

Eq. (4) and uncertainties due to the external parameters in
Eq. (56) for aμ. Positive Ci increase aμ; positive Bi decrease
aμ. The ωm

a uncertainties are decomposed into statistical and
systematic contributions.

Quantity
Correction

(ppb)
Uncertainty

(ppb) Section

ωm
a statistical � � � 201 IV K

ωm
a systematic � � � 25 IV J

Ce 451 32 VA
Cp 170 10 V B
Cml 0 3 V C
Cdd −15 17 V D
Cpa −27 13 V E

hω0
p ×Mi � � � 46 VI H

BK −21 13 VI G 1
BQ −21 20 VI G 2

μ0pð34.7 °CÞ=μe � � � 11 [45,57]
mμ=me � � � 22 [58]
ge=2 � � � 0 [59]

Total systematic � � � 70
Total external parameters � � � 25
Totals 622 215

TABLE XXV. Correlation matrix of the Run-2=3 datasets
measurements of R0

μðTrÞ.

R0
μðTrÞ Run-2 Run-3a Run-3b

Run-2 1.00 0.05 0.03
Run-3a 0.05 1.00 0.03
Run-3b 0.03 0.03 1.00

TABLE XXVI. Run-2=3 datasets measurements of ωa, ω̃0
pðTrÞ,

and their ratios R0
μðTrÞ multiplied by 1000.

Dataset ωa=2π ðHzÞ ω̃0
pðTrÞ=2π ðHzÞ R0

μðTrÞ × 1000

Run-2 229077.408(79) 61790875.0(3.3) 3.7073016(13)
Run-3a 229077.591(68) 61790957.5(3.3) 3.7072996(11)
Run-3b 229077.81(11) 61790962.3(3.3) 3.7073029(18)
Run-2=3 3.70730088(79)
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Fermilab experimental measurement, R0
μðTrÞrun 1=2=3 ¼

0.00370730082ð68Þð31Þ. This value is combined with the
BNL measurement of Rμ for free protons in vacuum [2],
Rμ ¼ 0.0037072063ð20Þ, after converting it using the
measured diamagnetic shielding correction σp0 ðTrÞ [45]:

R0
μðTrÞ ¼

Rμ

1 − σp0 ðTrÞ
¼ 0.0037073019ð20Þ: ð55Þ

We compared the systematic uncertainties for the BNL and
FNAL measurements and, due to the significant changes in
the beam characteristics and detectors between the experi-
ments, concluded that those uncertainties were largely
uncorrelated between the two experiments. The resulting
experimental average is R0

μðTrÞExp ¼ 0.00370730095ð70Þ.
The muon magnetic anomaly is computed from

aμ ¼ R0
μðTrÞ

μ0pðTrÞ
μeðHÞ

μeðHÞ
μe

mμ

me

ge
2
: ð56Þ

Here μ0pðTrÞ=μeðHÞ is the ratio of the magnetic moment of
the proton in a spherical water sample at 34.7 °C and the
magnetic moment of the electron in a hydrogen atom [45]
(10.5 ppb). μeðHÞ=μe is the ratio of the magnetic moment
of the electron in a hydrogen atom and the magnetic
moment of the free electron in vacuum, obtained with a
theory QED calculation [57], whose precision is limited to
100 ppt by the number of reported digits.mμ=me is the ratio
of the muon and electron masses (22 ppb), taken from the
CODATA 2018 fit [58], primarily driven by the LAMPF
1999 measurements of muonium hyperfine splitting [60].
ge is the electron gyromagnetic factor, computed from the
electron anomaly ae ¼ ðg − 2Þ=2 world average [59]
(100 ppt), dominated by [1].
The measured muon magnetic anomaly for this meas-

urement, this measurement combined with our Run-1
result, and the combined BNL and FNAL results are

aFNAL run 2=3
μ ¼ 116 592 057ð25Þ × 10−11ð0.21 ppmÞ;

aFNAL run 1=2=3
μ ¼ 116 592 055ð24Þ × 10−11ð0.20 ppmÞ;

aExpμ ¼ 116 592 059ð22Þ × 10−11ð0.19 ppmÞ:

These are displayed in Fig. 28. Values of R0
μðTrÞ and aμ

with extra digits to facilitate further calculations without
loss of precision due to rounding are provided in the
Supplemental Material [61].

IX. COMPARISON TO THEORY

In recent years, all aspects of the SM theory prediction
aSMμ have been scrutinized and refined with continued
theoretical and computational efforts. These were summa-
rized by the g − 2 theory initiative [10], using results from
Refs. [62–81]. While the QED and electroweak contribu-
tions are widely considered noncontroversial, the SM

prediction of the muon g − 2 is limited by our knowledge
of the vacuum fluctuations involving strongly interacting
particles, comprising effects called hadronic vacuum
polarization and hadronic light-by-light scattering. The
latter is currently known at a level of precision comparable
to aExpμ , and it is the leading hadronic vacuum polarization
contribution to the muon magnetic anomaly, denoted by
aHLOμ , that gives the dominant uncertainty to the SM
prediction. These effects cannot be computed at low-energy
scales due to the nonperturbative nature of QCD at large
distances. It is possible to overcome this problem by means
of a dispersion relation technique involving experimental
data on the cross-section of electron-positron annihilation
into hadrons, eþe− → hadrons. In the last 20 years, the
worldwide efforts of experiments working on eþe− →
hadrons data in the energy range below a few GeV have
achieved the remarkable uncertainty of 0.6% on aHLOμ

[10,82]. In addition, in the last few years, there has been
significant progress on the first-principles calculation of
aHLOμ using lattice QCD which, however, was not yet as
precise as the data-driven dispersive approach compiled
in [10]. In 2021, the BMW collaboration published the first
lattice calculation of aHLOμ with subpercent precision [9].

This result would move aSMμ towards aExpμ and is compatible
with the “no new physics” scenario but discrepant with the
dispersive approach. While the evaluation of the whole
aHLOμ from the other lattice groups is in progress, excellent
agreement between the different lattice groups is found for
the so-called intermediate window observable [83–87].
The evaluation of this intermediate window observable
shows a 4 standard deviation discrepancy between the
lattice and the data-driven computation. On the eþe− →
hadrons side, in addition to the known discrepancy
between KLOE [88–91] and BABAR [92,93], the recent
CMD-3 [94,95] result has shown a discrepancy with
all previous measurements used in [10]. The origin of
this discrepancy is currently unknown and efforts are in

FIG. 28. From top to bottom: experimental values of aμ from
BNL E821, the FNAL 2021 measurement (FNAL Run-1), this
measurement (FNAL Run-2=3), the FNAL combined measure-
ment (FNAL Run-1þ 2=3), and the combined experimental
average (Exp. average). The inner tick marks indicate the
statistical contribution to the total uncertainties.
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progress to clarify the situation [96]. In view of this
situation, a firm comparison with the theory cannot be
established at the moment.

X. CONCLUSION

We have reported a measurement of the muon magnetic
anomaly to 0.20 ppm precision, based on the first three
years of data. This measurement represents the most precise
determination of this quantity. The statistical and system-
atic errors have been reduced by a factor of 2 with respect
to our first measurement [5], due to greater than four
times more data and improved running conditions, analysis
procedures, dedicated measurements, and systematic stud-
ies. This measurement is still statistically limited and the
analysis of the remaining data from three additional years
of data is expected to result in an improved statistical
precision by another factor of approximately 2.
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APPENDIX A: CORRELATIONS BETWEEN
ωm

a ANALYSES

Table XXVII lists the correlations coefficients between
the 19 different ωa analyses. The largest allowed statistical
differences are between the event-based analyses and
the energy-based analyses. Smaller allowed statistical
differences are between analyses that employ either a
common construction approach or a common histogram-
ming method. The correlation coefficients do not account
for additional allowed systematic differences between
analysis methods.

TABLE XXVII. Table of correlation coefficients based on the allowed statistical differences between the 19 different ωa analysis
approaches. They include the different reconstruction procedures and different histogramming methods. They assume a 100%
correlation of systematic uncertainties between analysis approaches.

C_T E_T I_T S_T W_T B_A C_A E_A I_A S_A W_A B_RT E_RT I_RT B_RA E_RA K_Q KR_RQ

B_T 0.967 0.999 0.967 0.999 1.000 0.900 0.871 0.884 0.867 0.884 0.884 0.993 0.995 0.963 0.895 0.904 0.765 0.824
C_T 0.967 1.000 0.965 0.967 0.891 0.900 0.875 0.896 0.874 0.875 0.961 0.963 0.996 0.887 0.895 0.756 0.815
E_T 0.967 0.999 0.999 0.913 0.885 0.898 0.880 0.898 0.897 0.993 0.996 0.963 0.909 0.918 0.753 0.811
I_T 0.965 0.967 0.897 0.906 0.881 0.902 0.880 0.880 0.961 0.963 0.996 0.892 0.901 0.751 0.809
S_T 0.999 0.915 0.886 0.900 0.882 0.902 0.899 0.992 0.995 0.961 0.911 0.920 0.751 0.809
W_T 0.915 0.887 0.899 0.882 0.899 0.899 0.993 0.995 0.963 0.911 0.919 0.752 0.810
B_A 0.994 1.000 0.994 0.999 1.000 0.890 0.886 0.887 0.991 0.994 0.688 0.740
C_A 0.994 1.000 0.993 0.994 0.862 0.857 0.896 0.986 0.988 0.681 0.732
E_A 0.994 0.999 1.000 0.875 0.871 0.871 0.991 0.994 0.676 0.727
I_A 0.993 0.994 0.858 0.853 0.892 0.986 0.988 0.678 0.729
S_A 0.999 0.875 0.871 0.870 0.990 0.993 0.677 0.728
W_A 0.875 0.870 0.871 0.991 0.994 0.676 0.727
B_RT 0.994 0.962 0.902 0.907 0.758 0.825
E_RT 0.967 0.895 0.901 0.767 0.837
I_RT 0.895 0.901 0.750 0.819
B_RA 0.994 0.682 0.743
E_RA 0.689 0.754
K_Q 0.994
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APPENDIX B: TROLLEY CALIBRATION CONSTANTS

The trolley calibration constants, including their contributions, are listed in Table XXVIII. A graphic comparison is
shown in Fig. 29. In addition to the Run-2=3 average, the values and the differences from the dedicated Run-2 and Run-3
calibration campaigns are shown, in combination with predictions from COMSOL simulations based on a simplified trolley
geometry that only takes into account the trolley shell but not the interior details.

FIG. 29. Top: trolley calibration constants per trolley probe for Run-2 (blue) and Run-3 (orange) and the
combination (black). Predictions from COMSOL simulations (gray) with simplified geometry, which only considers
the trolley shell, show qualitative consistency. Bottom: the difference of Run-2 and Run-3 calibration constants with
respect to the combined value that are used for this analysis.

TABLE XXVIII. Overview of trolley probe calibration constants δcalib and individual contributions for Run-2=3. All values are given
in ppb.

δfp;tr δfp;cp δav δs;img δcalibn

Probe Value Uncertainty Value Uncertainty Value Uncertainty Value Uncertainty Value

1 4.0 4.0 4.9 1.9 −17.2 8.9 1469.0
2 4.0 4.0 −0.2 2.4 −17.8 8.9 1336.9
3 3.7 3.7 1.8 2.9 −17.2 8.9 1523.6
4 4.0 4.0 2.8 4.0 −17.8 8.9 1358.3
5 4.9 4.9 −1.0 3.1 −17.2 8.9 1514.4
6 3.6 3.6 9.4 4.4 −20.2 9.1 1734.5
7 3.2 3.2 −9.5 4.7 −19.4 8.9 1903.0
8 3.2 3.2 −2.8 2.9 −17.8 8.9 1195.8
9 14.3 8 3.1 3.1 7.9 4.0 −17.2 8.9 1367.2
10 3.1 3.1 8.6 3.4 −17.8 8.9 421.1
11 3.1 3.1 19.7 9.1 −19.4 8.9 2878.3
12 3.7 3.7 40.9 8.1 −20.2 9.1 1787.1
13 4.4 4.4 −4.4 4.4 −19.4 8.9 1993.8
14 5.7 5.7 1.5 6.1 −17.8 8.9 1263.9
15 6.5 6.5 −15.2 6.5 −17.2 8.9 1193.0
16 5.5 5.5 −1.0 4.4 −17.8 8.9 337.2
17 4.2 4.2 4.9 8.3 −19.4 8.9 2738.5
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