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Abstract

~-rays are the most energetic among all electromagnetic radiation and provide us
with a fascinating view of our universe under extreme conditions. Cherenkov telescopes
represent one of the most efficient techniques for the ground based detection of ~v-rays.
The present generation of imaging atmospheric Cherenkov telescopes have taken y-ray
astronomy to an unprecedented level. The next generation of instruments for observing
high-energy ~-rays is embodied by the Cherenkov Telescope Array Observatory (CTAO),
which is currently under construction. More than 60 telescopes will be spread between
two array sites in the Northern and Southern hemispheres, covering a wide range of ener-
gies from 20 GeV up to 300 TeV. Thanks to a sensitivity between 5 and 10 times greater
than that of the current generation of instruments, CTAO will have unprecedented accu-
racy in high-energy vy-rays detection. While the properties of Cherenkov telescopes are
optimal for the Very High Energy sky’s study, the time they need to achieve target sen-
sitivity for the observation of large sky regions is really huge, due to their limited Field
of View (FoV). To optimize the time spent to perform such tasks, a so-called divergent
mode was proposed as an alternative observation strategy to the traditional - parallel -
pointing. The idea that underlies this strategy is simple: an imaginary telescope, po-
sitioned at the center of gravity of the array, is pointed to a direction of interest, and
all the telescopes are tilted outward from this direction. The single telescope pointing
directions are computed thanks to a simple code that only requires one input parame-
ter, called divergence (div). This strategy, while bringing the advantage of increasing
the total instantaneous arrays’ FoV results in a worsening of the array performance.
The goal of the studies performed on this topic is to find a balance between the FoV
dimension and the array performance. Starting from 2013, when the strategy was first
proposed, a few studies have been presented. Recently the Northern array performance
was obtained in divergent mode. The simulations used for that study are based on an
up-to-date simulation setup. The Southern site on the other hand was only simulated
in older studies which were taking into account preliminary site and telescope (number
and properties) definitions. This study aims at defining the Southern site performance
in divergent mode for a set of configurations with different divergent setup applied. All
classes of telescopes are considered and the most recent simulation configurations, for
the telescope positions, cameras, optics, ecc, are used. Several scientific tasks can benefit
from the enlarged FoV offered by this observation mode. Divergent pointing was part
of a document stating CTA science requirements, as a strategy to perform extragalac-
tic survey and a project referred to as transient survey. In recent years, with the first
detection of Gravitational Wave events, the possibility to apply this strategy to look for
electromagnetic counterparts of these objects has been opened. This thesis is organized
as follows:

e Chapter One: Introduction to ~-ray astronomy and ground based detection of
~-ray sources;

e Chapter Two: Imaging Atmospheric Cherenkov Technique and introduction the
Cherenkov Telescope Array;
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o Chapter Three: Introduction to the pointing modes alternative to the parallel
one;

o Chapter Four: Description of the software needed for simulations and analysis;

e Chapter Five: Description of the Southern site simulations and analysis of the
performance;

e Chapter Six: Analysis of the FoV evolution while tracking an object in divergent
mode;

o Chapter Seven: Open questions and possible alternative definitions of the diver-
gent configuration.

In addition, contributions to the LST collaboration are reported. This chapter is devoted
to some cross-check analysis performed during the calibration of the LST-1 spare CaliBox
and the data analysis performed during the Burst Advocate shifts.



Chapter 1

Ground based ~v-ray astronomy

The regions of our Universe showing the most extreme conditions constitute the most
powerful accelerators nature offers. Astrophysical sources were, before the 1950s, the
only accelerators available. Many new particles (often predicted by the theory) were
discovered thanks to Cosmic Ray (CR) physics: positrons (predicted by Dirac in 1928
and discovered by Anderson in 1933), pions, muons and strange particles.

Today it is known that nature can accelerate particles to energies up to hundreds of
Exa-electronvolts (EeV, 10'® eV). Thanks to their non charged nature astrophysical
~vy-rays offer the best opportunity to study the sites of particle acceleration, especially
with observations ranging from 100 MeV to over 100 TeV.

In this chapter I will introduce Cosmic Rays, their discovery, spectra and composition,
Very High Energy (VHE) ~-rays, focusing on the processes of emission and acceleration
of the emitting particles, and the processes that lead to ground based detection of this
extremely energetic radiation.

1.1 Cosmic Rays

The origin of Cosmic Rays represents one of the most challenging problems in high en-
ergy astroparticle physics. CRs, which form an important component of the non-thermal
Universe, are charged particles, mainly protons, isotropically arriving at Earth. Their
discovery dates back to the early 20" century when the Austrian physicist Victor Hess
performed a series of ascents in a hydrogen balloon to measure the radiation in the at-
mosphere. The aim was to look for the source of the ionizing radiation responsible for
the discharge of electroscopes. Three sources were taken into consideration as a possible
origin of the effect: extra-terrestrial radiation possibly from the Sun [95], radioactivity
from the Earth’s crust, and radioactivity in the atmosphere. The prevailing theory was
that the radiation came from the Earth’s rocks. In an attempt to test this hypothe-
sis, German scientist Theodor Wulf, in 1909, measured ionization rates near the top of
the Eiffel Tower (approximately 300 meters high) using a portable electroscope [108].
Though the ionization rate was expected to decrease with height, Wulf noted that the
ionization rate at the tower’s summit was only about half that at ground level, a far less

1



Cosmic Ray Spectra of Various Experiments

-

(=3
=

i

LEAP - satellite

Proton - satellite

-
(=]
Gt

4F

i 2
0 (1 particle/m’-sec) Yakustk - ground array

Haverah Park - ground array

Akeno - ground array

=9
2
&

AGASA - ground array

Fly's Eye - air fluorescence

HiRes1 mono - air fluorescence

Flux (m? sr GeV sec)”
3

g
© % OO F H# x +

HiRes2 mono - air flucrescence

HiRes Stereo - air fluorascence
Auger - hybrid

-
(=]

~
[m]

10"

10"

10°°

10—19

1022

{1.particle/k m2 ear)

o™
o

10%

3y
“\n-

102

2, (1 particle/km® gentury}— > 7 ;é%]
Lt

10* 10" 10" 10" 10" 10™ 10" 10" 10" 10" 10" 10%
Energy (eV)

Figure 1.1: Overall differential energy spectra of Cosmic Rays from various experiments.
Credits https://web.physics.utah.edu/ whanlon/spectrum.html

substantial decrease than expected. The terrestrial origin of the atmospheric ionization
was also challenged by the Italian physicist DomenicoPacini, who conducted experiments
underwater finding a significant decrease in the electroscopes discharge rate [89]. Fol-
lowing Wulf’s results Hess, who supported the cosmic origin of the radiation, started a
series of balloon flights that led in 1912 to the discovery that, around 5300m above sea
level (a.s.l.), the ionization rate was approximately three times that at sea level. This
led to the conclusion that penetrating radiation was entering Earth’s atmosphere from
above.

Since then their spectrum has been measured by several instruments, showing a wide
energy coverage, ranging from ~ 108 eV up to ~ 10%! eV and a smooth power law be-
haviour F(F) o<« E~% (Figure 1.1). It is characterised by two identifiable features: the
first one is called the knee, at about 3 x 105 GeV where the spectrum steepens from
a = 2.7 to @ = 3.1 and the other one, the ankle, at about 3 x 10° GeV where the



spectrum becomes flat again . The origin of the low-energy part (below 10 GeV) can be
traced back to the Sun, the high-energy part ranging up to the knee is believed to orig-
inate from Galactic accelerators and those at higher energies from extra-galactic ones.
The charged nature of Cosmic Ray particles makes it difficult to identify the sources that
emit them: galactic and intergalactic magnetic fields deflect them so that the incoming
direction is not related to the emitting source. a well-established fact that when charged
particles undergo acceleration to reach relativistic energies, they emit «y-rays through var-
ious processes. These y-rays, as neutral messengers, remain unaltered in their trajectory
and point back to their emitting sources, offering valuable insights into the mechanisms
behind Cosmic Ray acceleration and progenitors. Apart from the possibility of solving
the puzzle of CR origin, y-rays are interesting per se since they give important clues
about the emission regions and emission mechanisms of various astrophysical sources.
Also they can help probing frontiers in physics, e.g., they help in studying the nature
of Dark Matter (DM), through indirect detection of the y-rays resulting from the an-
nihilation of a DM particle with the corresponding antiparticle, or understand photon
propagation under quantum gravitational effects.

1.2 Very High energy ~-rays

Very High Energy (VHE) ~-ray emission involves charged particles, leptons or hadrons,
which are accelerated to high energies. This emission arises from astrophysical objects
powered by the release of gravitational energy and the relativistic acceleration of par-
ticles. Among the processes that can be responsible for particle acceleration the most
commonly addressed are the first and second order Fermi mechanisms.

Second order Fermi mechanism

Proposed by Enrico Fermi in 1949 [53], this acceleration mechanism describes
the acceleration of relativistic particles in regions characterized by very strong
inhomogeneous magnetic fields. The process can be seen as the scattering of the
particle by magnetic field irregularities (magnetic mirrors). The model assumes
that the cloud has a mass, M, much greater than the particle mass, m, and that
moves randomly with typical velocity V, in the observer’s frame. In a reference
frame where the mirror is at rest the scattering between the particle and the cloud
can be considered elastic. In this frame the particle energy before the shock is

E' =~y (E + Vpcosb) (1.1)

where the non primed quantities refer to the observer’s frame, with p and E being
the particle’s momentum and initial energy. 6 is the angle between the particle
initial direction and the normal to the mirror surface and

V2 _1/2
= (1 - ) (1.2



The z-component of the relativistic three-momentum of the particle is
VE
pl, =p cost =y (pcos@ + 2) (1.3)
c

In the cloud reference frame the particle’s energy is conserved, El’,efore = Eéfter,

while the p, component is reversed, p,, — —pl. Applying this conservation
relations and moving back to the observer’s frame, the energy of the particle after
the collision is

Eafter =W (E, + Vp;:) (14)

Using the previous relations and recalling that p,/E = vcosf/c? we get

Eeofter = 7\2/E 1+ 2 (1.5)

C

2Vwvcosf <V>2
7_‘_

Expanding the previous equation at first order in V/c and integrating over 6 the
average increase in the particle energy results to be

AE Eotter —E. 8 (V)2
It = ( > (1.6)

R A A
As the name of the process suggests, the average increase in energy is second-order
in V/c. The energy gain process in this case is very slow since the speed of the
cloud is much less than that of the particle making the process not really efficient.

First order Fermi mechanism
The first-order acceleration mechanism, first introduced by Fermi in 1954 [52],
succeeds into describing a way to obtain an energy gain that is linear in (V/c),
a condition that would make the acceleration process more effective, especially at
relatively high values of V.
The model involves a strong shock propagating through a diffuse medium. The
surface that separates the region behind the shock (downstream) from the sur-
rounding medium (upstream), can be described as an abrupt discontinuity. These
discontinuities are called shock waves.
When a high energy particle crosses the shock front, it obtains a small increase in
energy. The particles are then scattered in the region behind the shock front and
their velocity distributions become isotropic with respect to that flow. A particle
moving from the downstream region to the upstream one undergoes exactly the
same process of receiving a small increase in energy AFE on crossing the shock
from the downstream to the upstream flow as it did in travelling from upstream
to downstream.
It can be shown that the average increase in energy at each shock front crossing is
of order AE/E ~ V/c. Let’s consider a particle crossing the shock from the up-
stream to the downstream side. The gas on the downstream side approaches the



particle at a velocity V and so, performing a Lorentz transformation, the particle’s
energy when it passes into the downstream region is, as before,

E'=w(E+pV) (1.7)

where p, = pcos 6, where again 6 is the angle between the particle initial direction
and the normal to the shock and ~y is the same quantity defined in 1.2. The shock
is assumed to be non-relativistic,V < ¢, vy = 1, but the particles are relativistic
and so F = pe, p, = (E/c) cosf. Therefore,

AFE = pV cosf
ﬁ = KcosG (1.8)
E ¢

The probability of particles crossing the shock arriving within the angles 6 to
0 + df is proportional to sinfdf. The rate at which they approach the shock
front is proportional to the x-component of their velocities, ccosf. Therefore
the probability of the particles crossing the shock is proportional to sin# cos 6 df .
Normalising so that the integral of the probability distribution over all the particles
approaching the shock is equal to 1 the mean energy gain per crossing is

=27 (1.9
c

As anticipated this is first order in V/c. A significant aspect of this model is that
the particles undergo scattering in both the upstream and downstream regions.
Although the first-order acceleration mechanism is an improvement upon the orig-
inal (second order) Fermi mechanism, it remains a relatively gradual process: the
particles must undergo numerous back-and-forth diffusions across the shock wave
times, this process resulting into an upper limit to the energy up to which particles
can be accelerated.

Accelerated particles can emit VHE ~-rays both through leptonic or hadronic chan-
nels. The main mechanisms of VHE ~-ray emission will be described in the rest of this
section, for an exhaustive description a good reference is the book Radiative Processes
in Astrophysics by Rybicki and Lightman [98].

In the leptonic scenario energetic electrons can produce 7-rays via inverse Compton scat-
tering, synchrotron emission and bremsstrahlung [32]. Among these processes the most
important are indubitably Inverse Compton (IC) radiation and synchrotron emission.

Electrons accelerated inside astrophysical sources typically show a power-law energy dis-
tribution of the form ¢, o< E.” | where p is the power-law index and E, is the energy
of the electron. In the presence of a magnetic field the trajectory of these particles is
bent perpendicular to the direction of the magnetic field by the Lorentz force. As the
particle gyrates electromagnetic radiation is emitted. This radiation, called synchrotron
radiation, in relativistic regime is beamed in the direction of the motion. For electrons



with a power-law spectrum the synchrotron radiation spectrum is
¢y oc BT/ (1.10)

where p is once again the power-law index describing the accelerated electrons’ spectrum.
Synchrotron power emitted by the charged particle is proportional to 1 /m4, where m
is the mass of the particle. Therefore this process is more efficient in case of radiating
electrons and positrons compared to protons.

Inverse Compton scattering is the name used to describe the collision between low en-
ergy photons (yrg, namely photons whose energy ranges from microwaves - Cosmic
Microwave Background (CMB) - to GeV (X-ray band)) and relativistic electrons. In the
process electrons transfer part of their energy to photons:

e +vg — e +vuE. (1.11)

If the energy of the photon before scattering is well below the rest mass energy of the
electron, scattering takes place in what is called Thomson regime. In this regime the
process cross-section, o, is independent of electron or photon energy, and the number
of scattered photons per unit time is constant. The energy spectrum of up-scattered
photons is given by the same relation describing the flux for synchrotron emission:

¢y ox B PTD/2 (1.12)

Conversely, when the photon energy before scattering is much greater than the electron’s
rest mass, scattering takes place in what is called Klein-Nishina regime. This time
the process cross-section, oxn, depends on the energy of the electron, F., as well as
the number of scattered photons per unit time (n oc E.'). This results in an energy
spectrum of up-scattered photons given by

¢y oc B P (1.13)

The main hadronic channel for y-ray production is the neutral pion (7°) decay. When
accelerated protons, collide with other protons or photons an equal number of charged
(7+/m~) and neutral pions (7°) are produced. Therefore 1/3rd of the produced pions are
neutral. While charged pions decay producing muons and neutrinos (lifetime ~ 1078 s)
70 decay into two ~-ray photons (lifetime ~ 10716 5)

p+p(y) = 70 = 2y (1.14)

each of which will carry about 1/6th of the primary hadron energy. If the pion flux is
described by a power-law spectrum

pro X E_J (1.15)



where p is the power law index, then the resulting ~y-ray spectrum will be
¢y x ESP (1.16)

Cosmic Ray protons are commonly thought to be accelerated through first-order Fermi
acceleration mechanism; the power-law index expected at the source is equal to -2.
Being the spectrum of secondary pions similar to the one of the parent protons, the
y-rays produced will also show an £~2 spectrum,

1.3 ~v-rays and the atmosphere

The electromagnetic spectrum ranges from radio waves to PeV energy v rays. The Earth
atmosphere is transparent only to radio waves above a certain frequency, some infrared
wavelengths, visible light and ultraviolet light, as shown in Figure 1.2.

Direct detection of high energy radiation thus requires balloon-based or space-borne
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Figure 1.2: Atmospheric electromagnetic opacity as a function of radiation wavelength

instruments, which have shown to be very effective in monitoring the sky up to GeV
energies. Nevertheless such a technique is no longer efficient in the VHE regime, given
that the y-ray flux is extremely low. Collection areas of balloon and satellite experi-
ments are comparable to the physical size of these instruments, which is of the order of
a ~ 1 m? at most. Above 100 GeV this allows detection only of a flux of the order of a
single event per day, even for bright sources. For this reason scientists decided to move
to ground based detectors, which allow large collection areas. VHE photons detection
from the Earth is indirect. The properties of the secondary particles resulting from the
interaction of the y-rays with the atmosphere, or from the Cherenkov flashes emitted by
the former, are used to infere the nature, direction, and energy of the primary particle.

Cosmic Rays and high energy «-rays interact with atmospheric nuclei, usually several
tens kilometers a.s.l. and in such collisions many new particles are created in a cascade
process called Extensive Air Shower (EAS).
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Figure 1.3: Left: EAS initiated by a y-ray. Right EAS initiated by a Cosmic Ray.
~v-ray produces electromagnetic cascade, whereas Cosmic Ray produces three over-

lapping cascades: electromagnetic, pionic, and nuclear. Credits: https://www.mpi-
hd.mpg.de/hfm/CosmicRay/Showers.html.

Thanks to a toy model, proposed by Heitler [65], its possible to give a qualitative de-
scription of the shower developement and its main features. The model considers as
a primary particle a photon of energy Eg interacting in the atmosphere. At each in-
teraction length Xy, defined as the grammage path length ( [density(x) dx) in which
the particle energy is attenuated by a factor of 1/e, two new particles are created each
one of them carrying 1/2 of the energy. The process goes on until the particle energy
is lower than the critical energy F., defined as the value at which the energy losses
by ionisation predominate over the processes generating the cascade. For simplicity
let’s consider a y-ray generated shower. At each interaction existing ~-rays convert to
electron-positron pair through pair production, while each existing electron or positron
produces a new ~y-ray through Bremsstrahlung. In the atmosphere, the radiation length
X for Bremsstrahlung and pair-production processes is about 37 g/cm?. This means
that after ¢ radiation lengths the shower will contain 2t particles with an equal fraction
of electrons, positrons and photons each with an average energy given by:

E(t) = 5

(1.17)
where Ejy is the primary particle energy as it hits the atmosphere. The cascading process
stops abruptly when the critical energy is reached, corresponding to a thickness of the
absorber t,,,,. This quantity can be written in terms of the initial and critical energy

as follows: E, = % hence 2t = % and
c

E
tmae = log, fo (1.18)
(&



The maximum number of particles in the cascade depends on the primary particle
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Figure 1.4: Longitudinal shower development from a photon-initiated cascade. The high-
lighted value of 2200m a.s.l is the typical altitude of sites hosting Imaging Atmospheric
Cherenkov Telescopes. Adapted from R.M. Wagner, PhD dissertation, MPI Munich
2007

energy and is given by Ny, = Eo/E.. The shower maximum occurs at a depth

E
Xomas = Xoln =2 (1.19)

E.
along the shower axis. The number of particles as a function of depth is called the
electromagnetic longitudinal profile and can be expressed with the Greisen formula [62]:

0.31
N, = — 2" etg=3t/s 1.20
© \/ tmaz ( )

where T is the atmosphere depth measured in radiation lengths (X/X0), tmaez = logy Eo/Ee
and s is the so called shower age, defined as s = 3t/(t 4+ 2tpqz). In Figure 1.4 the lon-
gitudinal development of the shower in radiation lengths is reported for different values
of the primary particle energy. The shower maximum occurs at s = 1.

This description of EAS is a simplified one which allows to have a qualitative understand-
ing of the process. A proper treatment of the phenomena needs to take into account also
the lateral distribution of the shower, determined by the multiple scattering of particles
in the atmosphere.

The development of showers initiated by hadrons is different with respect to the one
initiated by a ~-ray because the first interaction of this particle with the air molecules
is governed by the strong force and particles such as pions are produced. Pions also de-
cay into photons, electrons, positrons and muons generating secondary electromagnetic
showers or muon-generated showers. Thanks to their long lifetime and low energy losses
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almost all of the muons generated in hadronic showers reach the ground, being a good
tracker of the total number of particles in the shower. Hadronic showers have also an
electromagnetic contribution, coming from the decay of neutral pions, which carries, on
average, one third of the total energy available from the primary particle. Due to the
nature of the interactions involved, the transverse momentum of secondary particles in
hadronic showers is larger than that of secondary leptons in the electromagnetic ones,
resulting in showers being wider. As for electromagnetic showers the Heilter model can
be used also to describe hadronic showers, obtaining a qualitative understanding of their
development[84][85]. The products of the interaction between the primary particle, in
this case a proton, and the atmosphere are two: one containing a charged pion, 7+,
and one containing neutral pions, 7°. The former interacts producing more pions, both
charged and neutral, until the pion critical energy E7 is reached. This is defined as the
energy at which the decay length of a charged pion becomes less than the next inter-
action point. When this condition is met the charged pions decay into muons reaching
the ground. Neutral pions on the other hand decay into v-ray pairs, starting electro-
magnetic sub-cascades. To derive the number of particle in the shower and their energy
the atmosphere can be described as a set of layers of thickness A;log2 [85], where \j is
the interaction length of hadrons (for pions ~ 120 gcm=2). If we call N, the number of
charged pions produced in each layer, the corresponding number of neutral pions will be
N, /2 and the number of charged pions after n layers will be N; = (Ng,)". Assuming
equipartition of the energy between the particles, the energy per charged pion after the
n-th interaction can be the written as:

E
Er= 5 (1.21)

24Vch

The number of interactions occurring before critical energy is reached can be derived for
E, = E7T and is equal to

_ In(Eo/EY)

"7 (3N /2)

At the ground muons instead of pions are observed, and since almost all of them survive

N = N, can be used. With this assumption, from 1.22, the number of pions/muons

can be obtained:
Ey \*
Ny = Ngp = i (1.23)

(1.22)

where 8 = In(N.p)/In(3Nep/2). The total number of electrons from the electromagnetic
component of the shower obtained from this model underestimates the real value, which
is given by [101]:

(1.24)

1.046
Nma$:6.105< Ey >
e

PeV

The other important quantity is the depth of shower maximum X, which can be cal-
culated as the sum of the depth at which the first interaction occurs and the maximum
depth of an electromagnetic shower of initial energy Fy/(3N,p). This approximation
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uses only the first generation of photons, so the resulting maximum depth will be un-
derestimated [101]

XP o =A/In2+ Xoln (SNE;(L)E) (1.25)
Due to the high energy of the primary particle, the secondary charged particles are
produced with a high energy such that they travel in air with a speed v greater that the
speed of light in that medium, namely ¢/n. This high speed results in the ionization of
the atmospheric particles which go back to their relaxed state emitting a flash of UV
radiation, the so called Cherenkov radiation. The angle of propagation of radiation with
respect the particle velocity (6 in Figure 1.5) is fixed and its value can be easily derived
from geometrical considerations [79]. If n is the refractive index of the medium and
B = v/c the following relation holds:

1
cosf = n (1.26)

From the previous relation it can be seen that the threshold conditions for particles to

Figure 1.5: Hlustration of Huygens’ construction for the wavefront of coherent radiation
of a charged particle moving at constant velocity v > ¢/n through a medium of refractive
index n [79]

emit Cherenkov radiation in a medium is g > % and that the maximum value of theta
is reached when particles are ultra-relativistic (8 ~ 1), cos0mae = %

The refractive index of air is close to 1 and its value varies with altitude (at the sea
level is slightly higher, n ~ 1.00029, and decreases with growing altitude). This means
that at the sea level the maximum emission is expected at an angle # = 1.4°, decreasing
values are measured with increasing altitude (6 = 1° at 5km and 6 = 0.66° at 10 km.
Therefore Cherenkov light is beamed around the direction of the incident primary particle
and illuminates on the ground an area of about 250 m diameter measured at about 10
km above the sea level, referred to as the Cherenkov light pool [10]. While the area
illuminated by Cherenkov photons is very large the photon density is very low (few
photons per m? for a 100 GeV v-ray induced shower).
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1.4 Detecting y-rays from the ground

As anticipated, small detectors onboard satellites (e.g., the Fermi Gamma Ray Observa-
tory) allow direct observation of y-rays up to tens of GeV. To detect photons at higher
energies, where the flux is lower, it is necessary to build up ground-based detectors allow-
ing for larger effective collection areas. Since the Earth’s atmosphere is opaque to y-rays
ground-based detection must be indirect. It is important to consider the atmosphere
also as part of the extended detector system, with atmospheric monitoring especially
critical to ground-based ~-ray measurements.
The detection can be carried out by means of two different experimental techniques:
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Figure 1.6: Experimental techniques used for the detection of high energy ~-rays from
ground. IACT on the left and air shower array on the right. From [51]

e A calorimeter can be used to sample the number of secondary charged particles
reaching the ground level (shower arrays)

e The Cherenkov light produced in air can be detected through an active inhomo-
geneous calorimeter, by means of telescopes (Atmospheric Cherenkov Telescopes).

Both techniques exploit the atmosphere as a calorimeter, share the same principle of
reconstructing the primary ~-ray events and struggle with the same dominant Cosmic
Ray background. Nevertheless, the usage of either the Cherenkov light to track the
development of the shower or the remaining shower particles reaching the ground causes
a number of differences between the two approaches, strongly affecting the detector
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performance.
Air shower arrays directly exploit secondary particles that reach the ground providing
a snapshot of the shower lateral distribution at the moment it reaches the ground.
Typically they consist of a large number of charged particle detectors spread over an
area of 10* — 10° m? with a spacing of 10-20 m. The key observables in all air shower
arrays are the local shower particle densities and the secondary particle arrival times,
with which the shower arrival direction, the energy, and the nature (photon or hadron)
of the primary particle are reconstructed. Detectors like these boast an extensive duty
cycle, potentially reaching up to 100%, and a wide FoV. However, they tend to have
a relatively high energy threshold due to the fact that high-energy showers are more
penetrating and generate charged particles at lower altitudes compared to lower energy
showers. Moreover, these detectors are typically positioned at altitudes around 4000 m
a.s.l., condition that only allows accessing shower tails. As a consequence the number of
collected particles is maximized, but the capability to discriminate the showers induced
by 7-rays from the much more numerous showers induced by Cosmic Rays is rather
poor. During the past decades several types of particle samplers were built, including
scintillator arrays (like the Tibet experiment [19]), resistive plate chamber carpets (Argo-
YBJ experiment [15]) and water Cherenkov ponds (such as Milagro [23], HAWC [5] [6]
and LHAASO [33]).

Cherenkov telescopes enable the detection of air showers that have extinguished before

Figure 1.7: Overlay image in Galactic coordinates of the VHE sources detected by
now. Color code represents the kind of sources. Data obtained using the TeVCat
(http://tevcat2.uchicago.edu accessed on 26 August 2022) service.

reaching the ground through the observation of the Cherenkov light produced in the
atmosphere. As the showers reach their maximum at the height of ~10 km a.s.l., and
the Cherenkov radiation is emitted at an angle of ~1°, and is spread over a region with
a radius of ~120 m, the so-called light pool. The most successful technique for this kind
of observations has shown to be the use of optical telescopes to record the Cherenkov
light emitted, taking a sort of a “picture” of the showers. These so-called “Imaging
Atmospheric Cherenkov Telescopes” (IACTSs) possess a relatively small field of view,
typically spanning a few degrees in angular diameter, and are characterized by a low duty
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cycle (~10%, corresponding to moonless, clear nights). However, they compensate for
this limitation with a very large effective area, equivalent size of the light-pool (projection
on the ground of the Cherenkov light cone) illuminated by the showers (~ 10° m?).
Robust background rejection capabilities, approaching approximately 90% effectiveness,
as detailed in [18] is also property of tehse instruments. IACTs are composed by a mirror
dish, acting as the Cherenkov photons collector and a camera, converting the Cherenkov
light into a digital image of the shower.

During the last 30 years or so instruments exploiting both techniques allowed us to detect
almost ~ 250 sources at VHE (see Figure 1.7). The table in Figure 1.8 summarizes the
basic performance parameters the two classes of detectors. The performance parameters
of both types of instruments show an improvement with energy. The table reports
angular and energy resolutions for the best sensitivity range.

The relatively higher energy threshold (sim 10 TeV) of SA can be explained taking into
account that low-energy (sub-TeV) showers develop mainly in the higher layers of the
atmosphere (see Figure 1.4), and only a small number of particles will reach the ground,
providing little input for the SA.

Characteristic IACT SA/WCD

~ tens of GeV (for a few

Enesgytarashal hundred m? mirror dish) el
Duty cycle ~ 10% < 100%
Field of view ~ a few millisr ~ ST
Energy resolution ~ 15% ~ 40%
Angular resolution ~ 0.1° ~0.2°
Sensitivity ~ 1% Crab Nebula fluxin25h  afew % Crab Nebula flux in 5yr
Tibet AS-y, HAWC,
Main present instruments H.ES.S., MAGIC, VERITAS LHAASO-WCDA,
LHAASO-KM2A
Future instruments CTA SWGO, ALPACA

Figure 1.8: Comparison of the typical performance parameters of IACT and SA in-
struments. Due to the energy dependence of the performance parameters, the energy
resolution, angular resolution and sensitivity are given for the best sensitivity range the
instruments. From [100]

On the other hand, SAs are not limited to observations during moonless and good
weather nights, and have a large field of view (FoV) that allows a continuous monitoring
of a large fraction of the sky. This difference leads to difficulty in the comparison of the
sensitivity of the two types of instruments [100]. Although for transient phenomena and
short-term variability [ACTs are clearly superior, the possibility of integration of a large
exposure by SA instrument owing to its broad FoV provide an efficient method both
for studies of steady sources, and for unbiased studies of the typical states of variable
emitters. Those differences are reflected in the exposure times quoted for sensitivity
calculations: 1 or 5 years for SAs and 50 h for TACTs.



Chapter 2

Imaging Atmospheric Cherenkov
Telescopes

The Imaging Atmospheric Cherenkov technique is one of the most successful ways to
detect v-ray sources from the ground level. Due to the properties of the Cherenkov signal
a large mirror dish and a fast photon detector (camera, trigger and data acquisition
system) are required to collect Cherenkov photons, record them and convert Cherenkov
light to an image of the shower. The non straightforward part in IACT technique is
related to the ~-ray discrimination against background and reconstruction. The most
successful approach by far is the stereoscopic imaging technique: large convex reflectors,
constituted by several mirrors, focus Cherenkov photons onto a camera, endowed with
a large number of photo-detector pixels.

In this chapter I will summarize the historical development of this technique and describe
the current operating facilities and the Cherenkov Telescope Array Observatory, that
represents the future generation of TACTs.

2.1 The atmospheric Cherenkov technique

The first experimental evidences of what we today call Cherenkov light dates back to
1910, when Marie Curie classified it as some sort of luminescence. In the 1920s some
systematic studies were performed by Mallet, a french scientist who could give a de-
scription of the phenomena and measure its continuous emission spectrum. The absence
of emission lines reported in this study contradicted the previous interpretation of a
luminescence phenomena.
Cherenkov radiation is named after the PhD student Pavel Cherenkov who in 1934 pub-
lished a paper [36] explaining the origin of the ”bluish luminescence” he was studying.
This first paper was followed by a second one in 1937 [35] where Cherenkov experimen-
tally showed the anisotropic nature of the emission; light is emitted only within a cone
beamed in the direction of the particle’s motion. A theoretical explanation of the phe-
nomenon came in the same years by Igor Tamm and Ilya Frank [56].

Cherenkov emission in the atmosphere was not observed until 1953. As early as is 1948,

15
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Figure 2.1: Left: The first ~-ray telescope constructed by Chudakov and operated in
Katsiveli, Crimea in 1960-1963 [77]. Right: Fred Lawrence Whipple (middle) at the
10-m Gamma Ray Reflector on the day the “Mount Hopkins Observatory” opened its
doors in 1968. It was renamed the Fred Lawrence Whipple Observatory in honor of Dr.
Whipple in 1981.

Patrick Blackett, during his investigation of the light emitted from the night sky and
aurorae, estimated that a 10~ part of this light should be attributed to the Cherenkov
light emitted in the atmosphere air shower elementary particles. Meanwhile J.V. Jelley
and W. Galbraith were also experimenting with Cherenkov light emission, but using
water. In 1952 they built a simple setup, a 25 cm diameter parabolic signaling mirror
fixed into a dustbin with a short focal length, and a single 5 cm Photomultiplier Tube
(PMT) in its focus, that in a short time allowed them to observe for the first time pulses
of UV light coming from the atmosphere. The discovery was published in 1953 [58] and
marked the beginning of atmospheric Cherenkov technique and measurements.

In 1959 Giuseppe Cocconi suggested constructing an air shower array at a high altitude
above sea level with an angular resolution of ~ 1° to measure y-rays from cosmic sources
at TeV energies. He made some very optimistic predictions on the possible flux of y-rays
from the Crab Nebula, which were predicted to be about 10? times higher than the
background.

In 1960 Alexander Chudakov and his colleagues built a system of 4 telescopes, whose
number was increased to 12 the following year, in Katsiveli, Crimea, near the shore of
the Black Sea, starting the era of the so called first generation Cherenkov telescopes
[77][86]. These were mostly built recycling old military equipment, smartly adapted to
scientific purposes. Cameras were already made of Photomultiplier tubes (PMTs) but
the energy threshold was too high and background rejection not good enough to allow
the detection of any source. Nonetheless these instruments allowed to set upper limits
for some sources which were expected to emit VHE ~-rays. It is interesting to note that
already at that time some researchers clearly understood the potential of the coincidence
measurements, allowing to separate real showers from background events. This strategy
is also known as stereoscopic technique.

The second generation of telescopes allowed to finally detect y-ray signal. In 1967 Gio-
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Figure 2.2: Currently operating IACT facilities.

vanni Fazio and colleagues began constructing a 10m diameter telescope on mount Hop-
kins, at the Whipple observatory at a height of 2300m a.s.l. For nearly 20 years Whipple
allowed to observe a signal from Crab at the limit of detection level (~ 3 —50). Finally
a clear detection of Crab Nebula form Whipple happened in 1989 with a significance of
90 [106]. This observation marked the beginning of Imaging Cherenkov Astronomy.

To the same generation of instrumentation belongs HEGRA (High Energy Gamma Ray
Astronomy). The stereoscopic system imaging air Cherenkov telescopes was located on
the Roque de los Muchachos Observatory (ORM) on the Canary island of La Palma,
at an altitude of 2,200 m above sea level and started operations in late fall 1991. The
construction went on for a few years and finally, in 1997 the array of five telescopes was
completed. The telescopes were arranged on the corners of a square with a side length
of 100 m with a fifth telescope positioned in the center. HEGRA operated until 2002.
The overall relative operation efficiency of the HEGRA system of Cherenkov telescopes
reached 85% of the total available darkness time such that 5,500 hours of data on more
than 100 objects and various scans were collected in 67 months of operation [11]. The
major stereoscopic IACT systems currently operating, MAGIC, H.E.S.S. and VERITAS,
also called third generation Cherenkov telescopes, are shown in Figure 2.2. The High
Energy Stereoscopic System (H.E.S.S.) is located in the desert of Namibia and started its
operations in 2003 with the H.E.S.S. I array and since 2012 it operates in the H.E.S.S. TI
array configuration. It consists of five telescopes, four with a diameter of 13 m (H.E.S.S.
I) plus a fifth one, built in 2012, with a diameter of 28 m. This last telescope was built
to lower the energy threshold of the array and improve its sensitivity [61]. The energy
range covered spans from 10s of GeV to 10s of TeV. It is the only TACT system currently
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located in the Southern hemisphere. The field of view is of 5° for the H.E.S.S. T system
and 3.2° for the central telescope.

The two Major Atmospheric Gamma-Ray Cherenkov telescopes, MAGIC, started oper-
ations in 2004 (MAGIC I) and 2009 (MAGIC II). Both of them have a parabolic dish
with a diameter of 17 m and cover the energy range between 50 GeV and more than
50 TeV [17] with a field of view of 3.5 deg. MAGIC is constructed to maximize the
repositioning speed in order to quickly react to alerts for transient events like Gamma
Ray Bursts. It is able to react to them within a very short delay of around 30 seconds
including redirecting the telescope axis and reloading software and trigger tables.

The Very Energetic Radiation Imaging Telescope Array System, VERITAS, was built
in 2007 in the same site that used to host the Whipple telescope, the Fred Lawrence
Whipple Observatory, Southern Arizona. This is a system of four 12m IACTs operating
in an energy range going from ~ 85 GeV to more than 30 TeV [91].

All these instruments have shown the potential of the IACT technique. Still many im-
portant questions important questions about ~-ray sources they observe are open. A
significant improvement in sensitivity at TeV energies is required in order to achieve a
deeper understanding of the sky in this energy range. Of fundamental importance are
also a wider energy coverage in the band ranging from tens of GeV to hundreds of TeV
and an improved angular and energy resolution with respect to the currently operating
facilities. This idea has led to the project of the Cherenkov Telescope Array Observatory
(CTAO [109]). In this work the acronym CTA will be used when referring to the array of
telescopes, while CTAO will be used when referring to the Observatory infrastructure.

2.2 The Cherenkov Telescope Array

CTAO will comprise ~ 100 IACTSs located in two sites: one in the Northern hemisphere,
on the Canary island of La Palma (same site currently hosting the MAGIC telescopes)
and one in the Southern hemisphere in the Atacama desert, Chile. This will allow a full
sky coverage, a necessary feature because many phenomena to be studied are rare and
individual objects can be very important. In order to fulfill the requirement of a large
energy band coverage, three classes of telescopes with different characteristics will be
constructed. The motivations for a wide energy range are multiple: the lowest energies
provide access to the whole universe (y-v absorption on the Extragalactic Background
Light - EBL - is lower at lower energies), while highest energies are needed to study
extreme accelerators. We know they are present in our Galaxy thanks to the observations
of PeV ~-rays (these must be emitted in the Galaxy neighbourhood, otherwise they would
be absorbed by the EBL). Furthermore a wide energy range maximizes the chance of
serendipitous measurements of new classes of sources with unknown spectra.

After more than a decade the CTA project design phase is almost over. The design
of the telescope ground positions arrangement, in the full-scope configuration, foresees
concentric sub-array layouts, one per telescope type, with an increasing averaged distance
between neighboring telescopes when moving outwards [109].
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Figure 2.3: On-axis differential flux sensitivity (Left) and angular resolution vs. recon-
structed energy curve (Right:) for point-like sources of the two CTAO arrays compared
to that of external facilities with an overlapping energy range [38].

e The Large Size Telescopes(LSTs):

This class of telescopes will cover the energy range between 20 GeV and 3 TeV.
At the lowest energies, v-rays are abundant but their Cherenkov flashes are very
faint. Thanks to this condition a small number of telescopes with large reflective
surfaces (light-collection areas) is sufficient. LSTs will have a primary mirror with
a diameter of 23m, a focal length of 28m and a FoV diameter of 4.3 deg. A
prototype of the LST (LST-1) is currently in commissioning phase since 2018 in
La Palma. The lightweight LST structure is designed to allow fast slewing, and
hence facilitate follow-up observations of transients. Due to its position LST-1
performs a lot of observations jointly with the MAGIC telescopes and a pipeline
for the analysis of the joint data is under development [42].

e The Medium Size Telescopes (MSTs):

MSTs will be present in a large number on both sites. The primary mirror will have
a diameter of 11.5 m and the camera will allow to cover a FoV of ~ 7.5 deg. MST's
have been optimized for the core VHE range, i.e. the TeV range, and the same
optical design as H.E.S.S. and VERITAS. For this class of telescopes two different
camera designs have been approved, the so called NectarCam [103], similar to the
H.E.S.S. one, which will be implemented in the Northern site and the FlashCam
[93] which will be used for the MSTs in the Southern site. A MST prototype
was deployed in Berlin in 2012 and is currently undergoing performance testing.
The main purpose of the prototype is to validate the design of the individual
components, test the interfaces and define the assembly process of the product.

¢ The Small Size Telescopes (SSTs):
At the highest energies (1 to 300 TeV), y-ray photons are rare but their Cherenkov
light flashes very bright and hence associated to large light pools. This condition
requires a huge number of telescopes spread over a large area. This led to the design
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of the SSTs, a rather small IACT compared with the existing. The structure will
be different with respect to the previous two classes. They will have a primary
mirror with a diameter of 4.3 m and a secondary monolithic one with a diameter
of 1.8 m. The FoV will be quite wide, 10.5 deg. An SST prototype called ASTRI
operates at the Astrophysical Observatory of Catania in Serra La Nave (Etna,
Sicily)

Figure 2.4: Left: Picture of the LST1 prototype. Center: MST prototype hosted in
Berlin, undergoing performance testing. Right: ASTRI telescope at Serra La Nave,
Catania.

In the initial configuration, called Alpha Configuration (Figure 2.6), the CTAO North-
ern Array, located in the Observatorio Roque de los Muchachos, comprises 4 LSTs and
9 MSTs, covering an area of about 0,25km?. The CTAO Southern Array, situated in
the Atacama desert, approximately 11 kilometers southeast of the European Southern
Observatory (ESO) Paranal Observatory, consists of 14 MSTs and 37 SSTs, with an
overall footprint of about 3 km?. A specialization of the two observation stations forseen
in terms of core science cases: the Southern one will focus on the Galactic targets
whose visibility is better from the Southern hemisphere, leaving to the Northern one the
extra-Galactic ones. Already in the Alpha Configuration a significant improvement in
sensitivity is expected, over the entire energy range, with respect to current facilities. In
particular, the on-axis differential sensitivity for 50 hr of observations will be a factor 5 to
10 better than the MAGIC/H.E.S.S./VERITAS one. Multi-square-kilometre collection
area is essential at the highest energies where there is essentially zero background even
in long exposures and sensitivity is limited by the collection of sufficient signal photons.
CTAO has been designed to rapidly respond to external alerts, and rapidly issue its own
alerts. In particular the LSTs are optimised for rapid movement, with a goal slewing
time of 20 s (minimum requirement 50 s) to anywhere in the observable sky. This feature,
together with a real-time analysis pipeline, will enable the identification of significant -
ray activity in any part of the field of view and the issuing of alerts to other instruments
within one minute.

The plot in Figure 2.3 shows the state-of-art performance derived from detailed Mon-
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LST MST SST
energy range of optimization | 20-150 GeV 0.15-5TeV 5-300TeV
optical design parabolic Davies-Cotton Schwarzchild-Couder
primary dish diameter 23 m 12m 43m
focal length 28 m 16m 2.15m
total weight 100 tonne 82 tonne 17.5 tonne
type of camera sensors PMTs PMTs SiPMs
number of pixels 1855 1855 (NectarCam) 2048
1764 (FlashCam)
camera FoV 4.3° ~7° 8.8°

Figure 2.5: Main parameters of the three types of CTAO telescopes.
split into three sections: the first one refers to the driving energy range considered
for the optimization of the design, the second section refers to mechanical and optical

parameters, whereas the last one to the camera parameters [109]

teCarlo (MC) studies using an updated detector model of the CTAO telescopes, and

optimized array layouts (the so-called ‘Production 5’ or ‘Prod5’ [38]).

Figure 2.6: Preliminary layouts of the two CTAO arrays of the Alpha Configuration.
Left: Northern Array in the Canary island of La Palma (Spain). Right: Southern

Array at Paranal (Chile) [38].

2.2.1 Scientific objectives of CTAO

For the first time in Very High Energy astronomy CTAO will be operated as an open,
proposal-driven observatory. The observatory-mode operation of CTA is expected to
significantly boost scientific output by engaging a research community much wider than
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Over the observatory lifetime most of the available observation time will be split into
open time and time dedicated to the Core Program consisting of a list o Key Science
Projects [37], to which approximately 40% of the time will be devoted during the first
10 years. Open time be allocated to Guest Observer proposers based on scientific merit
and awarded by a Time Allocation Committee. Nine Key Science projects are defined:
Galactic Centre, Star Forming Systems, Galactic Plane Survey, Transients, Active Galac-
tic Nuclei, Large Magellanic Cloud Survey, Cosmic Ray PeVatrons, Clusters of Galaxies
and Extragalactic survey. They will enhance our knowledge of the high-energy Universe
and provide new insight into the open questions of astrophysics, theoretical physics, and
particle physics. When the Observatory will be operational the KSPs will need to be
revised, to match the effective properties of CTA (number of telescopes, time availability
for the different tasks) and because of the new scientific discoveries that have happened
since 2018 (such as the association of GW and GRBs [2][1], the detection of a neutrino
signal during an AGN flare[70] and the detection of GRBs at VHE [82]. Some of the
scientific groups of CTA already published their study presenting an update on the sci-
entific interest and needs for the topics of their interest. For such tasks, the most recent
works will be cited in the following section. Even taking into account the aforementioned
changes the goal of the observatory is still to address a wide range of major questions in
and beyond astrophysics, which can be grouped into three broad themes:

¢ Understanding the origin and role of relativistic cosmic particles
e Probing extreme astrophysical environments

e Exploring physics frontiers

To address these themes CTA will exploit synergies with currently operating and forth-
coming instruments seeking Gravitational Wave (GW) and astrophysical neutrino de-
tection as well as with other photon observatories. A brief description of the KSPs is
given in the rest of this section, a complete description of the science goals of CTAO can
be found in the document ”Science with the Cherenkov Telescope Array” [37].

Galactic Center

The region within a few degrees of the Galactic Centre is one of the most studied
regions of the sky in nearly every wave-band because of the wide variety of pos-
sible emitters. The region yielded notable scientific breakthroughs including the
discovery of an unidentified point-like y-ray source in the galactic center [12][20]
possibly associated with SgrA* and a complex pattern of diffuse emission which
might be a probe of a local PeV Cosmic-Ray acceleration in the recent past [66].
CTAO will allow us to conduct a comprehensive examination, in-depth examina-
tion of the Galactic Center region, providing unprecedented spatial and spectral
insights into this complex area. This comprehensive study holds the potential to
accomplish several critical goals, including the identification of the central source,
the clarification of various models proposed to explain the observed extended emis-
sion, and a more profound understanding of the mechanisms underlying cosmic-ray
acceleration within our Milky Way.
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Survey of the Large Magellanic Cloud (LMC)

The Large Magellanic Cloud (LMC) galaxy hosts extraordinary objects, including
one of the most active star-forming regions in the local group of galaxies. This
activity is attested by the presence of a large number of Supernova Remnants
(SNRs), dozens to hundreds of atomic hydrogen (HII) regions, bubbles and shells
observed at various wavelengths. All of these structures are promising sources of
~v-rays. LMC is thus a unique place to obtain a significantly-resolved global view
of a star-forming galaxy at very high energies. Thanks to Fermi-LAT and H.E.S.S.
a small number of sources, some of uncertain nature, have already been observed,
paving the way for further and deeper explore the entire LMC with CTAO. The
scientific objectives of the survey comprise:

e population studies of the particle accelerators aimed at determining if the
sources in the LMC are different in any way from the ~-ray source classes
known today?

e analysis of the interstellar medium and galactic CRs lifecycle. Production and
propagation models for CRs can be studied in an environment with different
properties with respect to the Milky Way.

A detailed study of the detection prospects for the LMC survey with CTA is
presented in a recent work by CTA Consortium [9]. The LMC is also a suitable
target to investigate the nature of DM. More than half of the LMC mass is due
to its dark halo, and from the analysis of the rotational curves of the LMC turns
out that it must contain a dark compact bulge with an anomalously high mass-to-
luminosity ratio compared to that calculated for the Milky Way.

Figure 2.7: The Large Magellanic Cloud survey comparison. A comparison of CTAO’s
survey of the LMC (simulated) compared with optical and H.E.S.S. current images.
From https://www.cta-observatory.org/.

Galactic Plane Survey (GPS)

Astronomical surveys of the Galaxy provide essential, large-scale datasets that
form the foundation for Galactic science at all photon energies. The region within
a few degrees of the Galactic Centre contains a wide variety of possible high-energy
emitters, including multiple SNR and pulsar wind nebulae, as well as structures like
dense molecular clouds, strong star-forming activity and the base of what may be
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large-scale Galactic outflows (commonly referred to as the Fermi bubbles). CTAO
survey of the Galactic Plane fulfill a number of important science goals:

e provide a census of Galactic VHE ~-ray source populations, through the detec-
tion of hundreds of new sources. This will substantially increase the Galactic
source count and allow more advanced population studies,

o identify a list of promising targets for follow-up observations, such as new
~-ray binaries and PeVatron candidates,

e determine the properties of the diffuse Galactic plane emission

e produce a multi-purpose, legacy data set, comprising the complete Galactic
plane at very high energies, that will have long-lasting value to the entire
astronomical and astroparticle physics communities

e unveil new and unexpected phenomena in the Galaxy, such as new source
classes and new types of transient and variable behavior
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Figure 2.8: Simulated sky map showing the inner region (—90° < [ < 90°) of the
galactic plane that will be obtained during the CTA galactic plane survey. From
https://www.cta-observatory.org/.

The GPS will consist of observations of the entire Galactic plane using both the
Southern and Northern CTA arrays. The target sensitivity for isolated point-
like sources is, at integral photon fluxes above 1 TeV, ~ 5x107 ecm™2 s7! A
snapshot of the status of the project, together with predictions and expected results
is presented in [94]. Not only the paper does describe in detail the simulation
parameters taken into account, but studies on the optimization of the pointing
strategy are also reported. The results presented provide a reasonable baseline of
the expected scientific outcome of this project.

Galaxy Clusters
Clusters of galaxies represent the most advanced stage in the ongoing process of
cosmic structure formation. These clusters are the largest gravitationally bound
systems within the Universe, boasting radii on the order of a few megaparsecs
and masses typically ranging from 10! to 10 times the mass of our Sun (My).
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Galaxies and gas contribute roughly 5% and 15%, respectively, to the mass of
the cluster, while the remaining 80% of is in the form of dark matter. They are
thus expected to be reservoirs of CRs accelerated by structure formation processes,
galaxies and Active Galactic Nuclei (AGN) as well as excellent targets for the search
of y-ray signals from DM annihilation. Based on simulations, the capabilities of
CTA are expected to enable the establishment of groundbreaking limits on the CR
proton content within galaxy clusters. Such findings could potentially necessitate
a significant reevaluation of the current paradigm regarding the acceleration and
confinement of protons inside clusters. The detection of diffuse «-ray emission
originating from clusters of galaxies would introduce a novel category of ~y-ray
sources. Consequently, this achievement would be of considerable significance and
could potentially revolutionize our understanding of cosmic-ray acceleration and its
interplay with large-scale structure formation processes, the inter-cluster medium,
and magnetic fields.

Cosmic Ray PeVatrons

The spectrum of cosmic rays observed at Earth is largely dominated by protons
up an energy of a few peta-electronvolts (1PeV=10' eV), indicating that there
must exist cosmic ray factories accelerating particles to PeV energies, or PeVa-
trons. The Galactic magnetic fields lead to the deflection of Cosmic Rays, making
it challenging to determine the source location through measurements of their ar-
rival direction on Earth. However, when target nuclei are present at or near the
site of CR acceleration, the interaction between these accelerated CRs and the
target nuclei generates secondary v-rays, along with neutrinos. Consequently, by
studying Galactic «-ray sources, it becomes possible to discern the positions of
PeVatrons, which are the sources responsible for accelerating CRs to PeV ener-
gies. The Galactic Center shows emission at PeV energies and, recently, LHAASO
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Figure 2.9: Spectral energy distributions and significance maps for LHAASO
J2226+6057 (left), LHAASO J1908+0621 (center), and LHAASO J1825-1326 (right)

[34]

collaboration presented the observation of photons up to 1.4 PeV from 12 galactic
sources [34]. Excluding the Crab Nebula, which is a widely accepted PeVatron
emitter, LHAASO reported detections have some possible counterparts in their
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proximity, including pulsar wind nebulae, supernova remnants and star-forming
regions but have not yet been firmly localized. The deep investigation of these
sources using CTA at full sensitivity will provide crucial information possibly in-
cluding a firmer association, thanks to CTA angular sensitivity.

A discussion on the ability of CTA to detect hadronic PeVatrons is presented by
the CTA Consortium [8], with a focus on CTA spectral capabilities. The study
also investigates the capabilities of CTA to test the leading hypothesis that SNRs
are responsible for the acceleration of Galactic PeV CRs, stating that detection
is expected from multiple sources. From the simulations studies it is concluded
that, while CTA will have limited spectral sensitivity to search for PeVatrons in
scanning mode with GPS data, the prospects to find PeVatrons are excellent in
deep observations.

Star Forming Systems

Cosmic rays are considered a significant factor in regulating the process of star
formation. Therefore, it is crucial to gain an understanding of the locations where
CRs are accelerated, how they propagate through space, and where they interact
within the interstellar medium (ISM). This knowledge is essential for comprehend-
ing the intricate interplay between cosmic rays and the mechanisms that drive
the formation of stars within galaxies. ~y-rays coming from the interaction of cos-
mic rays with the ambient gas and radiation fields are among the best tools to
study cosmic-ray properties in star-forming environments. CTA observations of
star-forming systems spanning a wide range of star-formation rates (SFR) across
six orders of magnitude are poised to offer valuable insights into the connection
between high-energy particles and the star-formation process. Through this Key
Science Project (KSP), legacy data products will be generated, benefiting the en-
tire astronomical community. These data products will include catalogs of sources,
flux maps, and data cubes (such as y-ray excess maps binned in energy) for regions
of interest, including Cygnus and Carina.

Active Galactic Nuclei (AGN)
VHE observations of active galaxies harboring supermassive black holes (SMBHs)
and ejecting relativistic outflows represent a unique tool to probe the physics of
extreme environments. are well-known for emitting variable radiation across the
entire electromagnetic spectrum, reaching up to multi-TeV energies. These emis-
sions exhibit fluctuations occurring on timescales ranging from several years down
to just a few minutes. Currently, AGNs account for roughly 40% of the sources de-
tected at very high energies using ground-based telescopes. The AGN Key Science
Project is instrumental in addressing the three primary CTA key science themes
listed earlier, offering a wealth of information about the physics of y-ray-emitting
AGNs. This, in turn, has direct implications for our understanding of acceleration
and emission processes, the characteristics of relativistic jets, and the accretion
regimes at play. In order to successfully implement this observational program
both the Northern and Southern arrays are needed, in order to maximize the sam-
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ple of accessible sources. Given that part of the program can commence with
partially complete arrays, it is strongly recommended to initiate observations as
soon as possible. This approach allows for the simultaneous coverage of sources
with the Fermi Large Area Telescope (Fermi-LAT) before the conclusion of its
mission, maximizing the scientific benefits derived from such observations.

Transient phenomena

The category of sources known as transient collects a diverse population of astro-
physical objects, within our Galaxy and beyond. These objects are characterized
by sudden and unpredictable explosions or intense bursts of radiation across a wide
range of the electromagnetic spectrum. The timescales for these events can vary
significantly, ranging from milliseconds to years. Transients hold immense scien-
tific significance, as they are linked to catastrophic events involving relativistic
compact objects like Neutron Stars (NSs) and Black Holes (BHs). These objects
manifest some of the most extreme physical conditions found in the universe.
This category of sources is of particular interest for this work because the pro-
posed strategy foresees follow-up observations of six classes of targets, triggered by
external or internal alerts:

¢ Gamma-Ray Bursts:
Thanks to its low energy threshold, large effective area and rapid slewing
capabilities, CTA will have the capacity to accurately measure the spectra
and variability of GRBs up to energies in the TeV range, with unprecedented
photon statistics. In addition to addressing key issues regarding the physics
of GRBs, which is still poorly understood, CTA will use GRBs as probes of
cosmic-ray physics, observational cosmology and fundamental physics [71].

e Galactic transients:

A wide variety of Galactic sources show transient emission at soft and hard
X-ray energies. Although most of them can show emission up to MeV and/or
GeV energies, many have not yet been detected in the TeV domain by IACTs.
Thanks to the great sensitivity to short timescale phenomena and fast re-
pointing capabilities CTA will allow to detect new Transient sources inside
our galaxy. Some of the transient sources are already known, such as mi-
croquasars, novae, pulsar wind nebulae, transitional millisecond pulsars and
magnetars. Nonetheless it can be foreseen that CTA will detect other variable
~-ray sources possibly even of unknown nature. A study of CTA capabilities
to detect galactic transients is presented in [80].

¢ X-ray, optical and radio transients:
A multitude of X-ray, optical, and radio transient events will be newly discov-
ered and monitored by present and upcoming transient survey facilities, that
have the capability to regularly survey extensive sky regions in these wave-
length bands. By observing a carefully selected sample of such alerts using
CTA, new approaches will be developed for understanding well-known types
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of transient phenomena. Additionally, this endeavor holds the potential for
uncovering entirely novel classes of sources that were previously unknown.

e High-energy neutrino transients:

Cosmic high-energy neutrinos are clear indicators of hadronic cosmic-ray pro-
duction, thus a coincident emisson of VHE ~-ray signal is expected. The
detection of y-rays linked to a high-energy neutrino event, known as IceCube-
170922A [70], and attributed to the Blazar TXS 05064056, was particularly
significant for multi-messenger astronomy. CTA, through follow-up observa-
tions of carefully chosen alerts, will play a pivotal role in uncovering poten-
tially new sources of neutrino emissions. It will also contribute to advanc-
ing our understanding of the sources responsible for ultra-high-energy cosmic
rays, thus facilitating significant breakthroughs in astrophysics and our com-
prehension of the universe.

¢ GW transients:

The detection of electromagnetic emissions subsequent to the gravitational
wave event GW170817 marked the beginning of the era of multi-messenger
astronomy. This event also furnished the first direct confirmation that at
least some binary neutron star (BNS) mergers serve as precursors to short
GRBs. In the coming years, CTA will play a fundamental role in the follow-
up of GWs at VHE, thanks to its unprecedented sensitivity, its rapid slewing
capabilities, and its large FoV.

e Serendipitous VHE transients:
Unpredictable by definition, they constitute important exploratory targets
whose follow-up prospects depend on the performance of the Real-Time Anal-
ysis.

In addition to these targets, an unbiased survey for transients can be performed
utilizing divergent pointing observations. This survey, also referred as VHE tran-
sient survey, will apply divergent pointing to achieve a large instantaneous FoV.
It could offer not only more efficient surveying of the extragalactic sky but also
unique prospects for a VHE transient survey not biased by alerts [50].

Extragalactic Survey

This Key Science Project consists of a blind survey of 25% of the total sky. This
survey represents a groundbreaking endeavor, as it marks the first time that such a
substantial portion of the sky is observed uniformly and with exceptional sensitivity
at these high-energy range. The uniqueness of the survey also enables the search
for new source classes, as well as the search for large-scale structures in the electron
spectrum. Divergent pointing mode will be applied to perform this task in case
simulations show that it is more sensitive than normal pointing.



Chapter 3

Alternative Pointing modes

One of the characteristics of CTA, that will make its performance superior to any of
the previous IACT systems, is the huge number of highly performing telescopes that
will be part of the array. Currently, the array with the greatest number of telescopes is
H.E.S.S., with its five members. CTA, even in its smallest configuration - Northern site
alpha configuration - will double that number.

One of the advantages of this huge telescope multiplicity is that for the first time it will
be possible to apply non-standard pointing strategies. Up to now the pointing mode that
as been studied is the full-array, parallel pointing. This means that all the telescopes
in the array are pointed together at the same position of the sky. This strategy is of
course the most efficient for arrays with a small number of telescopes. Nonetheless, a
large number of telescopes allows us to break this scheme. The simplest way is to think
about two different strategies, violating one assumption at a time: we can point objects
in a non-parallel way (divergent and convergent pointing) or use subgroups of telescopes
simultaneously for different tasks (SubArray strategy).

In this chapter I will introduce the divergent pointing and the SubArray strategies,
introducing the state-of-art analysis of array performance in these configuration and
describing briefly the science tasks that could possibly benefit from those strategies.

3.1 Divergent pointing

Divergent pointing was introduced as a possible pointing strategy to be used by CTA
to optimize the IACTs extragalactic survey task by Dubus et al. in 2013 [50]. The un-
derlying idea is to tilt telescopes into the outward direction by an angle increasing with
the telescope distance from the array center. This configuration allows to increase the
array FoV, thus reducing the time needed to scan large sky regions, like the ones faced
when performing surveys or looking for electromagnetic counterparts of Gravitational
Wave (GW) events. This enlarged FoV unfortunately comes with drawbacks, namely a
reduced sensitivity and worsened energy and angular resolution. The divergent configu-
rations, suitable for the science goals one intends to achieve, can be selected analysing
the array behaviour in divergent conditions. The goal is to maximize the size of the FoV
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while maintaining a good performance. An important parameter in this kind of study
is the average telescope multiplicity - number of telescopes looking at the same part of
the sky.

For this purpose MonteCarlo (MC) simulations are per-
formed, with the aim to obtain array response functions
(IRF's), which are defined in 4.3 and establish if the per-
formance of the array will be suitable for specific scien-
tific goals.

Some preliminary studies of divergent mode perfor-
mance were presented in the past few years. In [102]
Szanecki et al. analysed the performance of an array
of MSTs located at the H.E.S.S. site, at that time one
of the candidate sites for the Southern array. The con-
sidered pointing modes, illustrated in Figure 3.1, are
parallel, divergent and convergent. This study used the
first CTA MC simulations [26] (prod1) and included 23
telescopes. For each pointing mode the basic parame-
ters used to describe the performance of ground-based
~-ray detectors (e.g. impact parameter, collection area,
trigger rates, acceptance, energy and direction recon-
struction) are analysed both at trigger (before y-hadron
separation) and analysis (after y-hadron separation) lev-
els. The convergent mode shows the most accurate en-
ergy and angular resolution at high energies, and at low
energies its resolutions are similar to other modes. For
the energies around 150 GeV it also offers the least bi-
ased energy reconstruction. The divergent mode, on the
other hand, offers the most efficient detection of sources, but has a rather poor recon-
struction performance, especially at high energies. What is suggested by the authors is
to consider a mixed mode (e.g. using at the same time the SST subarray in convergent
mode and the MST one in divergent) to allow for more accurate spectral and morpho-
logical studies of the discovered high-energy sources.

The same year another study by Gérard was presented [60], analysing the performance of
an array constituted of 18 MSTs and 56 SST's pointed in divergent mode. Once again the
MC simulations used were those previously named prodl and the site was the Southern
one. That study did not consider LSTs; their smaller field of view and the small number
of telescopes (two to four) in the array, makes them unsuitable for a divergent pointing
mode aiming for a ~20° field of view. Its results showed that a homogeneous perfor-
mance over a 14° field of view can be achieved with the divergent pointing mode; the
angular and energy resolutions and the sensitivity at the core energies of the array are
~20% worse than those obtained with a normal pointing mode, and the performance of
the divergent mode relative to the parallel mode increases with the number of telescopes

Figure 3.1: Three configura-
tion modes for the telescope
system used in the sky-survey
scans: a) normal (parallel);
b) divergent; c) convergent.
From [102]
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present in the array (see Figure 3.2).
A more recent work [49] analysed the performance of CTAO Northern array for several
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Figure 3.2: Ratio of integrated sensitivities, see [60] for details. Left: SST-only arrays,
with 16 (black), 24 (red), 40 (green) and 56 (blue) telescopes. Right: 18 MSTs array
without SSTs (black) and with 16 SSTs (red), 24 SSTs (green), 48 SSTs (blue) and 56
SSTs (pink).

divergent configurations, optimized for the site omega configuration (also referred to as
final or full-scope). The MC simulations used for this study are the ones referred to as
prod3b [29]. These simulations are than analysed with protopipe, a python tool based
on the ctapipe library [74],[78]. This is a python package providing library functions
and command-line tools to perform raw data reduction, event cleaning and reconstruc-
tion. The advantage of using ctapipe based pipelines is that the event reconstruction is
performed in a common 3D telescope reference frame in a way that makes it independent
of the array pointing strategy applied [59]. This allows to analyse divergent simulations
as if they were standard (parallel) data.

Since all the previous works show that the divergent pointing mode is a promising strat-
egy, the analysis of CTA performance under such pointing conditions is still ongoing. In
this work updated simulations and performance analysis will be presented for both sites.

3.2 SubArrays

This pointing strategy violates the full-array condition usually applied while keeping the
telescope pointing directions consistent to each other (parallel pointing). The reason to
introduce such a pointing strategy is that there might be some scientific tasks that do
not require the full array sensitivity, e.g. because the sources are bright enough to be
seen with a reduced number of telescopes or the source does not emit into the energy
range covered by one of the telescope classes. Among standard IRFs provided by CTAO
there are already some kind of SubArray IRFs: for each array the response functions
for single telescope classes are available. What is still to be done is to determine the
performance of SubArrays made of a smaller number of telescopes (e.g. 3 MSTs) and,
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at the same time, determine what are the capabilities of the remaining part of the array.
Unlike the divergent case, for the analysis of SubArray performance no customized Mon-
teCarlo simulations are needed, one just needs to analyse subsets of telescopes from the
full array simulations. What is still needed is a customized performance analysis. This
can be performed with the same libraries and pipelines used for divergent pointing.
This pointing strategy was considered before by Dubus et al. [50] to perform surveys in
a more efficient way. As for the divergent strategy this analysis has been carried out for
prodl simulations considering one system of four LSTs, two systems of MSTs (four or
nine members) and finally an array of three SSTs.

During one of the periodic meetings this task was illustrated to the CTA scientific
groups, namely Galactic, Extragalactic and Transient working groups, all of which
have expressed interest in the topic and sent some requests for the telescope num-
bers/combinations. Following these guidelines several configurations have been taken
into account, starting from the ones made up of the same class of telescopes (e.g. sub-
groups of MSTs) for the Northern site, which will be the first one to be completed.
The Southern array and mixed groups (LSTs + MSTs or MSTs + LSTs) will later be
considered.

Part of the analysis has been carried on in collaboration with a bachelor student of
Trieste University and has been the object of her thesis.

3.3 Science cases

The pointing strategies introduced in the previous section will mainly benefit two re-
search fields of CTAQO, namely the extragalactic or all-sky survey and the research of
transient sources. As mentioned, both divergent pointing and the SubArray strategy
were introduced as possible ways to reduce the time needed to perform surveys with
CTA.

Surveys constitute versatile datasets that enable the detection of unexpected sources.
Divergent pointing can also be beneficial in the search for GW counterparts and poorly
localized Gamma-Ray Bursts (GRBs). The large FoV allows large sky regions to be
covered, like the ones associated with these kind of events, with a significantly lower
number of pointings with respect to the ones requiring pointing in parallel mode.
Another task that will indirectly benefit from an enlarged FoV is the serendipitous dis-
covery of transients. In order to discover transient sources a large FoV is mandatory,
because we have no idea, a priori, of the location or the time when these sources will
be visible. This is the reason why Air Shower Arrays are more suitable for such obser-
vations. On October 9th 2022 LHAASO showed this efficiency detecting GRB221009A.
The source was in the field of view from the trigger time (Ty), but TeV emission began
several minutes after To. The photons observed by LHAASO are associated with the
GRB afterglow; prompt emission remains elusive in the TeV band. Nonetheless, IACTs
have better angular resolution and an early detection of transients with Cherenkov tele-
scopes would allow us to determine their properties at VHE with unprecedented detail.
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3.3.1 Surveys with CTA

Surveys constitute an unbiased, systematic exploratory approach: they favor discoveries
of unknown source classes providing legacy datasets for future reference. Due to the
invaluable importance of the data thus obtainable all the current astronomical facilities,
at all wavelengths, have or plan to have survey tasks included in their scientific program.
This is particularly critical for observational domains that are opening up, such as very
high energy ~-rays, with wide scope for surprises. Among CTAO key science projects
two survey tasks are included: a Galactic and an Extragalactic survey. While the first
task has already been carried on with IACTs - by H.E.S.S. and VERITAS - the latter
has never been performed before with this kind of instruments.

Galactic Plane surveys are particularly well-suited for IACTs. This is because they in-
volve a limited sky area to cover and offer the advantages of lower energy thresholds and
reduced confusion levels compared to EAS arrays. It’s worth noting that more than half
of the presently known WHE sources are situated within a few degrees of the Galactic
Plane. The density of VHE sources is notably higher in proximity to the Galactic plane,
even though there is some bias due to the larger exposure accumulated in this region.
With the exception of a few cases like the Galactic Center, ~-ray binaries, and AGNs,
VHE Galactic sources tend to be both extended and non-variable.

In 1998 and 1999 the Whipple Observatory 10 m telescope was used to search for dif-
fuse y-ray emission from the Galactic plane covering the range of 38.5° < [ < 41.5°
and —2° < b < 2°, respectively, in Galactic longitude and latitude. Even though the
telescope was equipped with a large field of view (4.8 deg) camera, well suited to detect
diffuse y-ray emission, no significant evidence of emission was found [75].

This was followed by surveys conducted by HEGRA, covering a wider range in Galactic
longitude and latitude. Both surveys covered a large portion of the Galactic plane, the
second one managed to survey one quarter of it (—2° < [ < 85°) looking for TeV ~-ray
emission from point sources and moderately extended sources (diameter < 0.8°). The
region covered included 86 known pulsars (PSR), 63 known SNR and nine GeV sources,
representing a significant fraction of the populations known at the beginning of 2000. No
evidence for emission of TeV gamma radiation was detected from these or other sources
[13] [14].

Only the present (third) generation of telescopes allowed surveys of the Galactic plane
in the VHE band with high resolution and good sensitivity to be carried out, leading to
the detection of a high number of new sources.

The most comprehensive Galactic plane survey up to now is the one carried out by
H.E.S.S. [63]. Being located in the Southern hemisphere it is the most suitable instru-
ment to study the galactic plane. The most recent survey reported by H.E.S.S. was
based on data collected during 2004-2013. It covered a wide range in Galactic longitude
(250° < I < 65°) and latitude (—3° < b < 3°) spanning 2700 hours of data. This survey
achieved remarkable sensitivity, reaching levels below 1.5% of the Crab flux for point
sources. The observational strategy also incorporated high angular resolution, with a
mean point spread function of approximately 0.08° or 5 arcminutes (68% containment
radius). These characteristics were maintained consistently over the broad energy range
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spanning from 0.2 to 100 TeV. In total 78 VHE sources were detected, out of which 31
were identified as pulsar wind nebulae (PWN), SNRs, composite SNRs or «-ray binaries.
Compared to previous IACT arrays, surveys with CTA can benefit from the increased
sensitivity (detection of fainter sources), larger field-of-view (to study multiple or ex-
tended sources), improved angular resolution (to alleviate source confusion), broader
energy range and better energy resolution (to help determination of the source spectral
energy distribution). Source confusion represents the biggest challenge in the study of
this region, requiring the best angular resolution possible. For this reason divergent
pointing is not the optimal strategy for the Galactic plane survey task, nonetheless this
task is the best example of the scientific potential of surveys.

Ground-based gamma-ray telescopes have successfully detected numerous extragalactic
sources, with a predominant focus on AGNs. However, a comprehensive survey of the
extragalactic sky has not been conducted with these instruments to date. While AGNs
constitute the majority of these detections, VHE gamma-rays have also been detected
from the afterglow emission of a few GRBs and from a couple of starburst galaxies
(SBGs).

Large surveys with TACTSs face challenges due to low observation duty cycles (nighttime
and moonlight constraints) and limited fields of view (a few degrees). EAS arrays, on
the other hand, are better suited for such tasks. However, EAS arrays come with com-
promises in terms of angular resolution and background rejection capabilities. The lower
energy threshold and better properties of IACT data make them invaluable for scientific
research. A survey with TACTs has the potential to unveil a significant number of new
and potentially unexpected sources in the extragalactic sky, similar to the success of the
Galactic survey.

If there is nothing we can do to enhance the duty cycle of IACTs we can still try to
enlarge the FoV. For this purpose divergent pointing strategy was introduced. A larger
FoV would allow to reduce the time needed to perform this KSP, which is the most
demanding, leaving more time to be devoted to other tasks. An estimate of the time
required for the Extragalactic survey in divergent mode can be determined once the
array’s performance is assessed. The possibility that the reduced performance of diver-
gent pointing might not yield a time gain is considered. Nonetheless, even in such a
scenario, the observing strategy would still be preferred as it allows for the execution of
the ”Transient Survey,” as described in the following section.

3.3.2 Observing transient sources with CTA

The Universe hosts a diverse population of dynamical astrophysical objects, within our
Galaxy and beyond, that explode or flare up in dramatic and unpredictable fashion
across the electromagnetic spectrum and over a broad range of timescales. Many of
these transient sources are known to be emitters of high-energy ~-rays and are also
potential sources of non-photonic signals that include cosmic rays, neutrinos and/or
gravitational waves. The great scientific interest in these objects comes from their asso-
ciation with catastrophic events involving relativistic compact objects such as neutron
stars and black holes that manifest the most extreme physical conditions in the Universe.
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However, the dynamic nature of these transients, which makes them so intriguing, also
presents the primary challenge in terms of detailed observational characterization and
building a robust physical understanding. One of the major strengths of the CTA lies
in its unparalleled sensitivity to very high-energy ~-rays for transient phenomena and
short-timescale variability. This capability has the potential to revolutionize our under-
standing of cosmic transients. Furthermore, CTA’s relatively large FoV is a valuable
asset for both the discovery of transient events independently and for following up on
alerts of transients issued by monitoring instruments As already mentioned, the CTA
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Figure 3.3: Simulated follow-up of the poorly localized GRB alert (left panel) and a GW
event (right panel). The strategy applied is described in [40]

Transient program includes follow-up observations of a wide range of multi-wavelength
and multi-messenger alerts, ranging from compact galactic binary systems to extragalac-
tic events such as GRBs, core-collapse supernovae and bright AGN flares.

Some of the target sources of the CTA transient program are characterized by poor
localization and large error areas. GW events represent the prime example of this con-
dition. The current generation GW detectors allows to reach a sky-localization of the
order of 100-1000 deg?, really large if compared with the typical dimension of current
TACTs FoV (5 — 10deg?). The same issue can also affect GRBs, sometimes associated
with a poor localization, like the ones triggered by the Fermi Gamma-ray Burst Monitor
(GBM). Optimized pointing strategies have been mainly developed by mid- and small-
FoV instruments in the context of GW follow-up campaigns, and actively used in current
generation TACTs [21]. Similar studies are carried out for CTA to cover large portions
of the localization uncertainty region [92] [25]. However, the rapidly decaying emission
transient events makes it difficult to observe them with the relatively narrow FoV of the
current and even future generation facilities.

Divergent pointing, with its enlarged FoV, allows these error boxes to be covered with
a number of pointings significantly lower than the one needed applying the parallel
pointing strategy. This can result in a faster coverage of such sky regions, enhancing
the probability to detect rapidly fading sources. Another possibility is to observe these
regions with SubArryas, pointing different groups of telescopes, at the same time, to
different regions of the sky to scan.

Another advantage of divergent pointing is that it makes possible to realize what is some-
times called a transient survey. This is not a stand-alone project, but a consequence of
performing the extragalactic survey in divergent mode. As anticipated, a larger instan-
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taneous FoV means a greater probability to detect serendipitous transients inside the
observed region. This will hopefully lead to observe for the first time the GRBs prompt
phase at VHE.



Chapter 4

Analysis and simulation tools

Cherenkov showers are short (~ ns), faint, ultraviolet signals triggering the system and
recorded by the telescope camera as current inside PMT pixels. The analysis of data
collected by Cherenkov telescopes can ideally be split into two macro-sections:

e low level data analysis, that processes data from raw telescope format to lists of
reconstructed gamma-ray candidate events, characterized by their arrival direction,
energy and probability to be a real gamma-ray and

e high level data analysis, where high level scientific products such as lightcurves,
spectra and skymaps, are obtained from event lists.

For a correct reconstruction of the primary particle properties, simulated MonteCarlo
(MC) data are needed in order to have an estimate of the instrument’s performance. MCs
are of fundamental importance in the telescope calibration, since there is no controlled
beam of «-rays to be used as a reference for telescope performance estimates. Since for
Cherenkov Telescopes the atmosphere acts as a calorimeter, simulations need to take into
account many parameters in order to be as realistic as possible. This requires detailed
models of the atmosphere and its interactions with particles hence large computing
resources. This chapter will introduce the main tools used by CTAO for MonteCarlo
simulations and the analysis of both simulated and real data, together with the definition
of standard data levels that will be used as a standard for gamma-ray astronomy.

4.1 Shower simulation: CORSIKA and sim telarray

Generating Monte Carlo simulation for TACTs means taking care of two major compo-
nents: the development of the extensive air showers and emission of Cherenkov light
by the shower particles and the detection of this light and signal recording of by the
instrument.

For CTAO these steps are performed by two packages called COsmic Ray SImulations for
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Figure 4.1: Definition of grid cells at the detection level. The shadow of a sphere is large
enough to include all Cherenkov light emitted up to 10° from the shower direction and
intersecting the sphere. From [28].

KAscade (CORSIKA') and sim telarray?. CORSIKA is a publicly available, open-source
code for detailed simulation of extensive air showers initiated by high energy cosmic
ray particles. It was originally developed to perform simulations for the KASCADE
(KArlsruhe Shower Core and Array DEtector) experiment [48]. It has since than been
improved and several instruments, including CTA, adopt it as a standard for simula-
tions.

The original CORSIKA Cherenkov option — developed mainly at the University of Madrid
— was designed for simulating the HEGRA AIROBICC array of non-imaging detectors.
This option required a horizontal plane with a rectangular grid of rectangular detectors.
To accommodate more recent non-horizontal detector layouts, the Cherenkov component
in CORSIKA has undergone a complete revision. Additionally, a new output interface
has been developed and is activated using the IACT option [27].

With this updated IACT /ATMO package, the detector configuration is modeled as a col-
lection of three-dimensional fiducial spheres that contain the reflector or detector [28]. To
optimize computational efficiency, an approximation is applied: Cherenkov light emitted
within a certain angle (approximately 10 degrees) from the shower axis is assumed to
be guaranteed to reach detectors located at the 'detection level’, as illustrated in Figure
4.1. Photon bunches are recorded if they pass within a specified radius from a detector
(telescope) position. For performance studies gammas, protons and electrons must be
simulated. Particles can be simulated as coming from a single point in the sky (point-
like) or specifying a cone around the source position within which the particles can come

"https://www.iap.kit.edu/corsika/index.php
2https://www.mpi-hd.mpg.de/hfm/ bernlohr/sim_telarray/
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from (diffuse). The parameter that allows to define a point-like or diffuse simulation is
called VIEWCONE. Protons and electrons, constituting the background, are always sim-
ulated as diffuse components while gamma-rays are simulated both as point-like and
diffuse. The former are used only for performance estimation purposes while the latter
are also needed to train the models used to estimate energy, incoming direction and
probability of the primary being a gamma-ray (the last parameter is called gammaness).
The choice between point-like and diffuse gammas depends of the class of gamma-ray
sources one needs to analyse.

The volume of simulations needed in order to have a statistically meaningful dataset is
quite large and dominated by of proton-induced showers needed for background estima-
tions. For this reason the CTA computing GRID is needed for the massive production of
showers and detector simulations: if interested in point-like sources, point-like gamma-
rays will be used, while diffuse gammas are used to estimate the array performance when
observing diffuse sources.

The simulation of the detector response is performed by the telescope simulation pack-
age sim_telarray, based on software developed for HEGRA and than adapted to the
H.E.S.S. system by making it much more configurable. sim_telarray implements all
the details of the detector, like the optical-ray tracing of the photons from the mirror
to the photomultiplier tubes in the camera, the electronics and the digitization of the
signals, as well as the trigger system. sim_telarray also allows to account for noise
induced by the night-sky background and the electronics. All these features allow to
generate a detailed and realistic detector simulation.

Detailed simulation models of the CTA telescopes are included in sim_telarray pack-
age. These models are periodically updated in order to correctly account for the correct
properties of the site (atmospheric transmission, magnetic field), telescope characteris-
tics, expected Night Sky Background (NSB) level per pixel, and trigger thresholds. A
crosscheck for the correct implementation of these features can be obtained from the
agreement between real data and simulations. One important feature of sim_telarray
simulations is that each telescope can be configured separately on the command line
and via configuration files. This allows to define a different pointing direction for each
telescope.

The two packages can be run together or separately according to simulation needs. The
advantage of running them separately is that CORSIKA simulations can be used multiple
times for different array configurations (e.g. different divergent configurations) reducing
the computing resources needed.

4.2 Data levels

For CTAO some reference data levels have been defined that indicate the progression of
the data along the processing chain.

RO (raw low-level)
Raw waveform data. The content and format of the data is internal to each device
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and will not be written on disk.

R1 (raw common)
Waveform data with calibration applied. The calibration is unique to each camera
(camera-wise) and is needed to achieve a common data format between all tele-
scopes. Rl is the first data level that, however, still contains too much data for
long-term storage.

DLO (raw archived)
R1 data with data volume reduction applied (pixels likely containing no Cherenkov
signal are removed). These data are the first input for the analysis pipeline.

DL1 (calibrated)
At this step Hillas parameters ([67], see next paragraph) have been computed by
the offline data processing pipeline. Information is still telescope-wise.

DL2 (reconstructed)
Shower parameters, including energy, direction, and the nature of the primary
particle (gamma or hadron) are computed and stored as an event list. At this
stage individual telescope information is not relevant anymore.

DL3 (reduced)
At this level the data is stored as lists of gamma-like events and the corresponding
Instrument Response Functions (IRFs). The instrument response includes effec-
tive area, point spread function (PSF), energy dispersion and residual hadronic
background (reconstructed direction, reconstructed energy, arrival time). From
this step on the official tool to handle data is gammapy

DL4 (science)
Higher-level science data products. Thanks to the choice of coordinates system, re-
gion or energy binning and events are binned into multidimensional data structures
(maps) with the selected geometry.

DL5 (high-level)
Modeled and fitted datasets. At this step legacy datasets, such as the CTA survey
sky maps or the CTA source catalogue, are generated.

Their definition is essential to ensure compatibility between data coming from different
telescopes. The choice to define common data levels, together with the development of
open-source science tools is the result of the open observatory nature of next generation
telescopes and of an increasing demand for open science. Open community access is a
novelty in this domain, challenging the implementation of services that make very high
energy gamma-ray astronomy as accessible as any other waveband.
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Figure 4.2: Steps of the analysis up to shower geometry reconstruction: 1. The
Cherenkov pulses in each pixel are found and integrated (left) to obtain the number
of photons (second from left) and peak times (third from left). 2. The resulting image is
cleaned, the pixels not selected are shown in gray in the peak time plot. 3. The images
are parameterized, including the Hillas parameters which are visualized using an ellipse.
4. The physical properties of the primary are reconstructed. The plot on the right shows
the impact point of the primary on the ground. Credits [88].

4.3 Low level data analysis: ctapipe and pyirf

ctapipe is a python package which is being developed for the processing of CTA low-
level data, being them either simulated data or real ones, such as those collected by the
LST-1 telescope currently under commissioning in La Palma. The software is developed
as an open-source project via GitHub since 2015 [74]. ctapipe core dependencies are
some python scientific libraries such as astropy [22] for astronomical computations and
unit support, numpy [64] and scipy [104] for numerical algorithms and statistics and
pytables3 for 10 using Hierarchical Data Format, Version 5 (HDF5?), which is a gen-
eral purpose library and file format for storing scientific data.

The signal in the RO data level comes from the ADC counter and is recorded as a
waveform for each gain channel. The reason to have more than one gain channel is to
enlarge the dynamic range of the instrument. At DLO level only one gain channel will
be selected for each pixel. As a standard high gain is selected, unless saturated. The
amount of useful information, collected across the camera pixels, is arguably a small
fraction of the total waveform volume, on average only 3% of the pixels will be kept
at DLO level. A data volume reduction process is needed: pixels most likely containing
actual signal are selected, to avoid storing useless data.

The main step in the DLO to DL1 event processing is the image extraction. Typical
extraction techniques involve two stages: peak finding, to identify the most probable
position in time for the signal peak, and signal integration, to extract the charge with
a window whose width must be appropriate to capture the signal while minimising the
amount of noise (e.g. Night Sky Background, electronic noise ...) included. ctapipe
supports different algorithms to extract these quantities from single-pixel waveforms.

3https://www.hdfgroup.org/HDF5/
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Figure 4.3: Example parameterization of a shower image with Hillas parameters [16].

These range from simple peak finding algorithms to more complex ones which combine
the waveforms of multiple pixels or fit the expected time evolution of the shower and
use it to define the integration window for each pixel.
The next operation is image cleaning, aimed at identifying pixels which are likely to host
real Cherenkov signal. This is usually done by applying a pixel-wise selection via clean-
ing thresholds based on the charge and peak time values, output by the image extraction
step. What is typically done is to establish a double charge threshold condition, where
a higher value is required for core pixels and a lower one for neighbour ones. If a cluster
of pixels satisfies the charge threshold condition and the difference in their arrival times
fall below a certain time threshold, those pixels are associated to a real shower and are
selected. Again, multiple algorithms to solve this task are supported in ctapipe.
After pixels with real signal have been selected, the resulting image for a «-ray primary
particle is essentially an ellipse, whose moments can be computed using the charge of
each pixel as a weight. This step is called Hillas parameterization [67] of the shower
image and is essential in order to obtain information that is exploitable by subsequent
algorithms. For this task ctapipe implements general descriptive statistics of the im-
ages, morphological features like the number of isolated pixel groups and parameters
describing the containment of the shower’s image in each camera.
All the steps described before are performed on each camera separately (monoscopic).
In order to perform the reconstruction of event properties, or generate DL2 data, in-
formation from all telescopes need to be combined to give one common estimate for a
recorded shower (stereoscopic) parameters. Given the positions of the telescopes on the
ground and the Hillas parameters of the ellipse in the camera, a stereo reconstruction
can be performed for each event in order to find the impact point of the shower on the
ground, the incoming direction of the source in the sky and the height of the shower
maximum Apgz.

The final product of the MC analysis chain are the Instrument Response Functions,
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which are fundamental to transform the list of event reconstructed properties to physical
properties of y-ray sources and to estimate the array performance under the simulated
conditions. The instrumental response of a y-ray telescope strongly depends on the ob-
serving conditions and user-defined analysis parameters, which might be optimized for
different science cases. In mathematical terms the IRF is the function that allows to
link true properties of the gamma-rays (right ascension, «, and declination, §, of the
gamma-ray source and its total energy E) into the observed/reconstructed quantities
(o, 0" and E’). In the classical IACT analysis, it is assumed to be the product of three
independent components:

IRF(d!, 8" E' t|o, 6, E,t) = Aesp(, 8, E t) - PSF(d!, 8|, 6, E, t) - Egisp(E'|v, 6, E, t)

where Ay is the effective area, i.e. the detection probability times the observed area
for a gamma-ray with given true properties, PSF' is the point spread function, and Egys),
is the energy dispersion, i.e. the migration between the true energy E and reconstructed
energy F'.

IRF's can be computed from labeled, reconstructed event lists thanks to a python library
called pyirf, which supports calculating most IRF's formats defined in Gamma-Astro-
Data-Formats (GADF, [47]) and can export these into the FITS-based data format. Ad-
ditionally, pyirf contains functionality to calculate flux sensitivity of y-ray instruments
according to the CTA requirements and the optimization of event selection criteria to
obtain the best flux sensitivity. The package is being developed and tested by members
of the CTA consortium.

4.4 High level data analysis: gammapy

gammapy [45] is an open-source Python package for high level analysis of y-ray astronomy
data. Similar to ctapipe it is built on numpy, scipy and astropy. It is used as core
library for the Science Analysis tools of CTA, recommended by the H.E.S.S. collaboration
to be used for Science publications, and is already widely used in the analysis of existing
~-ray instruments, such as MAGIC, VERITAS and HAWC.

The design of the data work flow, illustrated in Figure 4.4 consists of two steps:

e Data reduction: IRFs and data event lists are selected and reduced into data cubes
according to the details defined by the user.

¢ Modeling and fitting: the user can associate a source model to the dataset and
give the best estimate of the model parameters, computed through a Poissonian
maximum likelihood fitting on the data

In November 2022 the gammapy team released the first Long-Term Stable version, v1.0,
that offers a maintained and stable package for scientific analyses. Among the updates
included in this version a support for energy dependent temporal models is introduced
for the simulation (allowing to simulate e.g. GRBs or AGN flares). In 2021 gammapy
has bee selected as the core library of the open Science Analysis Tool of CTAO [43].
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Figure 4.4: Standard analysis flow and the corresponding sub-package structure of
gammapy. From gammapy documentation (https://docs.gammapy.org/1.1/user-guide/).

In this context science tools features and the functionalities needed for some CTAO
operations, such as the real time analysis pipeline, are implemented. Being CTAO an
open observatory, there is an ongoing project, an open Science Data Challenge (SDC),
aimed at preparing the community to use the future data for scientific purposes. Among
the objectives of the SDC there is the will to test some CTAO tools (documentation, data
dissemination tools, software distribution), to train the CTA consortium and the wider
scientific community to use the tool to analyse data, and to explore the CTAO expected
performances. A strong feature of gammapy is the usage of the common data format
gamma-astro-data-format (GADF) [46], which permits multi-instrument analyses by
supporting joint fit of their data. As the GADF initiative has ended, an evolution in
the high-level data format is expected. Recently eleven «-ray and neutrino experiments
have created a new initiative, called Very-high-energy Open Data Format (VODF) [72],
aiming to create new standards for VHE astrophysics detectors that respect the FAIR
principles [107] and follow as much as possible the International Virtual Observatory
Alliance (IVOA)* standards. In this context, the internal data model of gammapy is being

“https://www.ivoa.net/
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separated from the read data model with the use of an I/O layer dealing with formats
and their versions. The gammapy team is continuing to improve the open package by
offering even more functionalities.

4.5 Divergent method

| z axis perpendicular to the
ground, passing through CoG

Piel Y
telescope pointing
direction ( 0=73.95%)

Figure 4.5: Concept used to define the divergent pointing from a parallel one for a
telescope. B represents the ground position of the array CoG, T is the telescope ground
position. G and G’ represent the ground point for different divergent configuration.
This point is defined in order to control the single telescope pointing direction defined
by the lines P and P’. Adapted from [49].

The key of divergent pointing is to define the pointing direction of each telescope in the
simplest way possible. This can be easily done thanks to an algorithm, called ”umbrella
mode”, introduced in order to reduce the number of hyper-parameters needed to describe
the system. In Figure 4.5 a simplified scheme is shown, reporting the geometry used to
define telescope pointing directions. The current version of the code draws an imaginary
line aligned with the telescope pointing direction and connecting each telescope ground
position to an axis, perpendicular to the ground, passing through the Center of Gravity
(CoG) of the array, labeled with z. These lines are defined so as to meet all in the
same point, called ground point, whose position along the z axis determines the pointing
direction of single telescopes. To avoid introducing as many variables as the number of
telescopes.

Consider for simplicity the CoG, called B in the picture, to be located at the origin of
a 3D reference system. In the same system T represents the position on the ground of
one of the telescopes of our array, and we assume it to be at a distance of 1 m from B.
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Figure 4.6: Sketch of the array pointing directions for div=0.0 (left) and div=1.0 (right)
[49]

The ground point, G, can be defined on the z axis, such that the line passing through
G and T forms an angle a with the telescope pointing direction P.
Therefore, the distance between G and the CoG, is given by

1
tan(arcsin(div))

|C§| = norm = (4.1)
This number varies between 1 (o = 0°) and 0 (o = 90°).

When extending this toy model to the whole array a scale factor f must be introduced,
in order to account for the different distances of the telescopes form the system CoG.
The generalization of equation (4.1) is:

_ f
norm = tan(arcsin(div)) (42)

where, as mentioned, f is the scale factor, defined as the telescope distance from the
center at which div = «/90°. Each value of div allows to define a value for norm, which
sets the position G. Thus with a single parameter the pointing of the whole array is
defined.

The umbrella mode is implemented into a code available under the CTA-observatory
GitHub repository [105]%. This code takes as an input the list of telescope positions,
camera radius and focal length ad defines an Array class which has, among others, a
div property that computes, thanks to this umbrella algorithm the pointing direction of
each telescope for a given source position. The repository contains the core code of the
divergent pointing toy model together with some jupyter notebooks showing how the
code works and how to display the system hyper FoV (hFoV) and the average telescope
multiplicity.

®https://cta-observatory.github.io/divtel/. The latest version of the codeis hosted under irene_tests
branch and will be merged to the main after some more checks.
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Figure 4.7: Sketch of the Southern array pointing directions for div=-0.02 (left image)
and Northern array for div=-0.1 (right image). A negative divergence means a convergent
array.

The divtel library was used in [49] to select five configurations that enlarged the
hFoV of site North Baseline array of a factor 1.5,2,3,4 and 5 respectively. These hFoV
values are purely geometric, trigger rates are not taken into account at this level. Even
though convergent mode has not been studied in this work, the divtel code can be also
used to analyse the FoV properties of convergent arrays.
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Chapter 5

Array performance in divergent
mode

In this section the study on the performance of CTA Southern array is presented. For the
first time the site taken into account is the final one for CTA-South and the simulations
are based on an updated version of prod5. Unlike site North, which was simulated in
baseline configuration, we considered the array alpha configuration to which four LST
telescopes are added. In this section simulation details will be introduced, together with
details on the analysis and the results obtained.

5.1 Simulation details

The first steps to take when simulating the response of a IACTSs array is to define the its
configuration - number of telescopes and their position on the ground, telescope camera
details and telescope pointing directions. Parallel pointing simulations are easier from
this point of view: one can simulate the full array configuration, including different po-
sitions or different cameras for the same telescope and postpone the choice of the array
configuration to the analysis step. This cannot be done when producing simulations for
divergent pointing since single telescope pointing directions depend on the position of
the array Center of Gravity (CoG), which changes with the specific array configuration
taken into account. Nonetheless, for CTAO Southern site, where the telescope positions
are more symmetric, some freedom is allowed. One can have small differences in the
CoG position if telescopes are added/removed in asymmetric way allowing to simulate
a larger number of telescopes with respect to the ones that will actually be analysed.

The array simulated for this study is made up of 87 telescopes, of which a subarray of
60 is taken into account for the analysis: 4 LSTs, 14 MSTs and 42 SSTs whose positions
are showed in Figure 5.1. This configuration is close to the so called alpha configuration,
with the difference that four LSTs have been added. This is a debatable choice because
it allows to lower the energy threshold of the system but having just four LSTs in the
array center brings some non-uniformity of the array response across the hFoV. The two
arrays, simulated and analysed, being constituted by a different number of telescopes
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Figure 5.1: Paranal ground position of the telescope subarray taken into account for
divergent pointing analysis.

have different CoG positions but the difference is of just 6 m and can thus be neglected.
While CORSIKA configuration files are the same used for parallel pointing, a custom
sim_telarray configuration is needed, listing single telescope pointing directions. Both
signal () and background files (protons and electrons) are simulated. Since large statis-
tics is needed for the results to be reliable simulations are run on the CTA computing
GRID. The energy ranges between 0.003 e 330 TeV for s and electrons and from 0.004
and 600 TeV for protons. For diffuse simulations a VIEWCONE equal to 10 is set.

The sim_telarray configuration files can be generated thanks to the divtel code. The
structure of the divergent algorithm, that computes the pointing directions, is described
in the following section. For the first time FlashCam only is simulated for MSTs. This
choice helped to boost the proper implementation of FlashCam cleaning and reconstruc-
tion in ctapipe.

Once the telescopes are selected, pointing directions need to be defined. The pointing
direction of the array center, around which the array is diverged (see next section for
more details) is located at low zenith, zd=20°, and azimuth 0° (North pointing). The
div values implied for this simulation are the same that were selected for site North.
Thanks to the divtel library the hFoV area and average multiplicity are computed for
five configurations. The values obtained are reported in table 5.1. The table reports
not only the total area of the hFoV but also the one covered by at least three tele-
scopes (hFoVcyf). This is value purely geometric, it represents the region of the sky
where the geometrical hFoV of at least three telescopes overlaps. At this level no trigger
information are taken into account.
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Cfg name div hFoV (deg®) hFoV.s (deg”) mgpe
parallel 0.0 62.3 62.3 53.4
cfgl.5 0.0022 99.0 89.6 33.5
cfg2 0.0043 141.5 118.3 23.5
cfg3 0.008 232.1 174.7 14.3
cfgd 0.01135 331.2 230.1 10.0
cfgh 0.01453 439.3 285.5 7.6

Table 5.1: Hyper FoV and average multiplicity of the divergent configurations simulated
for site south. The first line reports the corresponding values for parallel pointing, as a
reference. hFoV, s is the area of the hFoV covered by at least three telescopes.

The area of the hFoV, its shape and average multiplicity cahnge with zenith and the
values reported in table 5.1 refer to the array pointing at 20deg in zenith. In Figure 5.2
the hFoV is reported for three of the configurations when pointing at zenith values 20,
30 and 50. As observed in from table 5.1 , the minimum value of multiplicity obtained
is greater than 3. This value is employed as a threshold triggering condition: if three or
more telescopes trigger the same event, it can be labeled as a detected signal. Keeping
this criterion in mind, further analysis may explore additional divergent configurations,
setting the limit to the divergence value that yields mgu,.=3. Given that lower values
of altitude correspond to lower values of multiplicity, this threshold should be assessed
across various altitude values before determining new configurations.

5.2 Analysis

Data analysis was carried on using a newly developed pipeline entirely based on ctapipe.
Unlike protopipe the new pipeline allows to obtain IRFs for both point-like and diffuse
simulations. FlashCam cleaning and reconstruction is introduced and the production of
gammaness and energy estimation models is improved.

In order to perform the analysis particle files are split in subgroups:

e 25% of diffuse s will be used to train the energy model

e another 25% of diffuse vs and 25% of protons are used to train the classification
model

e the remaining part of protons and all of the electrons will constitute the background
in building the DL2 files. For the signal one can use either the remaining part of
the diffuse s or the point-like vs, according to the kind of analysis needed

Once the files are split they will be transformed from DL0 to DL2. The training datasets
are used to train random forests for energy and gammaness estimation and the models
are applied to the test datasets. These steps are performed on the CTA analysis grid,
only the final DL2 files are downloaded locally and used to estimate the performance.
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Figure 5.2: Representation of the array hFoV for three values of divergence when pointing
at decreasing altitude values. The azimuth is fixed for all configurations at zero. The
shape of the hFoV looses circular symmetry when moving from the zenith to the horizon
and the effect is more severe for higher divergence values.



53

Performance plots comprise energy dispersion, angular resolution, energy bias and reso-
lution, and PSF. For point-like performance the procedure is quite straightforward, the
IRF can be obtained using the same code applied for parallel pointing. For diffuse per-
formance the situation is more tricky. The code that allows to obtain the IRF for parallel
pointing assumes a radial symmetry of the PSF around the hFoV. This condition can’t
be simply assumed to be true for divergent pointing but some checks must be done. The
DL2 output files are produced in HDF5 format, already described in 4.2. The script
used to turn h format DL2 data into IRF's is available, in a slightly different form in
the pyirf directory. The original version takes as an input fits files instead of HDF5
ones. The version of pyirf used is not the latest (currently v0.10.1), since the branch
used is called faster_optimize_cuts and relies on an older version of the main branch
(v0.7.1dev). From IRF files performance plots can be obtained.

In the following sections I will reported the results obtained for cfg3. The plots for the
remaining configurations are shown in AppendixC.

5.2.1 Point-like performance

Concerning point-like y-rays a preliminary analysis was performed earlier this year us-
ing the old protopipe pipeline. This analysis underlined some of the criticality of this
pipeline, that once reported to the analysis and simulation group, led to the already
mentioned change in the pipeline. Specifically protopipe used a wrong strategy to gen-
erate the models for particle classification and energy regression. Since point-like ~-ray
simulations were used to train these models the particle classification resulted unrealisti-
cally good. The new pipeline allows to use the correct strategy: the algorithm is trained
with diffuse simulations ad than used on point-like ones. This leads to a more realistic
result. The ~v-hadron cut values obtained with both strategies are reported in Figure
5.3. The first plot corresponds to protopipe results, and shows values really close to
unity. The same analysis showed a criticality in the angular resolution, defined as the
minimum angle at which the array can resolve two separate sources. Since FlashCam
cleaning was not correctly implemented in the old pipeline, the first results obtained
(left picture in Figure 5.4) showed an angular resolution completely inconsistent with
CTA requirements. The latest version of ctapipe FlashCam cleaning is correctly im-
plemented, giving way better results for angular resolution (right plot in Figure 5.4)
and confirming the hypothesis made to explain protopipe results. Nonetheless a wors-
ening in the angular resolution can be noticed at higher energies. This is most likely
related to a too high degree of divergence of the SST telescopes. A possible solution,
already proposed in [102], could be to consider a pointing configuration with divergent
MSTs (and LSTs) and convergent SSTs. This condition can be fixed either introducing
different values of divergence for some sub-grups of telescopes, e.g. making the outer
telescopes less divergent or even convergent. Another possibility is to change the way
single telescope pointings are defined, as introduced in Section 77.

Energy dispersion and energy resolution and bias, shown in Figure 5.5, provide an es-
timate of the goodness of the energy reconstruction capabilities of the system. Energy
dispersion is the ratio of the reconstructed energy over the true energy as a func-
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Figure 5.3: Gammaness cut obtained with protopipe for cfg2 at Northern site (left)
and gammaness cut for Southern site cfg3 obtained with ctapipe (right). The results
obtained using protopipe are unrealistically good due to the wrong model training

strategy applied.
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tion of the true energy. Energy resolution is defined as the value of the quantity
|Er — Er|/Er = |AE|/Er within which 68% of the reconstructed gamma-ray events
are contained, with Er the true energy and Egr the reconstructed energy. Energy bias
is computed as the median of |AE|/Er and gives a measure of how much the computed
values differ from the median. Both resolution and bias are computed as a function
of the true energy. The array effective area is defined as the ratio of reconstructed ~-
rays (after event selection cuts) over the number of simulated ones, multiplied by the
area (orthogonal to the incident direction) over which events have been simulated. It
is computed as a function of the true energy. The behaviour of the array effective area
in divergent mode, shown in Figure 5.6 left, seems to be consistent with the parallel
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Figure 5.5: Left: Energy bias and resolution for cfg3. The requirements refer to energy
resolution only. Right: Energy dispersion relation for divergent pointing configuration
cfg3.

configuration. All the quality cuts are applied in the computation and this implicates
a decrease in the effective area, especially for low and high energies. At low energies,
this could be due to the cut on image Size, while for high energies the number of events
passing the cuts is limited mostly by the leakage cut as the shower images are often not
fully contained within the camera FoV.

Effective area cfg3 Background rate cfg3

+  Parallel(Alpha_NoLST)
fg3

+ Parallel(Alpha_NoLST)
Divergent cfg: v

e Divergent cfg3

Background rate / (s)

Figure 5.6: Left: Effective area for divergent pointing configuration cfg3. The compar-
ison is made with CTA requirements and with parallel pointing Southern array in the
alpha configuration. Right: Background rate for divergent pointing configuration cfg3.

The sensitivity of Cherenkov telescopes is defined as the minimum flux detectable
with n sigma significance in a certain time. As a standard n = 5 is used. The sensitivity
is calculated according to the Li&Ma likelihood ratio test [76]. Figure 5.7 shows the
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Figure 5.7: Sensitivity to an on-axis point-like y-ray source for divergent pointing cfg3.

sensitivity for the considered configuration, compared with CTA requirements. As a ref-
erence, on the same plot, the sensitivity of parallel pointing for Paranal site is reported.
This is the public prod5 sensitivity for alpha configuration. This does not include LSTs.
For this reason divergent pointing shows a better sensitivity with respect to parallel one
at low energy. Moreover the parallel simulations are performed using NectarCam for
MSTs and are analysed with an older version of ctapipe. For a fair comparison the
same camera (FlashCam) and software version should be used, this analysis is currently
running. The sensitivity shown is in good agreement with the requirements. As men-
tioned this is expected since the source is located in the central region of the hFoV, where
the telescope multiplicity is higher and all telescope classes are observing. The right plot
in Figure 5.6 shows the background rate, calculated as the number of background-like
events per second, reconstructed energy and solid angle after selection cuts. The plot
shows a level of background shown for divergent pointing simulations is inconsistent
with the behaviour shown by parallel simulations. This condition is currently under
investigation. In AppendixC the same plots for all of the other configurations are re-
ported. The trends are the same observed for cfg3 reported here. The worsening in the
performance with growing value of divergence that can be expected is not observed for
point-like on-axis simulations. The reason is, as stated before, that the central region of
the hFoV shows the larger coverage in terms of telescopes and the lower divergence of
the single-telescope pointing direction. This condition ensures the best reconstruction
capabilities from the system. The same is of course not true when the source is located
in the external parts of the hFoV, which might even not be covered by the LSTs.
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The performance thus obtained is promising but presents a limitation. Due to the huge
time and space required for the simulations only an ’on-axis’ source has been considered.
For such a source the performance is expected to be good, since the central region of
the hFoV is covered by at least LSTs and MSTs with the highest multiplicity, allowing
the best reconstruction capabilities, both in energy and position. In the future it will be
needed to test the performance of this pointing strategy towards off-axis sources. This
requires a large simulation campaign, which is not affordable at the moment. A solution
to this problem would be to find a way to estimate the array performance skipping the
CORSIKA/sim telarray step, e.g. through Neural Network algorithms.

5.2.2 Diffuse performance

Before proceeding with the estimation of the array performance, it is necessary to con-
duct symmetry tests. Energy reconstruction, PSF and acceptance are plot with growing
distance from the center of the hFoV along different directions. These directions, labeled
N, S, E and W are shown in the acceptance plot of each configuration. Acceptance for
~v-rays and background is shown in Figure 5.8. A circle with 6 deg radius is plot as a
reference. The plots are symmetric, and look the same as for parallel pointing. Fig-
ure 5.14, at the end of this section, shows the energy dispersion evolution, along the
aforementioned directions. Each line represents one of the directions, while each column
is a different distance from the hFoV. The plot shows a symmetric situation in terms
of energy dispersion. Less symmetry can be detected in PSF from Figure 5.15, which
shows the evolution of the PSF with distance from the center of the hFoV along the four
directions. Despite PSF, the behaviour is considered symmetric and IRFs are obtained
with the same script used for the parallel production. The results obtained using these
scripts are reported in the rest of this section.
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The energy dispersion, obtained assuming circular symmetry is shown in 5.11. This
time a finer grid in angular distance from the center of hFoV is used. An increase in the
energy lower threshold is observed for growing distance from the center. The energy bias
ad resolution are also plot for the same hFoV bins, see Figure 5.10. Angular resolution
at different distances from the center of the hFoV is shown in Figure 5.9. We could
recognize a worsening in the angular resolution with increasing distance from the center
of the hFoV, especially at energies around 1 TeV. Sensitivity in the different energy bins
is reported in Figure 5.12. This worsening might be even more severe in the outer parts,
the ones currently not analysed. The background rate per hFoV bin is also shown in
Figure 5.13. The first bin shows the same behaviour observed for point-like simulations,
while the others are more consistent with parallel pointing results. Both for this plot
and the sensitivity one the comparison with parallel pointing is not fair, since the results
taken into account are not referred to a specific bin in hFoV distance but are unique.
All of the IRFs obtained using this method are gammapy readable and can be used to
simulate source observation in divergent mode. At the moment only software validation
tests have been performed, more detailed checks on the obtained performance are needed
before proceeding.
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Figure 5.9: Angular resolution at different distances from the center of the hFoV for
divergent pointing configuration cfg3.
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hFoV for divergent cfg3. Each line refers to one of the directions reported in Figure 5.8.
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divergent pointing cfg3. Each line refers to one of the directions reported in Figure 5.8.



Chapter 6

Implementing divergent pointing
in the telescope drive system

This chapter provides insights into the first steps towards implementation of divergent
pointing in the telescope drive system by the Array Control And Data Acquisition
(ACADA) group. A study is conducted to analyze the variations in the hFoV shape
while the array tracks an object in the sky. The study focuses on understanding how
the hFoV geometry and multiplicity evolve over time, determining how often it is safe
to repoint the array, and identifying critical positions where multiplicity is drastically
reduced.

6.1 Field of view evolution

The studies discussed in the previous chapters were performed in AltAz coordinate
systems. To allow a proper implementation of the divergent pointing mode by the
ACADA group, the constraints provided by the telescopes drive system shall be taken
into account. Each single telescope could track a single sky position in RaDec. The
object of this study is to analyse the geometrical evolution of the array hFoV while
tracking a position in the Sky, aiming to answer the following questions:

e How do the hFoV geometry and multiplicity evolve with time?
e How often is it safe to repoint the array? What is the effect of repointing on hFoV?

e Are there any critical positions (in RaDec coords), where multiplicity is drastically
reduced in time?

To answer this question I wrote a short python code. The divtel code, introduced in
4.5, computes telescope pointing directions in horizontal coordinates, on the other hand
tracking is handled in equatorial (Ra,Dec) coordinates by drive system. The choice to
track a list of known stars makes it easier to compute their position in a horizontal sys-
tem after each time interval. The number and position of stars is chosen in a way that
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Figure 6.1: Left:Plot of the position, in equatorial coordinates, of the list of stars used for
site North. Right: Evolution of the array hFoV geometrical dimension when recomputed
after tracking the same source for time intervals of different length

allows to probe as many positions as possible. An example of the stars selected for site
North is shown in Figure 6.1 The code is programmed to calculate the AltAz coordinates
for each of the selected stars and start tracking their corresponding positions as soon as
they become visible, i.e., when their altitude exceeds 24 degrees. The tracking process
continues as long as the star is deemed visible, even during daytime. This inclusivity
during day-time is intentional, as the primary focus is on observing the behavior of the
array’s hFoV, which remains independent of the specific time of day or the time of the
year. The code computes the hFoV for the array in divergent mode, aligning with the
position of the tracked star. Subsequently, the position of the star is recalculated in hor-
izontal coordinates after a time interval of At. Throughout this interval, each telescope
tracks the sky position assigned to it initially by the divtel code, which is provided in
AltAz coordinates and converted into Equatorial coordinates. This systematic approach
enables the assessment of how the hFoV evolves over time during the tracking of different
celestial objects. At the end of the tracking phase the hFoV is re-computed taking into
consideration two different conditions:

e The final position of the telescopes resulting from the tracking process

e The array is re-pointed, with the same divergence, at the new star position (in
horizontal coordinates)

These hFoV are then compared to each other and to the initial one. As a preliminary
test, different values were used for At. These tests showed that repointing the array
every 20 minutes does not significantly affect the hFoV and this value has been applied
for the following phase.
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Figure 6.4: Left: Evolution of Pollux altitude during the night. Center: evolution of
the hFoV area while tracking the source. Right: evolution of average multiplicity while
tracking.

The presented plots illustrate the dynamic changes in the hFoV and average multiplicity
while the telescope array tracks celestial objects such as Polaris, Pollux, and Adhara.
The behaviour of the Northern array while tracking Polaris is reported in Figure 6.2 for
cfgl.5 and Figure 6.3 for cfgh. Polaris, being nearly stationary in the sky throughout
the night, serves as a unique case on the celestial sphere. The plots show that the hFoV
shape remains relatively stable throughout the tracking process. The hFoV’s response
across various altitude values can be examined through the example of Pollux, Figure 6.4.
This star, during the selected night, ascends at a low altitude and reaches culmination
near 90 degrees. The changes in hFoV and multiplicity consistently correlate with the
two employed methods for their computation along the trajectory of the monitored star.
The same kind of analysis can be performed for the Southern site, where Adhara is
tracked (see Figure 6.5). These findings significantly contribute to our understanding
of the hFoV’s evolution during divergent pointing. Particularly, they shed light on
how different stars’ apparent motions impact the observational capabilities of the array,
offering crucial insights for optimizing observational strategies and enhancing the overall
performance of CTA.
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Figure 6.5: Left: Evolution of Adhara altitude during the night. Center: evolution of
the hFoV area while tracking the source. Right: evolution of average multiplicity while
tracking.
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Chapter 7

Discussion

This document outlined the progress made over the past three years in computing the
response of the CTAO Southern array in divergent mode. Updated simulations were
generated and analyzed using a new data analysis pipeline, which shows promising re-
sults. However, a fair comparison with standard simulations is still pending and will
be conducted in the coming months. The reference parallel simulations considered here
only took into account point-like, on-axis sources. Moreover LSTs are absent in the
subarray and the MST camera simulated is NectarCam instead of FlashCam. Once the
feasibility of this method is established, various challenges must be addressed. I will try
to outline here, point by point, the open questions on divergent pointing that are still
to be addressed.

To wobble or not to wobble

TACTSs generally observe in the so-called wobble mode [55]: the observed source
is not pointed directly, but two to four opposite positions with a certain offset
from the source are tracked alternately the same amount of time. Observations in
divergent mode require careful consideration of wobbling and how to estimate the
background. The reason why the wobble strategy is applied is to prevent possible
camera asymmetries in the response to affect the data analysis. When applying
the divergent mode the source distance from the camera center is different for each
telescope. Assuming wobbling is still needed, one must understand how to apply
wobbling: is it better to compute a distance and a rotation angle with respect
to the axis corresponding to the array CoG or should this be applied on a single
telescope basis?

Trigger condition
The stereo trigger is not appropriate for divergent pointing observations. Since each
telescope points to a different direction a software trigger strategy is necessary.
This requires to carefully determine the time lag with which the same signal is
expected to hit different telescopes.

Real-Time Analysis (RTA)
RTA is crucial for spotting signals as soon as they are triggered, a condition that
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is of fundamental importance for transient sources. However, when applied to
divergent pointing, the strategy must be able to detect signals across the hFoV
combining in the proper way single telescope’s FoV.

Need for massive simulations
As mentioned earlier, implementing this strategy demands significant computa-
tional resources in terms of both processing time and storage space. Covering a
wide range of values in altitude and azimuth for all configurations is currently im-
practical. The challenge is further compounded by the need to explore additional
configurations beyond the ones already analyzed, considering the obtained values
of average multiplicity which are far from the threshold value (mg,.=3)

Apply mixed divergence values
When going to larger values of divergence the SSTs tend to be more and more
spread, with the peak of multiplicity moving away from the center of the array, see
e.g. Figure 7.1.

SSTs div0.008 SSTs div0.02

Figure 7.1: Example of SSTs FoV in divergent mode for two different values of diver-
gence, 0.008 (left) and 0.02 (right)

Some uniformity can be restored applying different values of divergence to differ-
ent subarrays. This possibility was already considered in one of the first works on
divergent pointing [102]. Applying a lower value of divergence to the outer groups
of telescopes would benefit the reconstruction capabilities of the array while keep-
ing the same symmetry conditions. For this purpose the code has been slightly
modified to allow applying different values of divergence to selected groups of tele-
scopes. Convergent values (negative divergence) are also possible. More studies
are to be performed on these configurations.

Some of the aforementioned questions are currently addressed also for parallel mode
and several groups in CTAO are currently working on it. A stronger interaction with
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these groups will be established in the future, to implement divergent mode observations
adequately.



72




Chapter 8

Conclusions

In recent years an innovative observation strategy, known as the divergent mode, was
proposed for the Imaging Cherenkov Telescopes, in particular for the Cherenkov Tele-
scope Array Observatory (CTAO), as an alternative to the traditional parallel pointing.
The concept behind this strategy is straightforward: the individual telescopes in the
array are then tilted outward from the direction to which the center of the array is
pointed. While this strategy offers the advantage of expanding the total instantaneous
Field of View (FoV) of the array, it comes at the cost of a reduction in the overall ar-
ray performance. The primary objective of studies conducted in this area is to strike a
balance between the dimension of the FoV and the performance of the telescope array.
The work presented in this thesis focused on the performance of CTAO Southern array
in divergent mode. In recent years the performance of site North was already presented
but a deep study of the Southern site, implying updated simulation configurations, both
in terms of array configuration and telescope structures was still missing. This work
analysed the array in a modified version of the so called Alpha configuration (4LSTs are
added). The divergent configurations analysed are five, whose divergence values allow
to cover all the values of average multiplicity of interest. The effective hyper Field of
View (hFoV) covered with these configurations spans from 89 deg? to 285 deg?, and the
corresponding average multiplicity goes from 33.5 to 7.6. Since the value of multiplicity
obtained for the most divergetn configuration is still greater than the one we use as a
threshold (mgpe=3) more configurations will be analysed in the future. All these config-
urations have a common feature to which more attention will be given from now on: the
outer Small Sized Telescopes (SSTs) point to a direction that is too much bent in the
outwards direction with respect to the direction of the array Center of Gravity (CoG).
This condition, that worsens with growing values of divergence (div), can be mitigated
if a lower value of div is applied to those telescopes.

Thanks to this study it was also possible to help validating the new data analysis pipeline,
which substituted the previous one. The results obtained show that the pipeline cor-
rectly handles divergent pointing simulations and the obtained performance is promising
and allows to go further with the analysis of this mode and its applications.

In order to determine which configurations are more suitable to perform the different
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science tasks considered gammapy can be used. The IRFs produced for this study are
already compatible with gammapy, which can be used to simulate the observation of real
sources in divergent mode. Once the configurations are determined an important task
will also be to define the proper way to combine different pointings.

This study highlighted some open points in the implementation of divergent pointing
strategy. All of these issues, listed in Chapter 7, will be adressed and discussed keeping
close contact with the working groups taking care of the different topics, to make sure
that the implementation will be as smooth as possible. The acquisition of real data in
divergent mode will soon be possible either with the array composed by the two MAGIC
telescopes and LST-1 or the array of four LSTs, whose construction started in the past
months. The study conducted for this proposal showed that magic-cta-pipe can handle
divergent pointing simulations and that can be used for data analysis in case the test
will be realised with a mixed (MAGIC-LSTSs) array.



Appendix A

Contributions to the LST
collaboration

The first Large-Sized Telescope (LST-1) was built by the LST Collaboration at ORM on
the Canary island of La Palma (~100 m away from the MAGIC telescopes). Inaugurated
in October 2018 it is currently under commissioning. During this phase the telescope
subsystems are tested while the first astronomical observations are carried out. Once the
commissioning will be over, and the acceptance review successfully passed, the LST-1
will become the first telescope of the CTA Observatory.
As part of its commissioning program, the LST Collaboration has already taken more
than 250 hours of v-ray data while the telescope was pointing at bright, known VHE
emitting sources. A large number of hours are devoted to Crab Nebula observations,
being this source considered a standard candle in v-ray astronomy. These data have
been used to tune the parameters of the Monte Carlo simulations to the characteristics
of the telescope and to estimate the key performance parameters such as angular resolu-
tion, energy resolution and sensitivity. Figure A.1 shows the spectral energy distribution
of the Crab Nebula obtained from LST-1 data collected between November 2020 and
March 2022, more detailed results obtained from Crab Nebula data are reported in [41].
Taking advantage of the short distance separating LST-1 from the MAGIC telescopes
LST-1 has been cross-calibrated with the two MAGIC telescopes. Joint observations of
established y-ray sources are performed as part of the commissioning of LST-1. Showers
brightness, estimated energies of ~-rays, and other parameters can be compared event
by event in order to cross-calibrate the telescopes. A combined analysis of the events
triggering the three telescopes, allows to reconstruct the shower geometry more accu-
rately, leading to better energy and angular resolutions, and a better discrimination of
the background showers initiated by cosmic rays.
Several other known bright «-ray sources were observed and detected by the LST-1, and
the first ATel has been circulated (ATel #147835) to announce the detection of the flare
of BL. Lac source. This achievement shows the community that the LST collaboration
is already capable of releasing results within one day from the data taking.
Transient phenomena are listed among the core program tasks of the LST sub-system
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Figure A.1: Spectral energy distribution of the Crab Nebula obtained from LST-1 data
collected between November 2020 and March 2022 (from [41]). Left: results using
source-independent analysis. Right: results using source-dependent analysis.

and a prototype transient handler system that receives, in real-time, science alerts from
the Gamma-ray Coordination Network (GCN), was installed on the LST-1. Thanks to
this system, LST-1 was able to already observe one GRB within 15 minutes from the
alert [4].

As a part of my PhD duties I took part in some tests aimed to certificate that the
performance of one of the LST-1 subsystems, the camera Calibration Box (CaliBox), is
consistent with the requirements reported in the Technical Design Report (TDR [81])
document issued by the LST collaboration. I took some shifts as Burst Advocate (BA)
as part of the LST-1 transient group. In this section I will report the results of the tests
performed on the CaliBox and the data analysis of the GRBs observed during the BA
shifts.

A.1 Camera Calibration Box

The CaliBox is the device aimed at calibrating the camera PMTs. The LSTs camera is
composed of an array of 1855 photomultiplier (PMTs), organized in 265 modules of 7
pixels each with a quantum efficiency (QE) reaching 40% at 350 nm wavelength [99]. The
PMT signals are sampled thanks to the Domino Ring Sampler version 4 chips (DRS4!)
and digitized by an analog-to-digital converter (ADC). Fast sampling is essential to
achieve the low energy threshold by reducing contamination of night sky background
(NSB) light which enters each pixel with a rate of ~ 250 MHz [83]. The LST camera
external structure has a square shape with the edge of about 3 m. The photo-sensitive
area has a hexagonal shape and the field of view is about 4.5 degree in diameter. In order

Y https://www.psi.ch/en/drs”
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to cover a wide dynamical range (1-3000 phototelectrons - p.e.) the camera readout has
two channels with different amplification for high gain (HG) and low gain (LG). During
regular operations the camera acquires raw waveform data (R0) that must be corrected
by several DRS4 systematic effects (offset of individual capacitors, dependence of the
offset on the time since the last reading of the capacitor) and converted from integrated
charge in ADC counts to the number of p.e. produced by light pulses in each PMT, also
called absolute charge calibration.

Figure A.2: Pictures of the LST-1 camera front plane (left), backplane and a single
PMT module (right).

Both DRS4 correction and pixel calibration are based on Pedestal and Flat-Field
Events. The former are simply events triggered without signal (closed shutter), the
latter are produced by the CaliBox. The CaliBox is installed at the center of the LST
mirror dish and mechanically consists of an aluminum structure composed by a thick
plate surmounted by two connected boxes all protected by an external shell. The two
inner boxes host the optics, composed by a 1 uJ Q-Switch 355 nm laser, two filter wheels,
an Ulbricht sphere and a laser controller. An internal weather sensor is placed next to the
laser head in order to monitor the internal relative conditions (pressure, humidity and
temperature). Inside the shell are placed the power supply system, an external weather
sensor, a trigger interface board and the mini PC to pilot the CaliBox, via OPC-UA
Server protocol?.

The filter wheels have six positions each, one of which is left empty while the others host
five UV Neutral Density filters, resulting in a total of 35 filter combinations that allow
us to cover a wide range of photon densities (from 1 to 10° photons per camera pixel).
The first CaliBox, currently installed on LST-1, together with other two CaliBoxes, has
been developed, built and tested by INFN (Istituto Nazionale di Fisica Nucleare). In

2The OPC Unified Architecture (UA) is a platform independent service-oriented architecture that
integrates all the functionality of the individual OPC Classic specifications into one extensible framework,
for more details see https://opcfoundation.org/



78

Figure A.3: Left: picture of the LST-1 CaliBox showing internal boxes and external
shell [90]. Right: Sketch of the CaliBox light cone on LST-1.

order to make sure that the CaliBoxes built in our laboratories satisfy the TDR it is
mandatory to test them before shipment to the telescopes’ site. The performance tests
are meant to validate the uniformity of the light beam, the stability of the laser intensity,
the dynamic photon range and the sealing of the Ingress Protection level. I took part
in the uniformity and photon dynamic range test, preparing the experimental setup and
building my own python data analysis pipeline for the Calibox Spare, built and tested
at the laboratory of Dipartimento di Matematica Fisica e Informatica - DMIF at Udine
University.

A.1.1 Uniformity test

The aim of the uniformity test is to make sure that the emitted light will be able to
uniformly illuminate the surface region of the telescope camera PMTs ~28 m away from
the mirror disk center, where the CaliBox is installed.

The laboratory used for this task is endowed with an optical table, equipped with a
vertical (x,y) structure along which couple of Sensl 3x3 mm? Silicon-Photomultiplier
(SiPM) can be moved. The optical table was covered with black fabric in order to avoid
unwanted photon reflections that can be caused by the room furniture or walls. For this
experimental setup the ClaiBox is placed 5 m away from the vertical frame.

A preliminary check on the signal shape and intensity is performed using an oscilloscope:
this procedure is fundamental to prevent SiPM signal saturation and check possible
device misalignment. The readout system is a triggered DRS4 evaluation board whose
output is saved on a laptop.

The procedure described hereafter is the one I followed to cross-check the uniformity
of the CaliBox Spare of LST-1. The signal was sampled on a 2D grid, (25 cm x 25
cm)? of 49 points as showed in Figure A.4, where the decided sensor spacing on the
(x,y) screen guarantee a flux variation lower than 1%. For my data-taking I set the
laser shooting frequency to 2 kHz and the DRS4 triggers threshold to -40 mV, to avoid

3This dimention is set in order to intercept all the laser light in an opening angle sufficient to cover
teh entire camera PMT size surface 28 m away from the CaliBox
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baseline noise level (measured during a set of test runs). Figure A.5 left reports the entire
run acquisition window by the DRS4 (external trigger mode), where one run corresponds
to 1000 singular sampled events (see Figure A.5 right). The final goal is to determine
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Figure A.4: Grid of points where the CaliBox signal has been sampled.

the number of photons hitting the sensor surface, which is proportional to the integral
of the sampled signal pulse shape. Signal cleaning and integration is performed thanks
to a simple code I wrote in Python language.

In the list below the steps performed by the analysis pipeline are summarized:

=T

voltage (mv)
Voltage (mv)

geg

g{ e
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200 3205 310 315 320 25 330
time (ns) time (ns)

Figure A.5: Left: Data run example corresponding to 1000 laser pulse acquisition: in
red the baseline time selection (50 - 200 ns), in orange the pulse integration window.
Right Detail of a single laser pulse event.

e Data preparation
Figure A.5 (left) reports a complete run, composed by 1000 laser pulses sampled
in the same time window by the DRS4. Due to the signal baseline offset jitter two
time intervals are selected: one related to the background and the other one for
the selection of the time integration window. In order to properly individuate the
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Figure A.6: Histogram representation of the 1000 pulse integrals in a run fitted with a
Gaussian function. The mean distribution value < I, > is taken as the run reference
value.

baseline value for each pulse, without loosing computational time, the mean value
of the signal is computed in the time range between 50 and 200 ns. The value thus
obtained is used to rescale each signal.

e Signal integration
In this phase all the 1000 rescaled signals are integrated inside the selected time
window (see orange lines in Figure A.5) using the Simpson’s method implemented
in scipy.optimize. To properly represent the mean pulse integral value, < I, >,
for each run, a Gaussian function fit is applied to the histogram exploring the 1000
pulse integral value dispersion. These first two procedures are repeated for all the
data runs (i.e. the 49 different sensor positions on the screen).

¢ Result:

As a first order approximation the CaliBox can be considered to be perfectly aligned
with the center of the screen and not tilted with respect to a plane parallel to
the wave front, this condition is also verified during the first setup tests. The
value corresponding to the position (0,0) on the screen is taken as the < I, >
reference value. The uniformity request is than satisfied if all the got < I, >
values, representing the 49 different positions of the sensor on the screen, will not
differ from the reference one for more than a 2%*.

This same setup is also used to make sure that the area uniformly illuminated by CaliBox,
at a distance of 28 m, does exceed the camera frame surface: this is essential to avoid
flashing other telescopes.

4This value corresponds to the TDR requests regarding signal uniformity.
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A.1.2 Dynamic range test

The purpose of this measure is to determine the selectable number of photons/cm? emit-
ted from the CaliBox. This number can be derived by taking into account the statistical
properties, for different filter combinations (runs, of the < I, > values distribution. In a
regime where the number of emitted photons is low < I, > values dispersion is expected
to follow the Poissonian distribution, thus the following relation holds [54]:

o? =k < I, > +0(< I, >%) + const (A.1)

where o2 is the < I,, > standard deviation, k is the parameter of interest, O(< I, >2)
takes into account possible intrinsic variations of the light source and const term is given
by the electronic noise.

For this photon flux measure the intensity of the CaliBox signal was measured with
Photomultiplier tube (PMT - Hamamatsu-H5783-04%) at a distance of ~2 m from the
CaliBox.

To determine the CaliBox photons’ dynamic range, the measurement has to be repeated

charge integrals_nofilter
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Figure A.7: Histogram I, representation for differnt filter combinations. Each dataset
is first fitted with a Gaussian function. I’ts worth noticing how the mean pulse integral
value decreases with growing optical density, defined as OD = —log;o(T/100%) where
T is the transmittance.

for different filter combinations. The < I, > values with the relative variance, obtained
using different filter combinations, are reported in a o2 vs < I,, > plot fitting a linear
function to hte data. The linear term in the fit is mainly proportional to the PMT gain
and allows to determine, starting from the < I, > value, the number of photoelectrons

(npe) generated in the detector: ,
< >
Npe = Tp. (A.2)

Shttp://pdf.datashectcatalog.com /datasheet /hamamatsu/H6780-03.pdf
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Once the number of photoelectrons is determined, the corresponding number of photons
hitting the sensor can be obtained by means of the detector Quantum Efficiency (QE).
This quantity is defined as the number of photoelectrons generated per incident photon
on a photosensitive device effective area

_ Mpe
Qr = (A.3)

and can be found on the technical data-sheets of the detector. The number of photons/cm?
for each laser shot expected at 28 m from the light source can than be estimated:

d2
(Z)camera = d)PMT dQPMT (A4)

where Gcamera 18 the flux that hits the camera surface at the distance degmerea = 28 m
and ¢ppsr is the flux that hits the PMT at the distance dpp;r.

A.2 Chasing GRBs with LST-1

Thanks to their fast slewing and large effective area the Large Size Telescopes (LSTs)
will be the instruments best suited to significantly impact on short timescale transients
follow-up. The observations of the early emission phase of a wide range of transient
events with good sensitivity below 100 GeV will allow to open new opportunities for time-
domain astrophysics in an energy range not affected by selective absorption processes
typical of other wavelengths. The LST-1 can respond to external triggers thanks to a
specific Transient Handler (TH) [4] system receiving the external trigger provided by
the Gamma-ray Coordinates Network (GCN) 6. When an alert is received by the GCN,
the TH parses the alert and builds a human-readable text with the relevant information,
which is then distributed to different mailing lists. The Burst Advocate (BA) main
responsibilities are helping shifters with the observation of transient alerts (GRBs, high
energy neutrinos, GWs, FRBs, etc.) and setting up an observation strategy. The BA
operates mainly at night, when is called by the shifters. However, it may happen that
the BA is the person contacting the shifters in the case of alerts received before or
close to the start of observations. Most of the alerts come form GRBs and the BA is
expected to perform a fast analysis of the data collected from the alert looking for a
possible signal. In the following section I will briefly introduce GRBs and the LST-1
data analysis pipeline, and will report on some of the analysis I performed during shifts
as a BA. T chose the analysis of an event observed in dark NSB conditions and one in
moon conditions.

Shttps://gen.nasa.gov
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A.2.1 Brief history of GRBs

The name Gamma Ray Burst perfectly describes the temporal and energetic behaviour
that characterized GRBs at the time of their discovery. Between 1967 and 1972 sixteen
brief bursts of photons in the v ray energy range 0.2-1.5 MeV were observed by the Vela
surveillance satellites. This discovery was first announced in 1973 [73], the delay was
due to the need to establish with high confidence that the origin of these bursts was
not terrestrial. These first events showed variable duration, from fractions of seconds
to minutes, during which GRBs were the most luminous sources of the sky. For two
decades scientists studied these sources with both satellite and Earth based instruments
with poor results. The breakthrough came in 1990 thanks to the Burst And Transient
Source Experiment (BATSE) instrument, onboard the Compton Gamma-Ray Obser-
vatory (CGRO). This detector, specifically designed to detect and locate v-ray bursts,
detected 2704 GRBs during the 1990s. These observations allowed astronomers to es-
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Figure A.8: Left: Distribution over the sky of the 2704 GRBs observed by the BATSE
experiment onboard the CGRO. Right: Distribution of v-ray bursts observed by BATSE
showing the bimodality between long and short bursts.

tablish some of the properties of the events. Among their most important properties
is the isotropic distribution of the GRB incoming directions, shown in the left plot of
Figure A.8, and a bimodality in the distribution of their duration, shown in the right
plot of Figure A.8. This quantity is described by a parameter called Tyg, defined as the
time interval needed to collect 5% to 95% of the burst counts in the BATSE energy
band (50-300 keV). Bursts with Tgo < 2 s are called short GRBs, while the ones with
longer duration are called long. This bimodality in the emission was later discovered to
be associated to a difference in the progenitors of GRBs, with long bursts originating
form the collapse of massive stars and short ones form the coalescence of binary systems
of compact objects. Nonetheless, the distinction is not so sharp.

Today we know that this burst in the hard-X-ray/soft-vy-ray band is just the first phase
of the GRB emission, also called prompt emission. It is dominated by emission in the
keV-MeV energy range, lasting from fractions of a second to several minutes, and reach-
ing isotropic equivalent peak luminosities (E,) in the range L~ 10%9 —10% erg s~ 1. The
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spectral shape of this phase of emission is described by an empirical function introduced
by Band et al. [24]. The GRB non-thermal spectrum is usually fitted by two power-law
functions smoothly connected at a break energy:

E
(to0rev)” € %0, E < (a-p)Ey
N(E)=A (ap)Ey] @) E \8 pa (A.5)
{ 100 eV’ } (torer) €77 E > (a—B)E

where N(E)dE is the number of photons in the energy bin dE, while the unknown pa-
rameters are the low-energy («) and high-energy () spectral slopes, Ey the break energy
and A the normalization factor. The energy power spectrum (vF,, where F), is the flux
density spectrum) is usually represented as E2N(E). The typical spectral energy distri-
bution (SED) is a peaked function with Epcqr = (2 + a)Ej.

The prompt emission is followed by a second emission phase, called the afterglow, de-
tected on a very wide range of frequencies, from «-rays to the radio band. The afterglow
flux decays smoothly as a power-law in time for weeks or months, and the typical fre-
quency of the radiation moves in time from the X-ray to the radio band. An afterglow
was observed for the first time in 1997, following the prompt emission of the long GRB
970228 [39]. This discovery has been possible thanks to the Italian-Dutch satellite Bep-
poSAX. Afterglow observations, first in the X-rays and later in the optical and radio
band, allowed to determine the precise position of the bursts confirming their extragalac-
tic origin. In 1998 a supernova-v-ray burst association was suggested by the coincidence
of the SN 1998bw with the GRB 980425 event [57]. This association was firmly es-
tablished for GRB 030329 observed on March 29th 2003 which was observed optically
and showed that the characteristic broad lines of an extremely energetic supernova were
observed within days of the event [68].

Through the years several X-ray and ~-ray instruments were lunched in the to explore
X-ray and v-ray band, such as the INTErnational Gamma-Ray Astrophysics Laboratory
(INTEGRAL) in 2002, the Neil Gehrels Swift Observatory (Swift) in 2004, the Astro-
Rivelatore Gamma a Immagini Leggero (AGILE) in 2007, and the Fermi Gamma-ray
Space Telescope (Fermi) in 2008. A great boost in GRB observations was achieved
thanks to these instruments, a great example is teh detection, in 2017 by Fermi and IN-
TEGRAL, of a short GRB temporally coincident with a GW event (GW170817) [2][1].
The GW signal turned out to be generated from a binary system of merging neutron
stars, with a probability of the near-simultaneous temporal and spatial observation of
GRB 170817A and GW 170817 occurring by chance is 5.0 x 1078, Therefore, binary
neutron star mergers could be confirmed as a progenitor of short GRBs.

VHE emission is also predicted by GRB theoretical models and the data collected
by the Fermi Large Area Telescope (Fermi-LAT) demonstrated that GRBs can produce
photons at energies well above 10 GeV and that they should be intrinsically able to radi-
ate above 100 GeV. These sources are thus among the primary targets for ground based
~v-ray observatories. In 2019, after 15 years of observations, the first GRB afterglow
in the VHE band was observed by the MAGIC telescopes. After this first observation
several other detections have been claimed by MAGIC [82] [7] [30] [31], H.E.S.S.[3] [44]
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Figure A.9: Sky map of GRBs observed at VHE by ground based v-ray detectors.

and more recently by LHAASO [69]. Studying the TeV spectra and light curves offers
new observables to narrow down the enigmatic aspects of the afterglow physics. These
observations are expected to have a substantial impact on our current comprehension
of the surroundings where GRBs explode which, in turn, will shed light on the nature
of their origins. A contribution to the understanding of the physics of ultra-relativistic
shocks, and of the properties of the jet is also expected.

A.2.2 LST-1 analysis chain

cta-lstchain is the analysis library for the observed and simulated LST-1 data. The
pipeline is heavily based on ctapipe and follows the data analysis scheme described in
the previous sections to obtain lists of candidate y-ray events from raw data files. Data
are organized according to the standard data levels already introduced

e RO : Uncalibrated RAW waveforms from the camera

R1 : Calibrated waveforms from the camera

DL1a : Integrated charge and peak position of the waveform

DL1b : Image parameters (width, length, intensity, etc.)

e DL2 : Event parameters (energy, direction, time, etc.)

DL3 : Lists of reconstructed events after event selection with corresponding IRF's
(Acsy, energy dispersion, PSF, etc.)

A simplified version of the LST-1 data analysis pipeline is shown in Figure A.10, together
with the different tools used for each step. The steps marked with 1stchain must be
run by the analysers using the corresponding 1stchain command.

1stmcpipe
1lstmcpipe handles the analysis of MC data on the cluster at La Palma. It pro-
duces the trained models and the MC DL2 files required for data analysis. Both
train and test MC samples are available on the on-site computing infrastructure.
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Figure A.10: Simplified version of the LST-1 data analysis pipeline and the different
tools used for each step.

~-rays and protons are simulated in a wide range of telescope pointing directions,
up to ~70° zenith distance. These directions are chosen in two different grids of
pointings, one for the training MC and one for the test MC. The training MCs are
generated using pointings that follow “declination lines“, which essentially trace
the path followed by all sources at a specific declination when observed from the
LST-1 site. The test MCs are simulated in a grid of zenith and azimuth values. A
more detailed description of the MC samples available and of the pipeline can be
found in [41].

The NSB assumed in the LST-1 simulations is the one of a ”dark” sky field; how-
ever practical observations take place under a broad spectrum of NSB conditions,
including moderate moonlight levels or twilight conditions. The approach adopted
in order to have matching NSB levels between data and simulations, consists in
adding some random Poissonian noise to the MC events during the analysis chain,
right before the image cleaning step.

Istosa

lstosa is a fast LST On-Site Analysis chain, aimed at performing a reduction of
the raw data at the LST-1 site, so that the low and intermediate analysis products
are available to the LST Collaboration and delivered by internet to the CTA data
centers [87] [97]. The pipeline also performs data quality checks to debug potential
problems. To ensure reproducibility lstosa tracks the provenance of the analy-
sis products. DL1 files required for data analysis are automatically produced by
1stosa and analysers should not need to use this package directly (it is maintained
and handled by LST Onsite analysis team).

Istchain
The DL1 files to be used depend on the source you want to analyse. Unless one
has a good reason, the latest version of the DL1 files should be used. The list
of available trained RF models can be found in the Istmcpipe documentation and
production list, along with a description of each production. The choice of the
RF to use is related to the source position: the closest declination line should
be used, and the NSB level of the data. For dark observations the RFs already
available are fine, whereas for moon or twilight observations one must estimate the
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NSB level of the input files. This is done by changing the config file of the RF
models and producing new DL1 files and training new RF models. To produce a
config file tuned to the data you want to analyse, you may run 1stchain_tune_nsb
function that will produce a tuned_nsb_config.json file. Following the training
phase, the random forest models are applied to the Monte Carlo (MC) data for
each of the test sample pointing nodes. This application is carried out to compute
the Instrument Response Functions (IRFs). Additionally, the same models are
used with real DL1 data to derive DL2 data. The low-level data analysis can
be conducted in two distinct manners: source-dependent and source-independent.
In the source-dependent analysis, prior knowledge of the true source position is
utilized during event reconstruction. On the other hand, the source-independent
approach assumes no prior information about the source position. The IRFs are
computed with the pyirf package and used to evaluate the performance of the
LST-1. Starting from DL3 files ,generated from given data DL2 file and IRF files,
the high level data analysis is performed through gammapy.

A.2.3 GRB analysis

As member of the transient working group of the LST collaboration, I performed sev-
eral GRB analysis during my Burst Advocate shifts. In this section I will give an
overview of the properties of the GRBs I analysed and I will show some results for
GRB221221A, automatically repointed for the first time and observed under dark con-
ditions, GRB230414B, again observed under dark conditions and the only one with
known redshift, and GRB230723B, observed under moon conditions.

GRB221221A

This event is a long GRB triggered by Fermi GBM at 22:39:33 UTC on December
215t 20227, At 23:04 UTC the automatic procedure started automatic data taking
under dark conditions. Being an event triggered by GBM the errorbox is quite large
(radius=2.7 deg), nonetheless the observation is performed in standard wobble
mode around the alert coordinates. During data analysis it became clear that the
telescope control Unit (TCU) applied a wrong wobble offset (0.8 deg instead of 0.4
deg) to the source. This does not make any difference in the data analysis. The
observations happen in dark conditions (the moon, grey line, rises after the end of
the observation window - marked by the yellow vertical lines), meaning that it is
safe to use the RFs already available to go from DL1 data, produced by lstosa,
to DL2. The presence of a source can be checked already at DL2 level, with a
62 plot, where 6 is the angular distance between the source position (known from
the alert) and the position of the source reconstructed from the data. Usually a
check of the fsquared plot is sufficient to establish if any signal from the source is
present. For this event, due to the large error associated with the source position,
it is necessary to search for hot-spots in the counts map. Figure A.11 right shows
that the closest declination line is the one corresponding to dec=61.66 deg. Figure

"https://gen.gsfe.nasa.gov/other /693355175 fermi
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Figure A.11: Left: Visibility of GRB221221A from LST-1 site during the night between
December 215 and December 227 2022. Rigth: Path of the source in the sky during
observations and training nodes available.

A.12 shows both the #-squared plot with respect to the GBM source position and
the sky map obtained from fast analysis. Both plots show no sources, neither in
the declared position, nor across the FoV.

GRB230414B
This event is a long GRB (Tgyp = 25.98 £ 8.86 s) triggered by Swift-BAT at 16:15:16
UTC on April 14 20238,

LST-1 started observations at 22:00 UTC on the same day, with a delay of 5h
45min min and observed the source for a total time of 3.4h. The source has been
observed by a large number of instruments in several wavelengths and the Gran
Telescopio de Canarias (GTC) estimated its redshift to be 3.56°. As shown in the
right plot of Figure A.13, the Training MC that lies closest to the GRB data is the
one along the declination line dec_48.22. The plot on the left, in the same figure,
shows the altitude evolution of the GRB position as seen from the ORM during the
night between April 14" and April 15", 2023. The observations happen in dark
conditions (the moon, grey line, rises after the end of the observation window -
marked by the yellow vertical lines), meaning that it is safe to use the RF's already
available to go from DL1 data, produced by lstosa, to DL2. Since this source
was well localized it is sufficient to have a look at the #-squared plot, reported in
Figure A.14 left. From the plot can be seen that no signal was detected.

GRB230723B
The GRB230723B is again a long GRB triggered by Swift-BAT. The trigger came
on July 2374, 2023, in the morning (To=11:42:45 UTC). No redshift is available
for this GRB. The visibility window for LST-1 started around 21:30 UTC and the

Shttps://gen.gsfc.nasa.gov/other/1164180.swift
“https://gen.gsfe.nasa.gov/gen3/33629.gen3
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Figure A.12: Sky Map (left) and #-squared (right) plot for GRB221221A. f-square is
computed with respect to the source position given by GBM.
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Figure A.13: Left: Visibility of GRB230414B from LST-1 site during the night between
April 14 and April 15, 2023. Right: Path of the source in the sky during observations
and training nodes available.

GRB was observed for 3.2h with a delay of 10h from Ty. Unfortunately the NSB
conditions were not optimal, due to the presence of the moon, as shown in the right
panel of Figure A.15. This required a tuning of the MC Training sample, corre-
sponding to the declination line dec=-4.13, to the NSB level of the real data. The
noise levels to be added have been computed run by run. The NSB levels thus com-
puted have been applied to the MC DL1 data corresponding to the closest node to
each run. This step is performed thanks to 1stchain.scripts.lstchain dliab.
These MC files are then used to generate RF models for energy regression, particle
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Figure A.14: Left: 62 plot for GRB230414B obtained from DL2 data. Right:#? plot
for GRB230723B obtained from DL2 data.
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Figure A.15: Left: Path of the source in the sky during observations and training nodes
available. Right: Visibility of GRB230723B from LST-1 site during the night between
July 23 and July 24, 2023.

classification and disp parameter estimation. These models are applied to OSA
DL1 data corresponding to the GRB and a preliminary #-squared plot is produced.
Unfortunately also for this GRB there is no signal, as can be seen in the right plot
of Figure A.14 right. There is no need to go further with the analysis.



Appendix B

A proposal to test divergent
pointing mode

The MAGIC call for observing cycle 18 proposals closed in October 2022. Together with
a group of people working on divergent pointing and involved in both MAGIC and LST
collaborations, we submitted a technical proposal aimed at testing divergent pointing
with a real array of telescopes, namely the two MAGIC telescopes and LST-1.
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Figure B.1: Evolution of hFoV area (with respect to the parallel condition) and multi-
plicity with growing values of divergence. The blue line represents the total (geometric)
hFoV, the red line takes into account only the area of the hFoV covered by at least two
telescopes.

The idea was to perform a few hours of observations, either in dark or light moon
conditions, pointing each MAGIC telescope and the LST-1 in a direction determined by
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the divtel code. The source around which the array is diverged is the Crab Nebula. The
final goal is to establish, using some real data, the validity of the method, while shedding
light on the potential technical issues that will be faced when implementing divergent
pointing for CTA. To choose the divergent configuration the dimension of the FoV and
the average multiplicity are analysed for a set of values of div, going from div=0 and
div=0.45. The maximum value is the one that gives a value of mg,.=2, which is the
minimum requirement to label an event as triggered. Figure B.1 shows the evolution,
with respect to the div parameter, of the hFoV area relative to the value obtained in
parallel mode and average multiplicity. The blue line refers to the global (geometrical)
hFoV, while the red line refers to the hFoV covered by at least 2 telescopes. The latter
is the relevant parameter in determining the value of divergence to apply to the system.
The value of div selected is the one that maximizes the area of the hFoV covered by
at least two telescopes (div=0.00186). I run the simulations on the LST-1 computing
container, using CORSIKA/sim_telarray version 77100. The analysis was performed using
the magic-cta-pipe software, developed for joint magic-Ist1 analysis. In the next section
the text of the proposal is reported as presented to the MAGIC collaboration.

B.1 Observations of the Crab Nebula with MAGIC and
LST-1 in divergent mode

Scientific justification for the proposal (THREE pages maximum, text in pages 2
and 3, references and figures in page 4):

The goal of this proposal is to perform the first observations of a source using
divergent pointing[50][60]. The aim of this first test is purely technical: we want
to establish if divergent pointing is working as it should (e.g. from the trigger point
of view), if the software is able to handle such a pointing mode and to establish the
technical challenges related to it.

One of the advantages of the future generation of Imaging Atmospheric Cherenkov
Telescopes (IACTS), represented by the Cherenkov Telescope Array (CTA), is the
large number of high-performance telescopes that will constitute the array. This will
allow for the use of pointing modes different from the nominal one (currently used
by all IACT arrays), referred to as “parallel mode”, where all telescopes point to the
same position in the sky. Using standard pointing strategies, the total field of view
(FoV) of an array is highly limited by the FoV of the individual telescopes. The
current generation IACTs can provide sky-coverage of 5-10 deg?, which is very small
as compared to the current generation gravitational wave (GW) sky-localization (of
the order of 100-1000 deg?).
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One of the strategies of observation in order to cover the sky-localization of the GW )
events is by making tiling observations with narrow FoV [25, 92]. However, the
rapidly decaying emission of the transient makes it difficult to observe these events
with relatively narrow FoV of the current and even future generation facilities (i.e.
CTA-LST). A significant increase in the possibility of detection of the GW counter-
parts in the VHE band is expected with the help of this strategy. The timeline of
the LIGO-Virgo-KAGRA 04 and O5 runs® are scheduled in 2023 (March) and be-
ginning of 2026, respectively. Thus a larger FoV obtained from operational Diver-
gent pointing will perfectly complement the LIGO-Virgo-KAGRA runs.
In addition, the future generation of gravitational wave detectors such as Einstein
Telescope (ET) and Cosmic Explorer (CE) are planned around 2030-2035 which can
be synchronized with the full array operation of CTA. ET (and a network of ET and
CE) will localize most of the GW signals with an accuracy of the order of 100 deg?
[96] for close-by events (within redshift of 1-1.5.). Hence it is very timely to start
to search for alternative technical observation strategies for maximizing the FoV of
IACTs, in order to be able to maximize the detection rate of the EM counterparts
of GW events. The alternative pointing mode we propose is the so-called divergent
pointing. The idea on which it is based is the following: telescopes are inclined into
the outward direction by an angle increasing with the telescope distance from the
array center, allowing it to enlarge the overall FoV of the array (also referred as
Hyper-FoV, hFoV). This gain in FoV comes with both advantages and drawbacks.
The direct advantage of an enlarged hFoV is the reduction of the time needed to
cover large areas of the sky such as the one to be covered when performing sky
surveys or when searching for electromagnetic counterparts in the multimessenger
framework (such as GW events or neutrino events). This kind of observation will
benefit as well the search for transient events, enhancing the probability of serendip-
itously detecting them inside the field of view while the array is operating in survey
mode. The drawback is a worsening in the overall performance. Thus the value of
the divergence to be applied to the system is chosen in a way that allows to maximize
the size of the FoV while maintaining a certain average telescope multiplicity (num-
ber of telescopes looking at the same region of the sky), and, therefore, sensitivity.
MC simulations are also used to determine the performance of our array
in divergent mode and determine if the sensitivity is still sufficient for our
scientific purposes.

Up to now, divergent pointing has been studied only through MC simulations. We
would like to test, for the first time, the divergent pointing on a real ar-
ray of telescopes making it one of the pioneering works for alternative
strategy of following-up of the transient events.

“https://www.ligo.caltech.edu/news/1igo20220617
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Figure B.2: Left: Graphic representation of divergent pointing concept. Right: Hyper
Field of View of MAGIC + LST1 in divergent configuration (div=0.00186).
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(A simple model has been introduced in order to reduce the hyper-parameters needed |

to define the pointing direction of each telescope. This is called ” umbrella mode”
and is schematically represented in the pictures below [49]. The image shows the
position of a telescope on the ground, T, the array center of gravity, B, and the
position of a point, G, that defines the array divergence. The divergence angle, «,
whose value should be defined for each telescope, increases with the distance from
the array center. In order to control the divergence with a single parameter for the
whole array, we defined div = sin(«). The parameter div can move from 0 (parallel
pointing) to 1 (maximal divergence). Given the value of div and the position of each
telescope on the ground, the pointing direction of each telescope is defined. The
value of divergence to apply to the system has been selected in order to (slightly)
enlarge the hFoV maximizing the value of the effective hFoV (defined as the portion
of the hFoV covered by at least 2 telescopes).
MC simulations have been performed using CORSIKA and Sim_telarray which
have then been analyzed with magic-cta-pipe. The outcome of the simulations
showed that, as expected, the performance of the array in this configuration is
not significantly different from the one we achieve in parallel conditions. The div
value is applied starting from a condition, where the telescopes point the source
in on-mode, but none of the telescopes will, in the final position have the source
exactly at the center of the camera. Applying a small value of divergence allows
to keep the source at a maximum distance from the center that is lower than the
standard wobble offset, thus preventing us from falling into a region of the MAGIC
camera where the response is degraded.

Technical description of the MAGIC observations, including an explanation of
the requested time criticality for these observations (in case it is different from
0):

For the divergent observations, a list of pointing directions for the three telescopes
will be computed using divergent pointing tools for each source position. We are
required to track the source for 20 minutes and then another list of positions will be
given. In total, we require 20 h of Crab: 10h in divergent mode and 10h in parallel
mode to be used as a comparison. The most important thing is the observing
conditions (moon and zenith to be the same for both datasets)
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Appendix C

Performance plots

The following section is dedicated to the performance plots of the configurations not
reported in the main text.

C.1 Point-like performance
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Figure C.1: Angular resolution for cfgl.5 obtained with ctapipe.
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Figure C.2: Left: Effective area for divergent pointing configuration cfgl.5. The com-
parison is made with CTA requirements and with parallel pointing Southern array in
the alpha configuration. Right: Background rate for divergent pointing configuration
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Figure C.9: Angular resolution for cfg4 obtained with ctapipe.
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Figure C.10: Left: Energy bias and resolution for cfg4. The requirements refer to energy

resolution only. Right: Energy dispersion relation for divergent pointing configuration
cfgd.
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Figure C.11: Left: Effective area for divergent pointing configuration cfgd. The com-
parison is made with CTA requirements and with parallel pointing Southern array in
the alpha configuration. Right: Background rate for divergent pointing configuration
cfgd.
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Figure C.12: Sensitivity to an on-axis point-like vy-ray source for divergent pointing cfg4.
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C.14

Figure C.13: Angular resolution for cfgh obtained with ctapipe.
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Figure C.15: Left: Effective area for divergent pointing configuration cfgh. The com-
parison is made with CTA requirements and with parallel pointing Southern array in
the alpha configuration. Right: Background rate for divergent pointing configuration
cfgb.
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C.2 Diffuse performance
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Figure C.17: Geometric HFoV for cfgl.5. The radius of the reported circles is used as
a reference to select the maximum radius up to which the performance is computed for
primary diffuse gammas.
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Figure C.18: Acceptance maps of gammas (left) and background (right) for divergent
cfgl.5. The acceptance is computed up to a distance of 6deg from the center of the FoV,
distance which is marked with a circle in the gamma’s plot. The same plot also reports
four letters marking the directions along which the symmetry of the FoV is checked.
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Figure C.19: Evolution of energy dispersion with growing distance from the center of
the FoV for divergent cfgl.5. Each line refers to one of the directions reported in Figure
C.18.
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Figure C.22: Energy bias and resolution for cfgl.5 at different distances from FoV center.
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Figure C.23: Sensitivity curves for cfgl.5 in different bins of distance from the FoV
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Figure C.25: Geometric HFoV for cfg2. The radius of the reported circles is used as a
reference to select the maximum radius up to which the performance is computed for
primary diffuse gammas.
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Figure C.26: Acceptance maps of gammas (left) and background (right) for divergent
cfg2. The acceptance is computed up to a distance of 6deg from the center of the FoV,
distance which is marked with a circle in the gamma’s plot. The same plot also reports
four letters marking the directions along which the symmetry of the FoV is checked.
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Figure C.27: Evolution of energy dispersion with growing distance from the center of
the FoV for divergent cfg2. Each line refers to one of the directions reported in Figure
C.26.
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Figure C.28: Evolution of PSF with growing distance from the center of the FoV for
divergent pointing cfg2. Fach line refers to one of the directions reported in Figure C.26.
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Figure C.29: Energy regression for cfg2 at different distances from FoV center.
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Figure C.31: Sensitivity curve for cfg2 in different bins of distance from the FoV center.
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Figure C.32: Left: Background rate for cfg2 computed in different distance bins form

the center of the Fov. Right: Angular resolution at different distances from the hFoV
center for cfg2.
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Figure C.33: Geometric HFoV for cfgd. The radius of the reported circles is used as a
reference to select the maximum radius up to which the performance is computed for
primary diffuse gammas.
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Figure C.34: Acceptance maps of gammas (left) and background (right) for divergent
cfgd. The acceptance is computed up to a distance of 6deg from the center of the FoV,
distance which is marked with a circle in the gamma’s plot. The same plot also reports
four letters marking the directions along which the symmetry of the FoV is checked.
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Figure C.35: Evolution of energy dispersion with growing distance from the center of
the FoV for divergent cfg4. Each line refers to one of the directions reported in Figure
C.34.
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Figure C.37: Energy regression for cfg4
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Figure C.44: Evolution of PSF with growing distance from the center of the FoV for
divergent pointing cfgb. FEach line refers to one of the directions reported in Figure C.42.
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Figure C.45: Energy regression for cfgh at different distances from FoV center.
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Figure C.46: Energy bias and resolution for cfgh at different distances from FoV center.
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