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Abstract—Educational virtual environments (EVEs) can enable
effective learning experiences on various devices, including smart-
phones, using nonimmersive virtual reality (VR). To this purpose,
researchers and educators should identify the most appropriate
pedagogical techniques, not restarting from scratch but exploring
which traditional e-learning and VR techniques can be effectively
combined or adapted to EVEs. In this direction, this article explores
if test questions, a typical e-learning technique, can be effectively
employed in an EVE through a careful well-blended design. We
also consider the active performance of procedures, a typical VR
technique, to evaluate if test questions can be synergic with it or
if they can instead break presence and be detrimental to learning.
The between-subject study we describe involved 120 participants
in four conditions: with/without test questions and active/passive
procedure performance. The EVE was run on a smartphone,
using nonimmersive VR, and taught hand hygiene procedures
for infectious disease prevention. Results showed that introducing
test questions did not break presence but surprisingly increased
it, especially when combined with active procedure performance.
Participants’ self-efficacy increased after using the EVE regardless
of condition, and the different conditions did not significantly
change engagement. Moreover, participants who had answered test
questions in the EVE showed a reduction in the number of omitted
steps in an assessment of learning transfer. Finally, test questions
increased participants’ satisfaction. Overall, these greater-than-
expected benefits support the adoption of the proposed test question
design in EVEs based on nonimmersive VR.

Index Terms—Educational virtual environment (EVE), mobile
learning, procedural knowledge, quizzes, user evaluation, virtual
reality (VR).

I. INTRODUCTION AND BACKGROUND

V IRTUAL reality (VR) is a technology that presents a
synthetically generated 3-D virtual environment (VE) to

the user through visual, auditory, and possibly other stimuli [1].
When the VE is based on pedagogical models, incorporates or
implies didactic objectives, and provides users with experiences
to foster learning outcomes [2], it is called educational virtual
environment (EVE).
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Since its early years, VR technology has included immer-
sive and nonimmersive experiences [3]. Immersive VR exploits
specific hardware, such as head-mounted displays (HMDs) or
multiple large-size projections, called cave automatic virtual
environments (CAVEs), to surround users with the VE. Nonim-
mersive VR exploits conventional screens like PC monitors or
smartphones and tablets. In addition, some researchers consider
an intermediate level of immersion, called semi-immersive VR,
which includes single large-size projections [4], multiple small-
size projections [5], projections over a physical workbench [6],
and monitors with 3-D stereoscopy [7]. In a review covering
EVEs from 1999 to 2009 [2], most of the 53 reviewed studies
used nonimmersive VR, displaying the EVEs on desktop PC
monitors, while only 16 studies used immersive VR, displaying
the EVEs on HMDs or surrounding the users with CAVEs. The
recent availability of consumer HMDs, with a wide field of
view and six degrees of freedom (6DOF) tracking of users’ head
and hand movements, facilitates the development of immersive
EVEs. Moreover, the massive availability of smartphones that
can support interactive 3-D graphics now allows the delivery of
nonimmersive EVEs to millions of learners [8].

To enable EVEs to deliver effective learning experiences on
various devices, researchers and educators should identify the
most effective pedagogical techniques. In doing so, they should
not restart from scratch but explore how the vast amount of
knowledge from traditional e-learning and VR literature can be
effectively combined or adapted to EVEs.

Indeed, a considerable number of studies showed positive
effects of EVEs in education and training, as discussed by
several reviews, spanning different learners and domains [2],
[9], [10], [11], [12], [13], [14], [15], [16]. Some studies also
compared EVEs with traditional learning methods (see, e.g.,
[17], [18], [19], [20], [21], and [22]) or compared the same EVE
in immersive versus nonimmersive VR (see [21] for a quick
review of these studies). However, to better inform the design of
effective EVEs, there is a need for new studies that address their
different features (beyond immersiveness) and how different
designs of those features can contribute to learning and related
outcomes (e.g., learners’ motivation). In traditional e-learning,
a considerable number of studies evaluated the effects of several
specific features, such as personalization, different types of
multimedia content, provision of different kinds of feedback,
support of different learning strategies, use of different language

© 2024 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see
https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0003-0868-3638
https://orcid.org/0000-0001-5975-4294
mailto:fabio.buttussi@uniud.it
mailto:luca.chittaro@uniud.it


2254 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, VOL. 17, 2024

styles, and alternative ways to control learning sequence and
pace (see, e.g., [23]).

Recent research focuses on exploring the efficacy of such
traditional e-learning features in the context of EVEs. For ex-
ample, Meyer et al. [24] focused on the possibility of offering
pretraining to validate the pretraining principle, which states
that people learn more deeply from a multimedia message when
they know the names and characteristics of the main concepts
[25]. They compared a video and an immersive EVE condition
with and without pretraining. In a 2 × 2 study involving 118
participants, they showed that pretraining had a positive effect
on knowledge, transfer, and self-efficacy in the immersive EVE
condition but no effect in the video condition. Albus et al. [26]
instead studied the effects of signaling, i.e., highlighting relevant
information, in an EVE. The study involved 107 participants and
showed that signaling improved learners’ recall performance,
extending the positive effect of signaling found in traditional
e-learning to EVEs. Bohné et al. [27] considered 14 features for
a web-based EVE, including features from traditional e-learning
(e.g., providing feedback about the state) and features inspired
by games (e.g., giving badges for learners’ achievements). A
study with 355 online participants contrasted three versions
of the EVE with two, six, or all the features without finding
statistically significant differences favoring the versions with
more features.

In this article, we focus on test questions (TQs), a feature
typical of traditional e-learning for both learning and assessment
purposes, and we explore if they can be effectively employed in
an EVE through careful design. To achieve the same learning and
assessment purposes, EVEs for teaching procedural knowledge
often ask users to actively perform the steps of the procedure
in VR. Some previous studies analyzed some effects of active
versus passive performance in EVEs. Chittaro and Sioni [28]
contrasted two modes of using an EVE about safety risks in
a study with 42 participants where half of the participants
interactively progressed through the experience by moving and
acting in the EVE, while the other half passively watched
the experience progressing automatically. Results showed that,
while the two conditions increased participants’ knowledge and
self-efficacy in a similar way, interactively experiencing the EVE
heightened emotional response during the experience (measured
in terms of skin conductance and heart rate) and perception of
the depicted risks (in terms of severity and vulnerability) after
completing the experience. Roussou and Slater [29] compared
learning how to solve arithmetical fraction problems in three
conditions: 1) an interactive VR condition, where participants
actively performed tasks in a CAVE-based EVE; 2) a passive VR
condition, where participants observed a robot doing the tasks in
the same CAVE-based EVE; and 3) a non-VR condition, where
participants performed the tasks using physical plastic bricks.
The study with 50 participants showed that, given the same
starting level, there is greater learning gain among participants
in the VR conditions than among participants in the non-VR
condition, while no statistically significant difference was found
between interactive and passive VR conditions. Ferguson et al.
[30] assessed the effects of two aspects: 1) active and passive
exploration of the EVE and 2) structure (explicit versus implicit)

of the story narrated within the EVE. The 2 × 2 study with
42 participants showed that actively exploring the EVE had
positive effects on cognitive interest and feeling of presence and
that an implicit story structure led to increased recall of spatial
information, while a passive (guided) exploration was beneficial
for optimal learning of factual knowledge.

Our study researches if TQs inside EVEs can be synergically
combined with the active performance (AP) of the procedure or,
instead, they can break the EVE experience and be detrimental
to learning. The specific graphical and interaction design of TQs
we employ is aimed at blending well in the EVE to minimize the
possible feeling of a break in presence in the EVE. The EVE we
used in the study is a nonimmersive VR application for smart-
phones that teaches hand hygiene procedures in the prevention of
infectious diseases, displayed through an animated pedagogical
agent (APA) [31]. Effectively educating the general public and
health workers about this topic is of particular importance, as
dramatically pointed out by the COVID-19 pandemic. Our study
analyzed two different aspects of TQs in EVEs: the effects of
whether including or not TQs inside an EVE and their possible
interaction with an active or passive experience of the procedures
in the EVE. More specifically, we considered the possibility for
participants to either passively watch the APA demonstrating
the hand hygiene procedure or actively perform the procedures
on the APA.

Besides assessing effects on objective measures of learning in
a final assessment of learning transfer to the real world (correct
steps and errors in performing the hand hygiene procedure), we
considered subjective measures of learning confidence (changes
in self-efficacy between before and after using the application)
and of learning experience (sense of presence in the EVE,
engagement, and satisfaction). We formulated the following
hypotheses for the study.

1) TQs could increase learning of the procedure because
testing is not only a means for assessment but also a means
to improve learning [32].

2) AP could increase learning of the procedure because it
may support learning by doing [33].

3) TQs might break the sense of presence in the EVE because
they can be perceived as an extraneous element that does
not belong to the virtual experience, and some anomalies
in the VE will induce a break in presence [34].

4) AP could increase participants’ self-efficacy regarding
hand hygiene because gaining experience in performing a
given behavior is a major factor that contributes to increase
self-efficacy [35].

The study was exploratory about engagement and satisfaction.
Lessons learned in our study can be useful to inform the design
of new EVEs based on nonimmersive VR.

The rest of this article is organized as follows. Section II
provides advice on designing TQs in a way that blends them
well in the EVE. Section III describes the materials and meth-
ods of the user study, including the proposed hand hygiene
application with the APA. Section IV reports the results. Sec-
tion V discusses the results and the limitations of the user study,
also outlining future work. Finally, Section VI concludes this
article.
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II. TQ DESIGN

The design of TQs for introduction into EVEs should blend
them well into the virtual experience. The final design of TQs
for our EVE results from an iterative process based on the
literature analysis and the feedback from a professional creator
of e-learning courses in health and safety, who shared his expert
knowledge with us. Before describing our EVE in detail in the
following section, we share some general considerations for the
design of TQs aimed at blending them well in EVEs and special
considerations for nonimmersive ones.

A. Structure and Media for TQs

TQs offering multiple choices include a stem (the stimu-
lus for the response, typically in question format), the correct
choice (one undeniably correct answer), and distractors (the
unquestionably wrong answers) [36]. Stem, correct choice,
and distractors are typically displayed using text, but in rare
circumstances, correct choice and distractors can be drawings
or photographs [36]. In our iterative design process, we tried
both text and pictorials for correct choice and distractors. On
the one hand, reading long text displayed as an overlay on
the EVE might draw learners’ attention away from the EVE
and break the learners’ sense of presence. Moreover, reading
on the small screen of smartphones can affect comprehension
[37] and cause eye-related symptoms [38]. On the other hand,
pictorials can be ambiguous and lead to low comprehension
(see, e.g., [39] about the comprehension of pictorials in safety
cards). Moreover, pictorials might also break presence if their
graphics differ from the graphics of the EVE. For example, when
considering hand hygiene, using simplified drawings (e.g., those
used in some safety posters) or photographs of real nurses’ hands
will not match the 3-D graphics of the EVE. Therefore, to keep
consistency and avoid breaking presence, in our final design,
we represent correct choice and distractors as pictorials that
render 3-D models used in the EVE with the same textures and
colors, maximizing visual consistency between the answers and
the EVE. To prevent possible pictorial ambiguity, we added text
below the pictorials, but we limited it to a few words, in most
cases only one [see Fig. 1(c), (d), and (e)] to minimize reading
time.

B. Space Usage and Answer Number

A fundamental design aspect concerns the use of screen space
because TQs should not hide relevant parts of the EVE to prevent
a break in presence. For example, the APA has an essential role
in our EVE, so TQs should be displayed below or above the
APA. The use of screen space is particularly important for non-
immersive EVEs displayed on the small screens of smartphones.
The number of displayed answers in the TQ is a major factor
in determining screen space. Too many displayed distractors
can lead to excessive use of screen space and long reasoning
times, while too few distractors may easily lead to successful
answers, even by pure chance. In our iterative design process,
we created prototypes with two to six answers displayed in
one or two rows. Displaying three answers in a row (i.e., one

correct choice and two distractors) appeared to be appropriate
to meet both limited screen space and readability needs. This
choice is consistent with traditional education literature, which,
based on other considerations (e.g., long reasoning times versus
successful answers by pure chance), suggests that the optimal
number of answers is three [40], [41], [42], [43], [44].

C. TQ Feedback

Another essential aspect of TQs is feedback, which can be
defined as information regarding one’s performance or under-
standing [45]. In e-learning, three main types of feedback have
been identified [46]: 1) knowledge of results (i.e., revealing if the
learners’ answer is correct or wrong); 2) knowledge of correct
response (i.e., revealing the correct choice); and 3) elaborated
feedback (i.e., explaining why the learners’ answer was correct
or not). In our design, we preferred avoiding long textual elabo-
rated feedback because of sense of presence and reading issues
mentioned before [37], [38]. Regarding the remaining two types,
we favored knowledge of results over knowledge of correct
response because the former can give learners the possibility
to retry if the feedback is implemented as answer-until-correct
[47]. This has the potential to blend well with an interactive EVE,
especially if learners can also actively try other actions, e.g., in
our case, perform the steps of the procedure. In addition to the
type of feedback, its style could also contribute to blending TQs
well in the EVE. For example, the feedback style about correct
and wrong answers could be made more consistent with the EVE
by using the same sounds and animations of the EVE [see the
description of virus animation to provide feedback for both TQs
and performance of procedure steps in the next section; Fig. 1(e)
and (h)].

D. Timing of TQs

A final design choice concerns the timing of TQs, which
can be administered together at the end of instruction or dis-
tributed during instruction. Considering video lectures, adding
TQs during video playback was found to be engaging [48], so
we decided to try this approach in nonimmersive VR. More
precisely, considering the case of procedural knowledge, we
preferred not to break the flow of the procedure the first time
it is introduced to the learner but instead to present questions in
between following procedure reviews. In this context, the natural
way to split the procedure reviews was to introduce TQs before
each step. This was also meant to blend TQs well with the AP
of the procedure since the learners could alternate a TQ with
a step performance until all steps were completed. If results in
[48] extend from videos to nonimmersive VR, this design should
support engagement, while the alternance question/performance
should lead to a flow in procedure review without breaking the
flow of procedure presentation.

III. MATERIAL AND METHODS

The study followed a 2 × 2 design. One independent variable
concerned whether including or not TQs and had two levels
(Yes, No) indicating if participants had to answer TQs or not.
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Fig. 1. Screenshots of the hand hygiene EVE. (a) and (b) APA teaching the procedure. (c) TQ. (d) Feedback for correct answer to TQ. (e) Feedback for wrong
answer to TQ. (f) AP of a procedure step. (g) Feedback for too long performance of a step. (h) and (i) Feedback for too short performance of a step. (j) APA
automatically performing a step. (k) Final debriefing screen. The language of the text in the screenshots is the language spoken by participants.
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TABLE I
FOUR GROUPS OF PARTICIPANTS AND CORRESPONDING LEVELS OF THE

INDEPENDENT VARIABLES

The other independent variable concerned the AP of the steps
in the procedure to be learned and had two levels (Yes, No)
indicating if participants had to actively perform the steps of the
procedure on the APA or, instead, they watched them performed
automatically by the APA.

The study was between-participants to exclude possible learn-
ing effects that trying multiple conditions can produce. Each
participant was thus assigned to only one of the four groups
described in Table I.

A. Hand Hygiene Application

To evaluate the effects of TQs and AP inside an EVE for
a realistic purpose, we used a nonimmersive EVE where hand
hygiene in the prevention of infectious diseases is taught with the
involvement of an APA. The learning goal of the EVE is to teach
how to sanitize the hands safely and quickly, so the APA must
explain how to sanitize all parts of the hands and how much is the
appropriate amount of time for each part: not too short, to avoid
insufficient sanitization, and not too long, to avoid wasting time,
which is an important aspect in work contexts. The application
was developed for smartphones using the Unity game engine,
appearing to users as an educational game or “serious game” in
Zyda’s terminology [49].

More precisely, the application went through the following
phases with participants.

1) Login: The application displays a login screen requesting
a password. The given password is associated with an
anonymous identifier given to the participant. The anony-
mous identifier is, in turn, associated with the group the
participant belongs to, allowing the application to apply
the group settings (inclusion or not of TQs and active or
passive performance of the procedure).

2) Procedure presentation: The application displays the EVE
where the APA, represented as a nurse, briefly introduces
the hand hygiene procedure [see Fig. 1(a)]. Then, for
each step of the procedure, the application shows a brief
textual description, a voice-over verbally explains the step,
and the APA demonstrates how to perform the step [see
Fig. 1(b)]. The procedure consists of seven steps, devoted

to the sanitization of the different parts of the hands, in this
sequence: a) palms; b) backs; c) areas between fingers; d)
back of fingers; e) thumbs; f) fingertips; and g) wrists.

3) First review of the procedure: The application asks the par-
ticipant to interactively review the procedure step by step.
This phase differs according to the group the participant
belongs to, as follows.

a) Presence of TQs: If TQ = Yes, the review of each step is
preceded by a TQ asking which step must be performed
next among three possibilities [see Fig. 1(c)]. If the partic-
ipant selects the correct step, the answer is highlighted in
green [see Fig. 1(d)]; otherwise, red viruses are animated
over the wrong choice, which is highlighted in red [see
Fig. 1(e)]. If the participant belongs to a group where
TQ = No, the TQ is not displayed.

b) AP of procedure: If AP = Yes, then the participant must
perform a gesture on the touchscreen to control the per-
formance of the step until the corresponding part of the
hand or wrist is sanitized [see Fig. 1(f)]. If the participant
performs the step for too long, a message informs the
participant [see Fig. 1(g)], who is invited to press the
button on the bottom of the screen to continue. If the parti-
cipant does not perform the step or performs it for too little
time, animated red viruses appear, and the current part of
the hand or wrist is highlighted in red to suggest that it
is not sanitized enough [see Fig. 1(h)]. Then, a message
informs the participant to continue rubbing the part of the
hand or wrist until it is fully covered with disinfectant [see
Fig. 1(i)]. If AP = No, the APA automatically performs
the steps of the procedure, stopping after each step, and
the participant should only press the button on the bottom
of the screen to continue with the next step until the APA
has completed the procedure [see Fig. 1(j)].

c) Debriefing: At the end of the procedure, in all groups, the
application displays a debriefing screen [see Fig. 1(k)] that
marks each step of the procedure with either a green tick
or a red cross. The red cross highlights the steps for which
the user made errors, and a comment on a red background
describes the error (i.e., wrong answer to a question, too
short, or too long performance of a step).

4) Second review of the procedure: The application asks the
participant to interactively review the procedure a second
time. This phase differs among groups as described in the
previous phase. It concludes with the second debriefing
and a final screen, which tells the participant that the
application can be closed.

B. Participants

The study involved a sample of 120 participants (101 males,
19 females). They were undergraduate students who had fol-
lowed a course on human–computer interaction. To be involved
in the study, participants had to have an Android or iOS smart-
phone available and be able to install and use mobile applications
in it. Participants’ age ranged from 20 to 28 (M = 21.75,
SD= 1.39). We asked participants the number of hours per week
they used mobile applications with 3-D graphics (e.g., games).
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Their answers ranged from 1 to 7 (M= 4.65, SD= 1.93). Finally,
we administered the self-efficacy questionnaire described in
Section III-C to assess participants’ self-efficacy in hand san-
itization before using the application (pretest self-efficacy). The
obtained values ranged from 2.6 to 6.8 (M = 4.88, SD = 0.88).

Participants were assigned to the four groups in such a way
that: 1) each group had 30 participants (24 males and 6 females
in the group with TQ=No, AP=No; 25 males and 5 females in
the other groups) and 2) the four groups were similar in terms of
age, number of hours per week using mobile applications with
3-D graphics, and pretest self-efficacy. Each of these variables
was submitted to a one-way analysis of variance (ANOVA)
that confirmed the lack of statistically significant differences
between groups.

C. Measures

Since we were interested in both objective and subjective
measures of learning and of the learning experience in the EVE,
we measured the following dependent variables.

1) Learning Transfer: To objectively evaluate the learning of
the taught procedure, we involved participants in an assessment
of learning transfer after they used the application with the
EVE. In this assessment, we asked participants to physically
perform all the steps of the hand hygiene procedure in the correct
sequence, also verbally describing each step before performing
it. The only difference with respect to performing the procedure
in a real disinfection context was that we told participants to
imagine having already put the sanitizer gel on their hands. We
decided to do so to guarantee that participation in the study did
not cause discomfort to participants, such as common dermato-
logic reactions to hand sanitizers (skin dryness in most people,
eczema breakout trigger in some people with eczema) and other
types of possible harm such as damage to the outer layer of
the eye (if the participant accidentally touches his/her eyes
shortly afterward hand sanitizer use). The experimenter recorded
audio and video of the physical performance of the procedure
focused on the hands and the forearms of the participants. Later,
he reviewed the videos and objectively assigned one of the
following unambiguous and mutually exclusive codes to each
of the seven steps of the taught procedure.

a) Correct: The participant performed the step completely
and correctly, as taught in the procedure.

b) Incompliant: The participant performed the step, but in-
completely or in a way that did not match the one taught
in the procedure.

c) Omitted: The participant did not perform the step in the
assessment.

By summing up all the steps with the same code, we obtained
three measures, respectively called correct steps, incompliant
steps, and omitted steps. Each of these measures can range from
0 to 7, i.e., the total number of steps in the procedure. In addition,
the experimenter computed the following measures.

a) Misplaced steps: This is the number of misplaced steps in
the procedure. To compute it, each correct or incompliant
step in the procedure was considered individually and
counted as a misplaced step if it was performed before
(respectively, after) at least one step that should have

preceded (respectively, followed) it in the correct sequence
of the procedure.

b) Extraneous steps: It is the number of steps that should
not have appeared in the procedure, e.g., the participant
performed two steps to clean the same part of the hands
in two ways, one of which was not present in the taught
procedure.

2) Presence: To measure the sense of presence in the EVE
experience, we administered the widely used Igroup Presence
Questionnaire (IPQ)1 [50] to participants after they used the
EVE. The IPQ asks participants to rate 14 items on a seven-point
scale, ranging from 0 to 6. While eight of the items have the
extreme values labeled in terms of agreement and disagreement
as in Likert scales, the remaining six items have the extreme
values labeled in other terms (e.g., “about as real as an imagined
world”—“indistinguishable from the real world”). The IPQ
includes a general item related to the sense of “being there”
and three subscales (see confirmatory factor analysis in [50]): 1)
spatial presence (five items); 2) involvement (four items); and 3)
experienced realism (four items). Subscales and total presence
score are calculated by averaging the items.

3) Engagement: To measure engagement, we adapted the
Game Engagement Questionnaire (GEQ) proposed in [51]. The
GEQ includes 19 items, and participants are asked to rate each
of them on a three-point scale (1 = No, 2 = Sort of, 3 = Yes).
Seven of the GEQ items are specifically about games or playing,
so we adapted them to make them suitable for rating an EVE
by changing “game” into “tool” and “playing” into “using”, as
in [21]. The ratings of the 19 items were summed up to form a
scale that could range from 19 to 57.

4) Satisfaction: To measure participants’ satisfaction with
the EVE, we used the satisfaction subscale (seven items) of the
USE Questionnaire [52], asking participants to rate their level of
agreement on a seven-point Likert scale (1 = strongly disagree,
7= strongly agree). The ratings were summed up to form a scale
that could range from 7 to 49.

5) Self-Efficacy: To assess participants’ self-efficacy in hand
sanitization, we designed a questionnaire by adapting items from
well-known self-efficacy questionnaires [53]. The self-efficacy
questionnaire contained five items: 1) I feel confident of my
ability to sanitize my hands; 2) I would be able to sanitize every
part of my hands and wrists; 3) I could sanitize my hands without
making mistakes; 4) I would be able to understand when my
hands are sanitized; and 5) I could sanitize my hands quickly,
but correctly. The questionnaire asked participants to rate their
level of agreement on a seven-value Likert scale (1 = strongly
disagree, 7 = strongly agree). The questionnaire score was
obtained by averaging all item ratings. The measure was taken
before (pretest self-efficacy) and after (posttest self-efficacy) the
use of the application.

D. Procedure

The study was conducted during a period in which
access to the university laboratories was discouraged due
to the COVID-19 pandemic, so we opted for a remote

1[Online]. Available: http://www.igroup.org/pq/ipq

http://www.igroup.org/pq/ipq
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videoconferencing evaluation to protect participants’ health.
Candidate participants were invited to book a slot of 30 min using
an online calendar system. The week before the booked time, the
experimenter sent participants an email with preliminary instruc-
tions and a form for obtaining participants’ written consent. The
instructions informed participants that they would be involved in
an evaluation of a mobile learning application without specifying
the taught topic. They also instructed participants how to send
back the signed informed consent form and download and install
the application on their smartphone before the booked slot. The
installed application could not be run without the password
they would receive during the videoconference meeting. The
instructions invited participants to connect to the videoconfer-
encing platform (Microsoft Teams) at least 10 min before the
booked slot and to wait for the experimenter’s call. Finally, the
instructions informed participants that they would also fill out
some questionnaires using an anonymous identification code.

At the booked time, the experimenter called the participants,
summarized information they had already received in the in-
structions and consent form, and informed participants that the
webcam had to be turned on only upon the experimenter’s re-
quest. Then, the experimenter told participants their anonymous
identification code and wrote it in the Teams chat. On the same
chat, the experimenter sent the link to the initial questionnaire
about participants’ gender, age, and number of hours per week
they used mobile applications with 3-D graphics. The experi-
menter told participants that they could ask any questions about
the questionnaire and invited them to fill it out. Then, the exper-
imenter did the same for the pretest self-efficacy questionnaire.

After participants had completed the two questionnaires, the
experimenter asked them to check that their smartphone was
connected to the Internet and that the sound volume was set to a
comfortable level that could allow them to hear the sound from
the application. He informed participants that during the use
of the application, they had to follow the instructions provided
by it and that they could not communicate with the experi-
menter while they were using the application. After asking if
they had any questions, the experimenter gave participants their
individual password to log in to the application, as described in
Section III-A.

After the use of the application, the experimenter reminded
participants what their code was and sent the links to presence,
engagement, satisfaction, and posttest self-efficacy question-
naires, inviting participants to fill them. Then, participants were
asked to turn on their webcam and place it in a way that could
focus only on their hands and forearms. After checking that the
camera viewpoint clearly included hands and forearms, the ex-
perimenter started recording, and participants carried out the fi-
nal assessment of learning transfer, as described in Section III-C.

IV. RESULTS

Since our groups differed on two independent variables, as
described in Table I, a between-subjects 2 × 2 ANOVA was
used to analyze the dependent variables measured once (all the
variables described in Section III-C, except self-efficacy). In case
of interactions, we analyzed simple effects of TQ separately at

the two levels of AP, and simple effects of AP separately at the
two levels of TQ using Bonferroni correction. Effect sizes are
reported as partial eta squared (ηp2).

We did not analyze extraneous steps because their occurrence
was negligible in all groups (only seven users included a single
extraneous step each: 2 in TQ = Yes, AP = Yes; 3 in TQ = No,
AP = Yes, 1 in TQ = Yes, AP = No, and 1 in TQ = No,
AP = No).

Since self-efficacy was measured twice over time (pretest
and posttest), it was analyzed using a mixed-design 2 × 2 × 2
ANOVA, in which TQ and AP served as the between-subjects
variables, and time of measurement served as the within-subjects
variable.

A. Learning Transfer

Considering learning transfer (see Fig. 2), the analysis found
no main effect of TQ, no main effect of AP, and no interaction,
in correct, incompliant, and misplaced steps, p > 0.05 for all.
The analysis of omitted steps instead revealed a main effect of
TQ, F(1,116) = 4.39, p < 0.05, ηp2 = 0.04; a main effect of
AP, F(1,116) = 4.39, p < 0.05, ηp2 = 0.04; and no interaction,
p > 0.05. The number of omitted steps was lower when TQs
were included (M = 0.57, SD = 0.59) than when they were not
(M= 0.83, SD= 0.81) and was higher with AP of the procedure
(M = 0.83, SD = 0.81) than passive watching of the procedure
(M = 0.57, SD = 0.59).

B. Presence

Considering presence (see Fig. 3), the analysis revealed a
main effect of TQ, F(1,116) = 5.07, p < 0.05, ηp2 = 0.04;
no main effect of AP, p > 0.05; and an interaction between
TQ and AP, F(1,116) = 6.23, p < 0.05, ηp2 = 0.05, in the
total score. The total score for presence was higher when TQs
were included (M = 3.29, SD = 0.95) than when they were
not (M = 2.92, SD = 0.91). Investigating interaction, in case
of passive watching of performance, we found no statistically
significant difference in total score between participants who
answered TQs and those who did not, p > 0.05. On the con-
trary, with AP, the total score for presence was higher when
TQs were included (M = 3.64, SD = 0.75) than when they
were not (M = 2.85, SD = 0.93), p < 0.005. With no TQs,
we found no statistically significant difference in total score
between active and passive performance, p > 0.05. On the
contrary, with TQs, the total score for presence was higher with
AP (M = 3.64, SD = 0.75), rather than passive performance
(M = 2.94, SD = 1.02), p < 0.005.

For the general item about the sense of “being there,” the
analysis revealed no main effect of TQ, p > 0.05; no main
effect of AP, p > 0.05; and an interaction between TQ and
AP, F(1,116) = 4.92, p < 0.05, ηp

2 = 0.04. With passive
performance, we found no statistically significant difference in
total score between participants who answered TQs and those
who did not, p> 0.05. On the contrary, with AP, the score for the
general item was higher when TQs were included (M = 3.83,
SD = 1.32) than when they were not (M = 2.90, SD = 1.73),
p < 0.05. With no TQs, we found no statistically significant
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Fig. 2. Means of correct, incompliant, omitted, and misplaced steps in the four groups. Capped vertical bars indicate ± SE. The ∗ sign indicates differences with
p <0.05.

Fig. 3. Means of presence total score, general item about the sense of “being there,” spatial subscale, involvement subscale, and experience realism subscale in
the four groups. Capped vertical bars indicate ± SE. The ∗, ∗∗, and ∗∗∗ signs indicate differences with p <0.05, p <0.01, and p <0.005, respectively.

difference in the score for the general item between active and
passive performance, p > 0.05. On the contrary, with TQs, the
score for the general item was higher with AP (M = 3.83,
SD = 1.32), than passive performance (M = 2.97, SD = 1.45),
p < 0.05.

For the spatial presence subscale, the analysis revealed no
main effect of TQ, p > 0.05; no main effect of AP, p > 0.05; and
an interaction between TQ and AP, F(1,116) = 5.90, p < 0.05,
ηp

2 = 0.05. With passive performance, we found no statistically
significant difference in spatial presence between participants
who answered TQs and those who did not, p> 0.05. On the con-
trary, with AP, the score for spatial presence subscale was higher
when TQs were included (M= 3.64, SD= 1.05) than when they
were not (M = 2.84, SD = 1.36), p < 0.01. With no TQs, we
found no statistically significant difference in spatial presence
subscale between active and passive performance, p > 0.05.
On the contrary, with TQs, the score for spatial presence was
higher with AP (M= 3.64, SD= 1.05) than passive performance
(M = 2.78, SD = 1.10), p < 0.01.

For the involvement subscale, the analysis revealed a main
effect of TQ, F(1,116) = 8.68, p < 0.005, ηp2 = 0.07; a main
effect of AP, F(1,116) = 5.37, p < 0.05, ηp2 = 0.04; and no

interaction, p > 0.05. The score for the involvement subscale
was higher when TQs were included (M = 3.65, SD = 1.42)
than when they were not (M = 2.95, SD = 1.27), and it was
higher with AP (M= 3.58, SD= 1.26) than passive performance
(M = 3.02, SD = 1.45).

For the experienced realism subscale, the analysis found no
main effect of TQ, no main effect of AP, and no interaction,
p > 0.05 for all.

C. Engagement

Considering engagement (see Fig. 4), the analysis found no
main effect of TQ, no main effect of AP, and no interaction,
p > 0.05 for all.

D. Satisfaction

Considering satisfaction (see Fig. 4), the analysis found a main
effect of TQ, F(1,116) = 3.96, p < 0.05, ηp2 = 0.03; no main
effect of AP, p> 0.05; and no interaction, p> 0.05. Participants’
satisfaction was higher when TQs were included (M = 35.05,
SD = 7.60) than when they were not (M = 32.07, SD = 8.69).



BUTTUSSI AND CHITTARO: EMBEDDING TQs IN EDUCATIONAL MOBILE VIRTUAL REALITY 2261

Fig. 4. Means of engagement and satisfaction in the four groups. Capped
vertical bars indicate ± SE. The ∗ sign indicates a difference with p < 0.05.

Fig. 5. Means of self-efficacy in the four groups before (pretest) and after
(posttest) using the application. Capped vertical bars indicate ± SE. The ∗∗∗∗
sign indicates a difference with p < 0.001.

E. Self-Efficacy

Considering self-efficacy (see Fig. 5), the analysis found
a main effect of time of measurement, F(1,116) = 78.76,
p < 0.001, ηp2 = 0.40, no main effect of TQ, p > 0.05, no main
effect of AP, p> 0.05, and no two-way or three-way interactions,
p > 0.05 for all. Overall, participants’ self-efficacy increased
between pretest (M = 4.88, SD = 0.88) and posttest (M = 5.73,
SD = 1.06).

V. DISCUSSION

Our hypothesis about the positive effect of TQs on learning
was confirmed: the inclusion of TQs in the EVE resulted in
a significantly smaller number of omitted steps in the final
assessment of learning transfer. No significant difference was
found in incompliant steps, possibly because TQs remarked
which step to perform at what time, not how to perform them, so
TQs did not make a difference in remembering such details. The
inclusion of TQs could have made participants more successful

by encouraging them to reason about which are the steps of
the procedure, positively contributing to remembering more
of them, as the significant reduction in omissions indicates.
Although statistical significance was not reached for correct and
misplaced steps, it is also interesting to note that the means are
in favor of TQs: correct steps are higher, and misplaced steps
are lower with TQs. The positive effect of TQs on learning is
not new in education research, with studies pointing out their
effectiveness in traditional assessment and teaching [32]. Our
study advances knowledge in the literature by showing that the
positive effect of TQs on learning also holds when they are
blended inside an EVE experience.

Surprisingly, our hypothesis about a positive effect of AP of
the procedure steps was contradicted by results: AP led to a
higher number of omitted steps, while no statistically significant
effect was found on other learning measures. Learning by doing
theories point out that performing a task contributes to learning
it, and EVEs are particularly suited to enable fail-safe task
performance because they support interactivity [33]. However,
the need to perform the gestures on the touchscreen could have
increased participants’ cognitive load, leading to a higher num-
ber of omitted steps. The application of cognitive load theory to
educational technologies [54] can help articulate this hypothesis.
The hand hygiene procedure taught by the EVE can be classi-
fied as domain-specific secondary information [55], [56]. Such
kind of information is processed by a specific human cognitive
architecture that can be described by five principles [57]. Two
of these principles are particularly relevant to understanding our
results: 1) the borrowing and reorganizing principle, because
participants borrowed information from the APA and had to
reorganize it considering their previous knowledge and 2) the
narrow limits of change principle, because the borrowed infor-
mation had to be processed by working memory with limited
capacity and duration [58], [59]. AP might have been complex
for working memory because participants had to deal with at
least three interacting elements.

1) Which is the current step of the procedure?
2) How to perform the step?
3) How to perform the gesture on the touchscreen to perform

the step?
When TQs were included, the identification of the current

step could be processed and possibly sent to long-term memory
in a separate moment before step performance, mitigating the
load on working memory, and this could have contributed to the
lower number of omitted steps in the condition with both TQs
and AP with respect to the condition with AP and no TQs. With
passive performance, the third element was not present because
the step was performed by the APA automatically, resulting in a
possible reduction of the cognitive load and leading to a lower
number of omitted steps in the passive conditions.

Regarding the gestures, it is worth noting that, although
they establish a direct mapping between the movement of the
learner’s finger and the movement of the APA’s hands, the biome-
chanical fidelity of the mapping is inevitably lower compared
to what can be obtained with immersive VR hardware. In the
framework proposed by Ragan et al. [60], this kind of fidelity
falls in the category of interaction fidelity, which concerns the
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objective degree of exactness with which real-world interactions
are reproduced in an interactive system. A previous study on
procedural knowledge [21], which compared an EVE used on
a smartphone and on an HMD, revealed a difference in omitted
steps that favored the smartphone. However, in that study, the
HMD was used with 6DOF tracked controllers, which have a
higher interaction fidelity than gestures on a touch screen but
possibly lower than haptic gloves or the optical bare hands
tracking available in the latest models of HMDs. At the same
time, 6DOF tracked controllers represent easy-to-use devices,
and some studies showed that they could allow completing
training tasks faster than haptic gloves [61], [62]. It would thus be
interesting to repeat our study using 6DOF tracked controllers,
haptic gloves, and hand tracking, also including measures of
cognitive load, to explore both the hypothesis that the negative
effect of AP on learning we found could be due to low interaction
fidelity in controlling the hands of the APA and the hypothesis
that it could be more generally due to an increased cognitive
load associated to AP.

An important result of the study is that there is a way to blend
TQs inside an EVE without breaking presence. Indeed, a main
concern against the introduction of TQs inside EVEs is that they
might be perceived as an extraneous element that does not belong
to the EVE and could potentially break the sense of presence in
it, as it happens with some anomalies in VEs [34]. Our results
indicate that TQs did not break presence, and on the contrary,
they increased it in terms of both total score and involvement
subscale. The score for the involvement subscale was higher also
with active rather than passive performance, showing that both
TQs and AP contributed to get participants involved in the EVE.

The statistically significant interactions between TQ and AP
for the total score, the general item about the sense of “being
there,” and spatial presence subscale provide additional insights
showing that TQs and AP did not lead to a statistically significant
increase when used alone, but synergically contributed to a
statistically significant difference in total score, general item,
and spatial presence subscale. The only subscale of presence for
which we found no statistically significant result is experienced
realism, but this was expected and in line with previous studies
[63], [64], [65], where the VE did not change between the
considered conditions. Since learners’ presence is their sense of
being in the EVE, our results about presence and its subscales can
further encourage the integration of TQs inside EVEs, following
the design considerations to blend them well we provided in
Section II.

Considering self-efficacy, we did not find the increase hy-
pothesized for AP. In [66], self-efficacy was higher for active
players than passive observers of a serious game, while Chittaro
and Sioni [28] did not find statistically significant differences
in self-efficacy between active and passive conditions using a
serious game. Interestingly, Peng [66] analyzed participants’
identification with the character and found that it partially
mediated the relationship between experience mode and self-
efficacy, so in our EVE, the lack of differences in self-efficacy
between active and passive performance could be due to limited
identification with the APA. Notably, some EVEs—and partic-
ularly the Edu-Metaverse—allow learners to create their digital
twins through avatars that can vividly represent themselves

[67], [68], [69], [70]. It would thus be interesting to repeat our
experiment including a customizable avatar with which learners
can mimic the steps performed by the APA.

In addition, trying the experience with higher interaction
fidelity technologies (e.g., in an immersive version of the EVE
running on an HMD with optical bare hands tracking) could
be interesting to assess if actively performing procedure steps
in first person with the avatar can foster identification and
consequently increases self-efficacy with respect to passive per-
formance. Despite the lack of significant differences between
active and passive performance, our study revealed that, in all
experimental conditions, the use of the EVE led to an increase
in self-efficacy between pretest and posttest. This is a positive
result because, according to social cognitive theory [35], [71],
self-efficacy significantly determines performance outcomes,
and different people with similar skills may perform differently
depending on variations in their self-efficacy. Therefore, the
increase in self-efficacy displayed after using our EVE might
contribute to a better performance of the taught procedure.

Finally, considering participants’ engagement and satisfac-
tion, we found no effect on engagement but a statistically
significant effect on satisfaction, which was higher when TQs
were included. Therefore, blending TQs in an EVE not only
increases learning without breaking presence but also improves
the learning experience.

A. Limitations

A limitation of our study is that the sample consisted of under-
graduate students, who are not representative of health workers
or the general population. Therefore, we cannot generalize the
results to other categories, such as older users, with whom future
studies are needed. Nevertheless, the sample is representative of
young lay people who can benefit from learning hand hygiene
procedures to prevent infectious diseases.

Another limitation concerning the sample is that it is male-
dominated. Gender could play a role in some of the variables
considered in our study. For example, in Britner and Pajares [72],
girls reported stronger self-efficacy than boys, while Makransky
et al. [73] found that girls learned better with a female APA and
boys learned better with a male APA. Exploration of possible
gender effects will require to perform the study on a gender-
balanced sample.

Moreover, while in this article we considered an EVE con-
cerning the topic of hand hygiene procedures in infection pre-
vention, we cannot automatically extend the results to non-
procedural types of knowledge, such as factual, conceptual,
and metacognitive [74], because the positive learning effect
found in this study was specific to recalling and performing
the steps of the procedure in the correct order. TQs might have
promoted recall instead of a deeper understanding that would be
fundamental for other types of knowledge.

Interestingly, Finn et al. [75] found that providing
elaborated feedback after learners’ responses to TQs also
supports conceptual understanding. We preferred not to provide
written elaborated feedback to TQs to avoid breaking presence
in the EVE, but a design option for future work could be using
the APA to provide elaborated feedback orally.
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Future studies are then needed to possibly extend the results
we found to nonprocedural knowledge. Lessons learned in the
study could instead likely be applied to topics different from
hand hygiene but still involving procedural knowledge because
the proposed design for TQs and the AP of steps can be suited
also for other procedures.

Finally, while we showed the positive effects of TQs inside
EVEs for nonimmersive VR on a mobile device, results cannot
be generalized to EVEs displayed on immersive HMDs. In
particular, since previous studies [21], [64], [76], [77] showed
that presence is typically higher with higher fidelity displays,
design changes could be needed to blend well the TQs also in
immersive VR without breaking presence.

B. Future Research

Besides extending the sample of participants and the attention
to nonprocedural knowledge, future research will include adapt-
ing the EVE for immersive VR and testing the effects of TQs
and active procedures with HMDs. This would also allow us to
better understand the effects of AP on learning and self-efficacy,
as described earlier. To this purpose, in our future studies, we
will also assess the cognitive load, including both subjective
measures such as NASA TLX [78] and objective measures such
as eye tracking [79]. Among subjective measures, it will also
be interesting to consider the user experience in the EVE, e.g.,
using the questionnaire proposed and validated in [80].

Since human memory is subject to a natural decay, another
measure that will be included in future work is knowledge
retention after a period of nonuse. Previous studies showed that
both immersive and nonimmersive VR are better than printed
materials in terms of knowledge retention [17], [21], with limited
or no difference between immersive and nonimmersive VR for
the same measure [21], [64]. However, AP of procedures in a
more natural way using immersive VR with tracking of users’
hands might have an impact on retention that is worth testing.
Moreover, TQs provide feedback to learners, and timely and
relevant feedback is known to improve knowledge retention [81],
also calling for future studies including this measure.

VI. CONCLUSION

In this article, we proposed a TQ design aimed at blend-
ing them well into a nonimmersive EVE. The results showed
that introducing TQs did not break presence but surprisingly
increased it, especially when combined with active procedure
performance. Participants’ self-efficacy increased after using
the EVE regardless of condition, and the different conditions
did not significantly change engagement. Moreover, participants
who had answered TQs in the EVE showed a reduction in the
number of omitted steps in an assessment of learning transfer.
Finally, TQs increased participants’ satisfaction. These greater-
than-expected benefits support the adoption of the proposed
TQ design in nonimmersive EVEs, and the results could likely
be extended to nonimmersive versions of the Edu-Metaverse
[67], a research topic gaining increasing attention in academia,
especially in recent years [82], [83].
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