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Abstract
We describe Gauss-type maps as geometric realizations of certain codes in the monoid
of nonnegative matrices in the extended modular group. Each such code, together with
an appropriate choice of unimodular intervals in P1R, determines a dual pair of graph-
directed iterated function systems, whose attractors contain intervals and constitute
the domains of a dual pair of Gauss-typemaps. Our framework covers many continued
fraction algorithms (such as Farey fractions, Ceiling, Even and Odd, Nearest Integer,
. . .) and provides explicit dual algorithms and characterizations of those quadratic
irrationals having a purely periodic expansion.

Keywords Dual maps · Extended modular group · Attractors of iterated function
systems

Mathematics Subject Classification 11A55 · 37E15

1 Introduction

In 1828 Évariste Galois, then a 17-year-old student at the Lycée Louis-le-Grand in
Paris, published the following result [13].

Theorem 1.1 Let ω ∈ [0, 1] be a quadratic irrational. Then ω has a purely periodic
expansion as an ordinary continued fraction, ω = [0, a1, . . . , ap−1], if and only if
its algebraic conjugate ω′ is less than −1. If this happens, then we have −1/ω′ =
[0, ap−1, . . . , a1].

In terms of dynamical systems, this amounts to a characterization of the set of
numberswhich have a purely periodic orbit under theGaussmap F(x) = x−1−�x−1�,
together with the fact that F is selfdual up to a conjugation. Replacing F with other
maps piecewise-defined on appropriate intervals in P1 R via matrices in the extended
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modular group PSL±
2 Z, we obtain more general Gauss-type maps. All of them have as

eventually periodic points the set of quadratic irrationals in the domain of definition,
but different maps on the same domain may have different sets of purely periodic
points.

In this paper we extend the formalism introduced in [28] in two directions, firstly by
admitting finite unions of unimodular intervals (that is, images of [0,∞] by elements
of the modular group) as domain of definition, and secondly by explicitly treating
the accelerations of the resulting “slow” maps. In particular, we cover maps with
not necessarily full branches, such as the ones related to Odd and Nearest Integer
continued fractions, aswell as those related to certainα- and (a, b)-continued fractions
(see [6, 19, 21, 24, 31, 37] and references therein). For simplicity’s sake we restrict
ourselves to maps with branches in the extended modular group; the extension to
Hecke groups as treated in [28] is straightforward, but burdens the notation and is
anyhow pointless with an aim of characterizing purely periodic orbits, since even the
problem of characterizing eventually periodic ones is, to the best of our knowledge,
still wide open. Referring to Sect. 2 for formal definitions, a simplified version of our
main results, Theorems 5.1 and 6.3, reads as follows.

Theorem 1.2 Let A be an abstract continued fraction, and let be given finitely many
unimodular intervals in P1 R that constitute a geometric realization of A. Then these
data determine a Gauss-type multivalued map F and a dual one F� on appropriate
compact subsets H and K of P1 R. A quadratic irrationalω ∈ H has a purely periodic
F-orbit if and only if its Galois conjugate ω′ belongs to K ; if this happens, then the
F-orbit of ω and the F�-orbit of ω′ are ordinary single-valued ones, and correspond
to each other via time reversal and conjugation. This duality is preserved by passing
to a jump acceleration Fjump of F, which then corresponds to the first-return map F�

R
of F� on an appropriate subset R of K .

As simple examples we consider the continued fractions mentioned in the abstract,
whose corresponding Gauss-type maps are as follows.

(1) The Farey map [16] [15, Sect. 8] on [0, 1] is given by

x �→ min(x(1 − x)−1, (1 − x)x−1).

(2) The Ceiling map [39, Sect. V] on [0, 1] is

x �→ −x−1 + 	x−1
.

(3) The unfolded version of the Even map (see [7, 34, 35] for the original versions of
the Even and Odd maps) on [−1, 1] is

x �→ |x−1| − (the even integer nearest to |x−1|).

(4) The unfolded version of the Odd map on [−1, 1] is

x �→ |x−1| − (the odd integer nearest to |x−1|).
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Purely periodic continued fractions...

(5) The Nearest Integer map [31], [24, p. 399] on [−1/2, 1/2] is

x �→ |x−1| − (the integer nearest to |x−1|).

Dropping for simplicity the statement about dual maps, and writing τ for the golden
ratio (

√
5 + 1)/2, Theorem 1.2 yields the following characterizations (analogous

characterizations for the slow versions of (2)–(5) can be extracted from Exam-
ples 6.4, 6.5, 6.6).

Corollary 1.3 Letω be a quadratic irrational in the domain of one of the maps (1)–(5).
Then ω is purely periodic under the map if and only if its Galois conjugate ω′ satisfies,
respectively, the following inequalities.

(1) ω′ < 0.
(2) ω′ > 1.
(3) ω′ < −1.
(4) ω′ ≤ −τ − 1 in case ω < 0, or ω′ ≤ −τ + 1 in case ω > 0.
(5) ω′ ≤ −τ − 1 in case ω < 0, or ω′ ≤ −τ in case ω > 0.

Note that we cited Corollary 1.3 just as a convenient example covering familiar
maps; as a matter of fact, those specific characterizations already appear in the lit-
erature [3, 4, 20]. Our aim in the present paper is, on the one hand, in providing
general statements (Theorems 5.1 and 6.3) covering a wide range of maps, and on the
other in developing a formalism whose ultimate goal is to clarify what a continued
fraction actually is. Granted that a final answer is probably impossible—or maybe
undesirable—we however regard two issues as particularly relevant.

(a) Clarify the combinatorial structure underlying a continued fraction algorithm.
(b) Clarify how a set of matrices obeying that combinatorial structure determines the

domains of a dual pair of Gauss-type maps F , F� having that set of matrices as
set of inverse branches.

In the simplest case of maps defined over the single unimodular interval [0, 1], these
issues have been covered—albeit not explicitly formulated—in [28], as follows.

(a′) The combinatorial structure is that of a maximal prefix code in the monoid of
nonnegative matrices in the extended modular group.

(b′) The domain of F is [0, 1], while that of F� is the attractor of a certain ordinary
Iterated Function System.

Essentially, the reader may think the above “set of matrices” as the set of inverse
branches of her favorite slowGauss-typemap.Requiring that they forma “code”means
that they generate a free monoid; this guarantees that their inverses unambiguously
determine the map. Requiring maximality means that this monoid is not too thin,
which ensures that the domains of both the map and of its dual contain intervals.

Unfortunately, the one-interval setting of [28] is too restrictive. For example, the
leftmost branch of the Odd map is induced by the inverse of B = [ −1

1 1

]
, and there

does not exist any proper interval in P1Rwhich is mapped inside itself by B (because
otherwise successive iterates of B would shrink the interval to a point, and thus B
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would have infinite order, instead of order 3). Also, the restriction to prefix codes
makes the relation between a map and its dual asymmetric.

We recover the needed degree of flexibility by replacing ordinary IFS with graph-
directed ones. This is a significant and unifying generalization, that can be traced back
to a series of papers (see [14] and references therein) on the dimension spectrum of
Gauss-type maps with countably many branches. For example, the matrix B above
can now be seen as a contractive map from [0, 1] to a proper subinterval of [−1, 0].

We describe the needed combinatorial structure in Definition 2.3. Again, the key
requirement is that the labeled edges of the directing graph must constitute a maximal
code. Here the definitions are more involved, due to graph-directed structure; in par-
ticular, maximality has to be expressed in terms of the spectral radius of an appropriate
incidence matrix. However, the consequences are the same, and we are able to show
that—once appropriate unimodular intervals in P1 R, one for each node of the graph,
have been determined—the resulting IFS and its dual satisfy the Open Set Condition,
so that the dual pair F , F� of Gauss-type maps of Theorem 1.2 can be unambiguously
defined. Moreover, the attractors of these IFS, which are the natural domains of the
maps, are guaranteed to contain intervals.

A characteristic of our approach, that initially appeared quite surprising to us, is
that it reduces most of the proofs to combinatorial, rather than geometric, arguments.
Indeed our main results, Theorems 5.1 and 6.3, are ultimately based on the purely
combinatorial Theorem 2.13.

The structure of our paper is as follows: in Sect. 2 we define abstract continued
fractions as codes over a certain structure �̃ that is a multi-node enlargement of the
monoid � of all nonnegative matrices in the extended modular group. We describe
how choosing appropriate unimodular intervals in the real projective line converts
an abstract continued fraction into a dual pair of graph-directed IFS, which in turn
determine a dual pair of Gauss-type maps. In Remark 2.11 we briefly sketch how
our approach compares with the more familiar natural extension construction, and
we conclude the section by stating our main technical tool, Theorem 2.13. In Sect.
3 we provide two detailed examples, the simple one of the Farey map and a much
more involved one, which is intended to display all delicate points of the construction.
In Sect. 4 we prove Theorem 2.13, and in Sect. 5 we state and prove the “slow”
part of Theorem 1.2, namely Theorem 5.1. In Sect. 6 we treat the Schweiger jump
operator, which had been previously encountered in Sect. 3, and prove Theorem 6.1,
thus obtaining the “fast” part of Theorem 1.2. We conclude the paper by applying our
results to the maps (2)–(5) of Corollary 1.3.

2 Gauss-typemaps and graph-directed iterated function systems

Let � be the monoid generated by the letters l, n, f , modulo the relations f l = nf ,
f n = l f , f f = ε(= identity element). Every σ ∈ � is uniquely expressible as a free
word w in l and n, possibly followed by a single occurrence of f ; we always assume
the elements of� are written in this normal form.We let 	(σ ) be the word length ofw,
and define σ� to be the result of writing σ backwards, exchanging l with n, and using
the relations to push the eventual f to the end of the resulting word. Clearly � is an
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involutory antiisomorphism that preserves 	 (that is, ε� = ε and, for every σ, τ ∈ �,
we have 	(σ �) = 	(σ ), σ�� = σ and (στ)� = τ �σ �). Let {0, . . . , n − 1} be a set of
n ≥ 1 nodes, and let �̃ = {iσ j : σ ∈ � and i, j ∈ {0, . . . , n − 1}}. A partial binary
operation is defined on �̃ in the obvious way: the product (iσ j)(hτk) is defined if
and only if j = h and, if so, has value iστk. Both 	 and � are naturally extended to �̃

via 	(iσ j) = 	(σ ) and (iσ j)� = jσ�i .

Definition 2.1 A code over �̃ is a subset A of �̃ such that, whenever two products
it1σt1 jt1 · · · itr σtr jtr and iq1σq1 jq1 · · · iqsσqs jqs of elements ofA are defined and equal
in �̃, then r = s and itkσtk jtk = iqkσqk jqk for every k.

Clearly, ifA is a code, then no identity element iεi belongs toA, andA� is a code
as well.

Example 2.2 The simplest setting is with only one node 0—which can then be
dropped—and no element ofA containing the letter f . In this case a codeA is nothing
else than a binary code [22, Chapter 6], [2, Chapter 2], with A� the dual code. For
example A = {l, ln, nn} is a code, because its dual A� = {n, ln, ll} is a prefix code.
The fact thatA is a code means that every finite word over {l, n} can be parenthesized
in at most one way as a product of elements of A; note that this does not extend to
infinite sequences. Indeed, the sequence lnnn . . . can be parenthesized in precisely
two ways.

Themonoid� has two faithful geometric representations, a projective and an affine
one. The projective representation Proj is induced by mapping l, n, f , respectively, to
the elements

L =
[
1
1 1

]
, N =

[
1 1

1

]
, F =

[
1

1

]
,

of the extended modular group, namely the group PSL±
2 Z of all 2 × 2 matrices with

integer entries and determinant either 1 or−1,modulo the scalar subgroup {1,−1}.We
write elements of the extended modular group using square brackets to emphasize that
they are takenup to sign, blank entries denoting zeros. It iswell knownandeasy to prove
that Proj[�] is precisely the monoid of all nonnegative (again, up to multiplication
by −1) matrices in PSL±

2 Z. Note that Proj(σ �) = Proj(σ )T, the exponent denoting
transpose.

The affine representation Aff of � is induced by mapping l, n, f , respectively, to
the maps on R with dyadic coefficients

L(x) = 2−1x, N(x) = 2−1x + 2−1, F(x) = −x + 1.

It is readily seen that this is again a faithful representation, that Aff(σ ) is a contraction
of factor 2−	(σ ), and that all elements of Aff[�] map the real unit interval [0, 1] into
itself. The two representations Proj and Aff are topologically conjugate; this is proved
in [28, Theorem 5.1], and used here in Theorem 2.8.

There is a bijection between elements of the standard modular group PSL2 Z (in
which only matrices of determinant 1 are allowed) and unimodular intervals in P1 R.
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Indeed, we identify the latter with the boundary of the Poincaré disk, and let
[ p′ p
q ′ q

]

correspond to the closed interval [p/q, p′/q ′] described by going from p/q to p′/q ′
in the counterclockwise direction. Equivalently, [p/q, p′/q ′] is the image of the base
interval [0,∞] (which corresponds to the identity matrix) under

[ p′ p
q ′ q

]
, with acts in

the standard projective way x �→ (p′x + p)/(q ′x + q); as usual, we identify matrices
with the maps they induce. Letting S = [ −1

1

]
, we have that

[ p′ p
q ′ q

]
S corresponds to

the complementary interval [p′/q ′, p/q] of [p/q, p′/q ′].
Let A ⊂ �̃ be a finite code. We write GA for the finite directed graph whose

vertices are the nodes 0, . . . , n − 1, and whose set of edges from i to j is Ei j =
{elements of A of the form iσ j}. We let E<ω

i j be the set of all paths from i to j , Eω
i

the set of all infinite paths from i , and Eω = ⋃
i E

ω
i . We also let GA be the n × n

matrix whose i j-th entry is
∑{2−	(a) : a ∈ Ei j }.

Definition 2.3 An abstract continued fraction is a finite code A ⊂ �̃ such that GA is
strongly connected (that is, every set E<ω

i j is nonempty) and GA has spectral radius 1.

Definition 2.3 makes precise the “combinatorial structure” alluded to in item (a) in
the introduction. The requirement of being a code ensures that the Gauss-type map
to be introduced in Definition 2.10 is well-defined, while that on the spectral radius
ensures (see the proof of Theorem 2.8) that the domain of F contains intervals.

By construction, the graph GA� has the same vertices as GA, and all arrows are
reversed, the set of edges from i to j being (E�)i j = {a� : a ∈ E ji }. Since 	(a�) =
	(a), we haveG�

A = GT
A; thus, ifA is an abstract continued fraction, so is its dualA�.

Let us now fix n unimodular intervals I0, . . . , In−1, one for each node; we abuse
notation by writing Ii both for the i-th interval and for the matrix in PSL2 Z corre-
sponding to it.

Lemma 2.4 Let iσ j ∈ �̃. Then the matrix Biσ j = IiProj(σ )I−1
j maps I j to Ii , while

its inverse B−1
iσ j equals (I j S)Proj(σ �)(Ii S)−1 and maps Ii S to I j S. If 	(σ ) ≥ 1, then

the images of these maps are proper subintervals of the target intervals.

Proof It is clear that Proj(σ ) maps [0,∞] into itself, and never onto itself unless σ

equals ε or f . Since these are the only elements σ ∈ � such that 	(σ ) = 0, the
statements about Biσ j are immediate. As

(I j S)Proj(σ �)(Ii S)−1 = I j SProj(σ )TS−1 I−1
i = I jProj(σ )−1 I−1

i = B−1
iσ j ,

and � preserves 	, the statements about B−1
iσ j follow. ��

Given any finite A ⊂ �̃ and intervals Ii as above, the pair (GA, {Ba}a∈A) con-
stitutes a graph-directed iterated function system (g-d IFS). This simply means that,
for each pair Ii , I j , we are considering the finitely many projective maps from I j to
Ii determined by {Ba : a ∈ Ei j }; see [8, 12, 23] for a detailed treatment. As cus-
tomary, if a0 . . . at−1 is a finite path in GA we abbreviate the product Ba0 · · · Bat−1

by Ba0...at−1 . Note that, by definition, the intervals I0, . . . , In−1 must be realized in
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pairwise disjoint copies of P1 R; we stress this fact by using disjoint union notations
such as

⋃̇
i Ii = {(i, x) : x ∈ Ii }.

The following is a graph-directed version of the classical Ping-Pong Lemma for
monoids [9, VII.A.2].

Lemma 2.5 Let (GA, {Ba}) be as above, and assume that:

(a) There exist nonempty sets Ui ⊆ Ii such that, for every i , the images Biσ j [Uj ] are
pairwise disjoint subsets of Ui .

(b) For every j and every a0 . . . ap−1 ∈ E<ω
j j the map Ba0...ap−1 is not the identity on

I j (this is surely true if 	(a) ≥ 1 for every a ∈ A).

Then A is a code.

Proof Let a0 . . . ap−1, b0 . . . bq−1 ∈ E<ω
i j be different paths in GA. We want to show

that the relative products are different elements of �̃, and this follows from showing
that Ba0...ap−1 and Bb0...bq−1 are different as functions from I j to Ii . By cancelling an
eventual common prefix, we assume without loss of generality that either a0 �= b0, or
b0 . . . bq−1 is the empty path and a0 . . . ap−1 a nonempty path, both from j to j . In
the first case the conclusion follows from Ba0...ap−1 [Uj ] ∩ Bb0...bq−1 [Uj ] = ∅, and in
the second from condition (b). ��

If A is an abstract continued fraction, then (b) in Lemma 2.5 is obviously true
because A is a code, while (a) is true in the stronger form that the sets Ui can be
taken to be open; this is proved in Theorem 2.8. A graph-directed IFS that obeys (a)
in this stronger form is said to satisfy the Open Set Condition [12, Definition 3.11],
[8, Sect. 3]. Note that “open” here, and all topological concepts in the paper, refer to
the ambient topology of P1R.

Lemma 2.6 Let A be a code and let a = a0a1 . . . ∈ Eω
i0
, with at = itσt it+1. Then the

intersection of the descending chain of unimodular intervals

Ii0 ⊇ Ba0 Ii1 ⊇ Ba0a1 Ii2 ⊇ · · · (2.1)

is a singleton. Letting π(a) ∈ Ii0 be the element of that singleton, we have a well
defined map π from Eω to

⋃̇
i Ii , which is continuous with respect to the natural

topology of Eω.

Proof Let 0 ≤ t(0) < t(1) < t(2) < · · · be a sequence of indices such that the
intervals Iit(k) are all equal, say to I j . We claim that each interval of the chain

I j ⊃ Bat(0)···at(1)−1 I j ⊃ Bat(0)···at(2)−1 I j ⊃ · · · (2.2)

is a proper subinterval of the preceding one. It suffices to show this fact for the
first inclusion. Now, if that inclusion were an equality, then we would have that
at(0) · · · at(1)−1 equals either jε j or j f j in �̃. But then at(0) · · · at(1)−1 would be
equal either to its square or to its cube, which is impossible sinceA is a code. By [26,
Observation 3] the intersection of the chain (2.2) is a singleton, and therefore so is the
intersection of (2.1). The statement about the continuity of π is clear; see [38, Sect.
2] or [12, p. 433] for details. ��
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Letting Hi = π [Eω
i ] �= ∅, we have that the attractor ⋃̇

i Hi of the graph-directed
IFS (GA, {Ba}) is compact.

Remark 2.7 The attractor can equivalently be defined as the only fixed point of the
graph-directed version of the Hutchinson operator (T0, . . . , Tn−1) �→ (T ′

0, . . . , T
′
n−1),

where each Ti is a compact subset of Ii and

T ′
i =

⋃{
Ba[Tj ] : a ∈ Ei j

}
.

Since the operator is a contraction with respect to the Hausdorff metric, starting from
any n-tuple and repeatedly applying it yields a sequence of n-tuples (T t

0 , . . . , T t
n−1)

that converges to (H0, . . . , Hn−1). It is usually—but not always, even in the one-
interval case, see [28, Example 4.5]—easy to guess what the limit may be, and then
explicitly check that the guess is correct; Lemma 3.1 provides a nontrivial example.

For the convenience of the interested reader, we provide an easy implementation of
the Hutchinson operator in SageMath, using the built-in construct RealSet. Without
loss of generality, we start with a list

T0=[RealSet([0,1]) for i in range(n)]

of n copies of [0, 1], and we assume given a list B of length n of lists of length n,
whose elements are (possibly empty) lists of 2 × 2 matrices, each of them mapping
[0, 1] into itself. Thus, B[i][j] is the list of matrices corresponding to the elements
of Ei j , and all these matrices map the copy of [0, 1] indexed by j to the copy of [0, 1]
indexed by i . An implementation of the Hutchinson operator is then

def mq(m,q):
q_vertices=[q.lower(), q.upper()]
return [(m[0,0]*x+m[0,1])/(m[1,0]*x+m[1,1]) \

for x in q_vertices]
def HO(RS):

RS0=[]
for i in range(n):

RS0i=RealSet()
for j in range(n):

for qq in [mq(m,q) \
for m in B[i][j] for q in RS[j]]:

RS0i=RS0i.union(RealSet(qq))
RS0=RS0+[RS0i]

return RS0

The code is straightforward. The function mq takes as input a matrix and an element
of a RealSet, i.e., an interval, and returns the list of endpoints of the image interval.
The function HO takes as input a list (T0, . . . , Tn−1) of RealSets, all of them subsets
of [0, 1], and returns the image list (T ′

0, . . . , T
′
n−1). Starting from T0 and repeatedly

applying HO one obtains the sequence (T t
0 , . . . , T t

n−1).
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Theorem 2.8 Let A be an abstract continued fraction and let {Ii }i<n be unimodular
intervals. Then the graph-directed IFS (GA, {Ba}) satisfies the Open Set Condition,
and all sets H0, . . . , Hn−1 in the attractor are regular (i.e., each one is the closure of
its interior). In particular each Hi contains intervals, and the Open Set Condition is
satisfied by taking as open sets the interiors of the various Hi .

Proof We may safely assume that each Ii is a copy [0, 1]i of the real unit interval;
then, for every iσ j ∈ A, we have Biσ j = LProj(σ )L−1. We introduce a twin g-d
affine IFS (GA, {Ca}) over {[0, 1]i } by letting Ciσ j = Aff(σ ).

An important fact about continued fractions is the existence of a homeomorphism
of [0, 1], named the Minkowski Question Mark function [10, 17, 32], that conjugates
the Fareymapwith the tent map x �→ min(2x,−2x+2). For each i , letMi : [0, 1]i →
[0, 1]i be a copy of the Minkowski homeomorphism. Then, by [28, Theorem 5.1], for
every iσ j ∈ A the square

[0, 1]i [0, 1] j

[0, 1]i [0, 1] j
Mi

Biσ j

M j

Ciσ j

commutes. This means that the projective and the affine g-d IFS are topologically
conjugate by the family {Mi }, and therefore the attractor

⋃̇
i Hi of the projective g-d

IFS and the attractor
⋃̇

i H
′
i of the affine one are related by H ′

i = Mi [Hi ] for every i .
Since each Mi is a homeomorphism, it suffices to show that each H ′

i is regular.
For each node i , let E<ω

i i be the set of all affine maps of the form Ca0...ap−1 , where
a0 . . . ap−1 ∈ E<ω

i i . By the proof of Lemma 2.6, the contraction rate of every element
ofE<ω

i i is bounded above by 2−1; by [12, pp. 435–436], the affine g-d IFS is contractive.
Now, the claim in [28, p. 69] shows that the identity function is an isolated point in
each set {C−1D : C,D ∈ E<ω

i i }; therefore Condition (3a) in [8, p. 140] holds, and
the affine g-d IFS satisfies the Weak Separation Property. Noting that being a code
amounts, in the terminology of [8], to distinguishing paths, [8, Proposition 3.1] applies
and therefore (GA, {Ca}) satisfies the Open Set Condition.

We show that each H ′
i is regular by adapting the proof of [33, Corollary 2.3] to

the graph-directed setting (to the best of our knowledge the possibility of this direct
adaptation has not been noted in the literature). Let (U0, . . . ,Un−1)be a list of open sets
Ui ⊆ [0, 1]i satisfying the requirements of Lemma 2.5(a). Letting λ denote Lebesgue
measure and ui = λ(Ui ) > 0, we have for every i

λ
(⋃{Ca[Uj ] : a ∈ Ei j }

) =
∑

{λ(Ca[Uj ]) : a ∈ Ei j }
=

∑
{2−	(a)u j : a ∈ Ei j }

=
∑

j

gi j u j

≤ui ;
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here gi j is the i j-th entry ofGA. Therefore, the vector inequalityGA(u0 · · · un−1)
T ≤

(u0 · · · un−1)
T holds componentwise. As amatter of fact wemust have vector equality,

because ifwehad strict inequality in a component the scalar productwith the left Perron
vector v of GA—which is strictly positive by the Perron-Frobenius theory—would
give vuT = vGAuT < vuT, which is impossible.

Thus, the nested open sets

⋃
{Ca[Uj ] : a ∈ Ei j } ⊆ Ui

have the same Lebesgue measure, and this implies that the second is contained in the
closure of the first (because the intersection of the second with the complement of the
closure of the first is an open set of Lebesgue measure 0, and thus is empty). Therefore

Ui ⊆
⋃

{Ca[Uj ] : a ∈ Ei j } =
⋃

{Ca[Uj ] : a ∈ Ei j },

and since the reverse inclusion is clear, we have indeed equality. By the uniqueness of
the attractor, H ′

i equals Ui for every i , and thus is a regular closed set.
In order to establish our last statement, we reset each Ui to be the interior of the

corresponding H ′
i and prove that, for each pair a ∈ Ei j , b ∈ Eik with a �= b, we have:

(1) λ
(
Ca[H ′

j ] ∩ Cb[H ′
k]

) = 0.
(2) Ca[Uj ] ∪ Cb[Uk] ⊆ Ui .
(3) Ca[Uj ] ∩ Cb[Uk] = ∅.
Let hi = λ(H ′

i ) > 0; since H ′
i = ⋃{Ca[H ′

j ] : a ∈ Ei j }, we have (h0 · · · hn−1)
T ≤

GA(h0 · · · hn−1)
T componentwise. Arguing as above, we have indeed vector equality;

this implies (1) since otherwisewewould have strict inequality in at least a component.
Statement (2) is clear. If (3) were false, then Ca[H ′

j ] ∩ Cb[H ′
k] would contain a

nonempty open set, and (1) would also be false. ��
Let A be an abstract continued fraction, and choose unimodular intervals {Ii }.

Beyond the already introduced d-g IFS (GA, {Ba}) on {Ii }, we consider the dual g-d
IFS (GA� , {Da}) on the set of complementary intervals {Ii S}. Here, given iσ j ∈ A,
the function Diσ j : Ii S → I j S is defined by Diσ j = B−1

iσ j = (I j S)Proj(σ �)(Ii S)−1

and, unless σ equals ε or f , maps the domain interval to a proper subinterval of the
target.

Remark 2.9 We are labeling the maps Da using the edges of GA, rather than those of
GA� ; this leads to the annoying reverse of direction in the indices of the domain and
target intervals. However the price is worth paying, because we can now use the same
alphabet a, b, a0, a1, . . . ∈ A for both IFS; note that B−1

a0...ap−1
= Dap−1...a0 . We define

the letter a to be parabolic if it is of the form a = ilk i or a = inki for some node
i and exponent k ≥ 1. The name is justified because Ba and Da are then parabolic
matrices, that is, fix precisely one point of P1 R.

According to the above conventions, an infinite path a = a0a1 . . . ∈ (E�)ω is a
path in GA that follows reverse edges. Thus each at has the form it+1σt it , and π(a) is
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the intersection of the chain

Ii0 S ⊇ Da0 Ii1 S ⊇ Da0a1 Ii2 S ⊇ · · · .

We let
⋃̇

i Ki be the attractor of the dual IFS, with Ki = π [(E�
i )

ω] ⊆ Ii S; all of our
previous discussion, and notably Theorem 2.8, applies.

Definition 2.10 LetA be an abstract continued fraction and choose unimodular inter-
vals {Ii }. The attractor ⋃̇

i Hi of the g-d IFS (GA, {Ba}) is both the domain and the
image of a multivalued mapF that is conjugate to the shift S on Eω via π : explicitly, if
x = π(a)with a0 = i0σ0i1, then we setF(i0, x) = (i1, π(Sa)), and say that B−1

a0 acts
on x (indeed, π(Sa) = B−1

a0 (x)). Such maps are sometimes called cookie-cutters [29],
[1]; the attractor of a contractive IFS amounts then to the repeller of the corresponding
cookie-cutter. We have multivaluedness because π is not 1–1 everywhere; however it
is a mild one, as testified by Remark 2.12(4) and Theorem 2.13.

Let now γ : ⋃̇
i Hi → ⋃

i Hi be the map that glues all Hi to the same copy of
P1R, and suppose that the following condition holds:

(i) For every x ∈ Hi and x ′ ∈ Hj such that γ (x) = γ (x ′), we have

γ {B−1
a (x) : B−1

a acts on x} = γ {B−1
b (x ′) : B−1

b acts on x ′}.

This means that the set of F-images of (i, x) equals, up to gluing by γ , the set of
F-images of ( j, x). If this happens thenF descends to a Gauss-type multivalued map
F on

⋃
i Hi , and we say that the family {Ii } constitutes a realization of A.

All of this can be dualized in the obvious way, and we have a dual multivalued map
F� on

⋃̇
i Ki . If, at the same time, {Ii } is a realization of A and {Ii S} a realization of

A� (in short, if both F and F� are well defined), then we say that {Ii } is a geometric
realization of A.

Remark 2.11 The reader expert in continued fractionswill have realized that presenting
the pair of dual maps (F ,F�) amounts to presenting the natural extension of F . We
will not introduce the natural extension, because it is not needed in our proofs, and we
already presented much machinery. However, a few words may clarify the situation
for the expert; other readers may safely skip the present remark.

The very definition of natural extension refers to the category—in the sense of
category theory—in which we put ourselves. If we work in the category of measure-
preserving systems, then we have much freedom in discarding sets of measure 0;
this is perfectly fine when seeking, e.g., for absolutely continuous invariant measures.
However, when interested in periodicity issues we cannot discard sets so easily and we
have to take into account the topology of the situation. Consider, for example, the tent
map on [0, 1] and the doubling map on [0, 1) (mod 1). With respect to the invariant
Lebesguemeasure, they aremeasure-theoretically the same system, and have the same
natural extension. However, in the category of topological dynamical systems they are
different, and have completely different natural extensions. In our setting, the dual
pair (F ,F�) describes the natural extension of F without discarding any information
about periodic orbits. The fact—thatmay ormay not hold—that the abstract continued
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fraction A has a geometric realization means that the pair (F ,F�) descends to a pair
(F, F�) of maps on subsets of P1 R that nicely code all periodic geodesics through a
certain section of a hyperbolic surface.

Remark 2.12 (1) Every abstract continued fraction has realizations: for example, one
can always take pairwise disjoint intervals in the same copy of P1 R. However,
unless n = 1, these realizations are rarely geometric; the key issue here is that we
have freedom in choosing the intervals {Ii }, but once a choice has been made the
intervals {Ii S} are immutable. As a matter of fact, we are not claiming that every
A has a geometric realization.

(2) The notion of a geometric realization is the turning point at which the projec-
tive world diverges from the affine one, for the good reason that in the latter no
reasonable definition of complementary interval can be given.

(3) In all cases treated in this paper a procedure to determine, given ( j, y), if y belongs
to Hj is readily provided. This yields an easy way of computingF : on input (i, x)
one simply computes the set

{
( j, B−1

a (x)) : a ∈ Ei j
}
,

and filters it according to membership in
⋃̇

i Hi . This is not worse than a standard
definition by cases. The version for F� requires computing

{
( j, Ba(x)) : a ∈ E ji

}
,

and filtering for membership in
⋃̇

i Ki .
If such a procedure is not available (a good case is in [28, Example 4.5]), then one
may still filter by membership in

⋃̇
i Ii and proceed with the computation. Now

we have no guarantee that, at any given step, the image set is correct; however,
the spurious elements will eventually be filtered out at later steps.

(4) If for every i and every pair a ∈ Ei j , b ∈ Eik with a �= b the intersection
Ba[Hj ] ∩ Bb[Hk] ⊆ Hi is countable, then all F-orbits except at most countably
many are ordinary single-valued ones. This is the case for all maps treated in this
paper, and it would be interesting to determine sufficient conditions.

(5) As usual, we see a sequence a ∈ Eω
i as the symbolic orbit of the F-orbit of the

point (i, π(a)). If a is purely periodic, that is of the form a = (a0 . . . ap−1)
ω, with

p ≥ 1 minimal with this property, then we say that a0 . . . ap−1 is the symbolic
period of the orbit.

(6) The issue of defining Gauss-type maps at discontinuity points is recurrent in the
literature, even in the single-interval setting, and various ways of dealing with
it have been proposed, such as devising a selection procedure, or leaving maps
undefined at discontinuity points. This is usually harmless in a measure-theoretic
context, but not so in ours; see, e.g., Example 6.6. Thus, in Definition 2.10 we
accept multivalued maps, but require that the multivaluedness be intrinsic to the
combinatorial structure, not the result of a weird realization.

(7) Changing Ii to I ′
i amounts to transforming Hi and Ki to I ′

i I
−1
i [Hi ] and I ′

i I
−1
i [Ki ],

respectively, the other components of the attractors being unaffected.
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(8) We recap the direction of arrows:

• The branches B−1
iσ j of F , the maps Diσ j of the dual IFS, and the F-symbolic

sequences follow the direction i → j of edges in GA.
• The branches D−1

iσ j of F
�, the maps Biσ j of the base IFS, and the F�-symbolic

sequences go against the direction of edges in GA.

The following combinatorial fact is our main technical tool.

Theorem 2.13 Let A be an abstract continued fraction, let {Ii } be unimodular inter-
vals, and (GA, {Ba}) the graph-directed IFS thus determined.

(1) There exists a number M ≥ 1, depending on A only, such that for every x0 ∈ Hi0
the cardinality of the fiber π−1(x0) ⊆ Eω

i0
is bounded by M.

(2) If the fiber π−1(x0) contains a purely periodic sequence, then it has cardinality 1.

Theorem 2.13 guarantees that the multivaluedness of our maps F ,F� is not only
algorithmically treatable (see Remark 2.12(3)), but definitely limited: no point has
more than M forward orbits. Moreover, purely periodic points will never give any
trouble: if one of these orbits happens to be purely periodic, then there are no other
orbits at all. We postpone the proof of Theorem 2.13 after providing two overdue
examples.

3 Two examples

Our first example on the Farey map is an easy warmup for much more demanding
second one.

The Fareymap is the realization of the abstract continued fractionA = {0l0, 0n f 0}
obtained by taking I0 = [0, 1], which identifies with the matrix L according to our
conventions. Since only one node is involved, this is automatically a geometric real-
ization. Note indeed that in the one-node case all realizations of the sameA are clearly
conjugate, whereas in the multiple-node case different realizations may not be conju-
gate; see Remark 3.2 on our second example. Setting for short a = 0l0 and b = 0n f 0,
we have Ba = LLL−1 = L and Bb = LN FL−1 = [ 1 −1

−1

]
. Since

Ba[I0] ∪ Bb[I0] = [0, 1/2] ∪ [1/2, 1] = I0,

the fixed point of the Hutchinson operator is H0 = I0, and F is the well known Farey
map, induced by B−1

a on [0, 1/2] and by B−1
b on [1/2, 1].

Now, according to the definition before Remark 2.9, we have Da = (I0S)

Proj(l�)(I0S)−1 = LSN (LS)−1 = L−1 and Db = (I0S)Proj
(
(n f )�

)
(I0S)−1 =

LSN F(LS)−1 = [ 1 −1
−1

]
. The Hutchinson operator for (GA� , {Da, Db}) immedi-

ately shrinks the complementary interval [1, 0] to [∞, 0], and then fixes the latter;
therefore the dual attractor is K0 = [∞, 0], and Theorem 1.2 yields Corollary 1.3(1).
Moreover, F� is induced by D−1

a on [−1, 0] and by D−1
b on [∞,−1].

As it is well known, Schweiger’s jump transformation (see [36, Chapter 18]; wewill
treat the construction in more detail in Sect. 6) accelerates the Farey map to the Gauss
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Fig. 1 The graph GA; s = n f is shorthand for s = 1n f 0, and similarly for the other edges

one. Indeed, let J = I0 \ [0, 1/2] be the complement of the set of points on which
F is defined by the parabolic branch B−1

a . Setting e(x) = min{t ≥ 0 : Ft (x) ∈ J }
then Fjump, defined by Fjump(x) = Fe(x)+1(x) is the Gauss map. In Theorem 6.3
we will show that, in cases such as the present one, Fjump is dual to the acceleration

F�
R of F� on the image R = Db[K0] of K0 under the non-parabolic letters. In this

case Db[K0] = [∞,−1], and it is readily seen that F�
R is conjugate to Fjump via the

involution x �→ x−1; we thus recover Galois’s Theorem 1.1.
Our second example is much more involved, but has the advantage of presenting all

the difficulties we have to face when multiple intervals are involved, in particular the
possibility of attractors Hi strictly contained in Ii , of large overlappings of the various
Ii S, of overlappings at infinity, and of non-geometric realizations. Its combinatorial
structure will reappear in Example 4.1.

Let n = 2 and A = {0n0, 1l1, 0nl0, 0nnl1, 1n f 0, 1ln f 1}, whose elements are
denoted o, p, q, r , s, t , in this order; the letters o and p are parabolic. The graph GA
is displayed in Fig. 1.

We have GA = 8−1
(
6 1
4 6

)
, which has eigenvalue 1 with right eigenvector (1 2)T,

the other eigenvalue being 1/2. We fix the intervals I0 = [−1, 0] and I1 = [0, 1],
corresponding to

[ −1
1 1

]
and L , respectively. Our formalism reduces the computation

of the matrices Biσ j to converting lowercase to uppercase and replacing nodes with
interval matrices. For example, B1n f 0 equals I1NF I−1

0 = [
1

1 2

]
. It is instructive to

present the conjugated affine IFS (GA, {Ca})on the same intervals; letting Ii be the only
affine order-preserving map that sends [0, 1] to Ii , we have C1n f 0 = I1NFI

−1
0 (x) =

−x/2 + 1/2. As I0 and I1 overlap only at 0, we can easily draw the two g-d IFS, see
Fig. 2.

The six maps in {Ba : a ∈ A} match in pairs, so the end result appears to be an
ordinary IFS. However, this is somehow misleading: Bo and Bp match at (0, 0) as
functions, but clearly they are different parabolic matrices. On the other hand, Bs and
Bt match at (0, 1/2) and are the same matrix

[
1

1 2

]
; analogously for Bq and Br .

The attractor of (GA, {Ba}) is easily guessed and verified to be [τ −2, 0]∪̇[0, τ −1],
with τ the golden ratio, while the attractor of (GA, {Ca}) is [−1/3, 0] ∪̇ [0, 2/3]. Note
that, indeed, the Minkowski homeomorphism sends τ − 1 to 2/3, while its conjugate
by translation-by-1 sends τ − 2 to −1/3. Note also that the ratio of the Lebesgue
measures of [−1/3, 0] and [0, 2/3] is 1/2, which fits with the 1-eigenvector of GA
being (1 2)T. Finally, note that taking U0 = (τ − 2, 0) and U1 = (0, τ − 1), we see
directly that (GA, {Ba}) satisfies the Open Set Condition so that, by Lemma 2.5, A
and A� are indeed codes and abstract continued fractions.
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Fig. 2 The projective and the affine realizations ofA

Fig. 3 Left: the graph of F . The branches, listed from left to right in the order they touch the x-axis, are
B−1
q , B−1

r , B−1
o , B−1

p , B−1
t , B−1

s . Right: the graph of Fjump

Since H0 = [τ − 2, 0] and H1 = [0, τ − 1] intersect only at 0, which is fixed by
both the matrices B−1

o and B−1
p acting on it, this is a realization of A. The graph of

the Gauss-type map F on H0 ∪ H1 is thus obtained by reflecting Fig. 2 left along the
diagonal, and restricting it to [τ − 2, τ − 1]2. The resulting map, shown in Fig. 3 left,
may look unfamiliar, but becomes familiar once we apply the jump transformation to
it. Indeed, let J = [(τ −3)/5,−τ +2]c be the complement of the set of points onwhich
F is defined by the two parabolic branches. Then Fjump, defined as in the example of
the Farey map and shown in Fig. 3 right, is nothing else than the α-continued fraction
of [6, 21, 25], for α = τ − 1.

We now discuss A�, which is more delicate. The intervals I0S = [0,−1] and
I1S = [1, 0] intersect in [1,−1]∪{0}; thus,working directlywith them is inconvenient.
It is much simpler to use the approach of Remark 2.7 to compute the attractor of the g-d
IFS determined byA� on two disjoint copies of [0, 1], and then apply Remark 2.12(7).

123



G. Panti

After some practice the process is automatic; we present the end result in the following
lemma, in a form that is adaptable to all cases concerning us.

Lemma 3.1 Define

R0 = [∞,−2], R1 = [∞,−2],
K0 =

⋃

t≥0

Dt
oR0 ∪ {0}, K1 =

⋃

t≥0

Dt
pR1 ∪ {0}.

Then we have

R0 = DqK0 ∪ DsK1, R1 = Dr K0 ∪ Dt K1, (3.1)

K0 = DoK0 ∪ DqK0 ∪ DsK1, K1 = Dr K0 ∪ Dt K1 ∪ DpK1. (3.2)

By the last two equalities, the pair (K0, K1) is a fixed point for theHutchinson operator,
and thus is the attractor of the g-d IFS (GA� , {Da}).
Proof The matrices B−1

r and B−1
q are equal and send 0 to ∞ in an orientation-

preserving way; analogously B−1
s and B−1

t are equal and send 0 to ∞ in an
orientation-reversing way. Therefore the matrix identities

N = B−1
r BoBr = B−1

q BoBq = B−1
s BpBs = B−1

t BpBt (3.3)

hold (of course, they can also be checked explicitly). Remembering that Da = B−1
a

for every a ∈ A, we obtain

N−1Dr = Dr Do, N−1Dq = DqDo,

N−1Ds = DsDp, N−1Dt = Dt Dp.

We now observe that Dq R0 ∪ Ds R1 = [−3,−5/2] ∪ [−5/2,−2] = [−3,−2] and
compute

DqK0 ∪ DsK1 = Dq

[⋃

t≥0

Dt
oR0 ∪ {0}

]
∪Ds

[⋃

t≥0

Dt
pR1 ∪ {0}

]

=
⋃

t≥0

N−t Dq R0 ∪
⋃

t≥0

N−t Ds R1 ∪ {∞}

=
⋃

t≥0

N−t [−3,−2] ∪ {∞}

= R0.

An analogous manipulation shows the second identity in (3.1), and the identities
in (3.2) follow easily. ��
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Fig. 4 Left: the graph of F�. The increasing branches are D−1
o , D−1

q = D−1
r , and D−1

p , listed from left to

right. The decreasing one is D−1
s = D−1

t . Right: the first-return map F�
[∞,−2]

We visualize the situation by reparametrizing the projective line as the border of the
Poincaré disk with parameter the argument, ranging in [−π/2, 3π/2]. Thus, in Fig. 4
left the horizontal and vertical segments in the lower left corner range from −π/2
to the argument of the image of −2 under stereographic projection through i , and
represent [0,−2], while those in the upper right corner range from π/2 to 3π/2, and
represent [∞, 0]. The inner rectangles show part of

(
K0 ∪ K1

)2; there are countably
many more rectangles, accumulating to the borders.

For iσ j ranging in A, the branches of F�

{(
x, D−1

0σ j (x)
) : 0σ j ∈ A and x ∈ D0σ j [0,−2]}

∪{(
x, D−1

1σ j (x)
) : 1σ j ∈ A and x ∈ D1σ j [∞, 0]}

are also shown (we are talking as if we already knew that we are dealing with a
geometric realization; this simplifies things and will be verified in the next paragraph).
Only four branches appear, rather than six, because, as noted in discussing Fig. 2, the
four nonparabolic matrices collapse in pairs. The map F� is piecewise-defined by
these four branches. Only D−1

o = L−1 acts on K0 \ [∞, 2], fixing 0 and pushing
each Dt

o[∞,−2], for t ≥ 1, to Dt−1
o [∞,−2]; analogously only D−1

p = L acts on
K1\[∞, 2]. On the other hand, the two nonparabolic branches act on [∞,−2], clearly
in an alternating way.

In order to show that we are dealing with a geometric realization, so that F� is
indeed well defined, we have to check the points in K0 ∩ K1 = [∞,−2] ∪ {0}; as
for F , the point 0 does not give trouble. On the other hand, as shown in the proof of
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Lemma 3.1, [∞,−2] is the union of the two sets

Dq [K0] = Dr [K0] =
⋃

t≥0

N−t [−3,−5/2] ∪ {∞} = A,

Ds[K1] = Dt [K1] =
⋃

t≥0

N−t [−5/2,−2] ∪ {∞} = B.

If x belongs to the interior of A, then its F�-value equals D−1
q (x) if we consider x to sit

in K0, and equals D−1
r (x)—which is the same number—if we consider x to sit in K1;

thus F� is single-valued at x , and similarly if x belongs to the interior of B, or equals
one of the two points ∞,−5/2 at which the two branches meet. On the other hand,
if x belongs to A ∩ B\{∞,−5/2} then F� is double-valued at x , but this ambiguity
does not depend on our considering x in K0 or in K1. Indeed, if x is thought in K0,
then its two distinct images are D−1

q (x) and D−1
s (x), while if it is thought in K1 it has

images D−1
t (x) and D−1

r (x), the same pair of numbers.
Again, the map F� is not as weird as it appears. Let F�

[∞,−2] be the induced first-

return map on [∞,−2], namely F�
[∞,−2](x) = (F�)q(x)(x), with q(x) = min{t ≥ 1 :

(F�)t (x) ∈ [∞,−2]}. This is an ordinary single-valued map, because the possibly
distinct F�-images of the same point glue together when coming back to [∞,−2]; see
Fig. 4 right. Theorem 6.1 will show that F�

[∞,−2] is dual to Fjump. On the other hand,

by direct inspection one sees that F�
[∞,−2] is conjugate via x �→ −x−1 to a familiar

map, namely the folded version on [0, 1/2] of the Nearest Integer continued fraction

x �→ ∣
∣x−1 − (the integer nearest to x−1)

∣
∣.

Remark 3.2 Suppose we change I0 = [−1, 0] to I ′
0 = [0, 1] = N I0 = I1; as noted in

Remark 2.12(7), the new attractors are (H ′
0, H1) and (K ′

0, K1), with H ′
0 = NH0 =

[τ − 1, 1] and K ′
0 = NK0. The intersection of H ′

0 and H1 is now {τ − 1}, but no issue
arises, F remains well defined (see Fig. 5) and we still have a realization.

However, let α be the real cube root of 13 and consider the point α − 49/9 =
−3.0931 . . . ∈ K ′

0 ∩ K1. Applying the algorithm in Remark 2.12(3), the F�-orbit of
(0, α − 49/9) begins with

(0, α − 49/9),

(1,−729/54523α2 − 3240/54523α − 14400/54523),

(1,−729/20314 α2 − 2511/20314 α − 8649/20314),

while that of (1, α − 49/9) with

(1, α − 49/9),

(1,−729/20314 α2 − 2511/20314 α − 8649/20314),

(1,−729/1171α2 − 1782/1171α − 4356/1171),
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Fig. 5 A non-geometric
realization ofA

so there is a lag of one time step between the two orbits, F� does not project to a
Gauss-type map, and I ′

0 = I1 = [0, 1] is not a geometric realization of A.

One of the referees of this paper suggested that, at least for α-continued fractions,
the fact that a realization is or is not geometric should be related to matching [5, 18].
We agree, and consider the issue an interesting topic for further research.

4 Proof of Theorem 2.13

We start by proving (1). The product operation in �̃ can be extended to cover infinite
products. Namely, given an infinite sequence a = (i0σ0i1)(i1σ1i2) . . . of elements of
�̃, in which every pair of consecutive terms can be multiplied, we consider, for every
t ≥ 1, the product i0wt it of the first t terms, in which the word wt over {l, n, f }
is simplified according to the rules (so that it contains at most one occurrence of f ,
precisely at theword end). It is then clear that, for t going to infinity, the sequence i0wt it
converges positionwise to a uniquely determined sequence i0z ∈ {0, . . . , n − 1} ×
{l, n}ω, which we regard as the infinite product of a and denote by(a). The sequence
z thus obtained is an infinite path in the graph with one node and edges l, n. Letting
that node correspond to the unimodular interval [0,∞], the construction in Lemma 2.6
yields a point π∗(z) ∈ [0,∞], and one easily proves that π(a) = Ii0

(
π∗(z)

) ∈ Ii0 .
It is well known that for every x ∈ [0,∞] there exist precisely one (if x is irrational,

0 or∞), or precisely two (if x is rational different from0 and∞), sequences z ∈ {l, n}ω
such that π∗(z) = x . Statement (1) of Theorem 2.13 will then follow once we prove
that, given i0z, the number of pathsa ∈ Eω

i0
such that(a) = i0z is uniformly bounded.

We show this fact by constructing a nondeterministic transducer TA that, on input z
from node i0, outputs in parallel the set {a ∈ Eω

i0
: (a) = i0z}. The construction of

TA fromA is the n-nodes generalization of the 1-node version introduced in [27, Sect.
5], andworks as follows.We let z vary in {l, n} and let ′ be the bijection on {l, n}<ω that
exchanges l with n componentwise: we also introduce n new nodes 0′, . . . , (n − 1)′.
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(1) Given iσ j ∈ A, we consider all splittings iσ j = (iu)(v j) such that u is a possibly
empty word in {l, n} and v is a nonempty word in {l, n, f }, containing at most
one occurrence of f , necessarily at the end but not at the beginning. For example,
1nl f 1 has two splittings, (1)(nl f 1) and (1n)(l f 1). We call iu a prefix and i ′u′ its
dual prefix; the set of nodes of TA is given by all prefixes and dual prefixes.

(2) We add edges to TA as follows.

(2′) For each pair of prefixes of the form iu, iuz, we add a directed edge labeled
z from iu to iuz, as well as one labeled z′ from i ′u′ to i ′u′z′.

(2′′) For each splitting of the form (iu)(z j) = iσ j ∈ A, we add an edge labeled
z|iσ j from iu to j , as well as an edge labeled z′|iσ j from i ′u′ to j ′.

(2′′′) For each splitting of the form (iu)(z f j) = iσ j ∈ A, we add an edge labeled
z|iσ j from iu to j ′, as well as an edge labeled z′|iσ j from i ′u′ to j .

A little thinking shows—and the formal proof in [27, Lemma 5.1] for the 1-node
case extends without difficulties—that feeding TA with input z ∈ {l, n}ω from node i0
produces all paths a in GA such that (a) = i0z. The action of TA is straightforward:
we put a token at node i0 and start reading z = z0z1z2 . . .. If an edge labeled z0 or
z0|a leaves i0 we move the token to the target node, outputting a ∈ A in case the
edge is labeled z0|a. We then check if an edge labeled z1 leaves the new node, and
repeat. The transducer is nondeterministic, meaning that more than one edge with the
same label may leave a node; in this case, we split the token as necessary and continue
the computation in parallel. If at some time t a token sits in a state from which no
edge labeled zt leaves, it disappears. The computation fails if all tokens eventually
disappear; this means that Eω ∩ −1(i0z) = ∅. Otherwise it runs forever, outputting
Eω ∩ −1(i0z) in parallel.

The key issue now is that no node will ever host two tokens. Indeed, if so, then at
some future time t the two tokens will end up in a node labeled either j or j ′, and the
words w,w′ ∈ A<ω output by the tokens up to time t will be different as words, but
both equal either to i0z0 . . . zt j (if they end up at j) or to i0z0 . . . zt f j (if they end up
at j ′) as elements of �̃, contradicting the fact that A is a code. Thus, for every i0z,
the cardinality of Eω ∩ −1(i0z) is bounded by the number M of nodes of TA, as
requested by Theorem 2.13(1).

Example 4.1 Let A, I0, I1, o, p, q, r , s, t be as in the second example of Sect. 3.
Figure6 shows the transducer TA, omitting the labeling of the intermediate nodes.

The point (−τ + 8)/11 ∼ 0.58017 . . . is in I1 and equals I1(−τ + 3). Let z =
nl(ln)ω; then π∗(z) = −τ + 3, since (NL)−1(−τ + 3) = τ − 1, which is fixed by
LN = [

1 1
1 2

]
. Feeding TA with z from node 1, it outputs the two infinite sequences

soqω and srsqω, which are indeed the two symbolic orbits of (−τ + 8)/11 under the
map of Fig. 3 left.

We now prove Theorem 2.13(2). Let a,b ∈ Eω
i0
, with a = (a0 . . . ap−1)

ω purely
periodic, be such that (a) = (b). We will prove a = b by adapting the argument
given in [11, Lemma 1.4] for the case of ordinary binary codes.

It is enough to show that a0 = b0; indeed, if so, then 
(
(a1 . . . ap−1a0)ω

) =
(b1b2b3 . . .) (because both correspond to B−1

a0 (x0) ∈ Ii1 ), and we are through by
induction. By possibly replacing a0 . . . ap−1 with its square, we may assume that
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Fig. 6 The transducer TA, for the abstract cf A in Sect. 3

a0 . . . ap−1 = i0wi0 in �̃, with w ∈ {l, n}<ω; thus (a) = (b) = i0wω. Since the
number of nodes and that of prefixes of w are both finite, there must exist a proper
prefix u of w, possibly empty, a node j , and indices k > h ≥ 0, r ≥ 0, s ≥ 1, such
that

b0 . . . bh−1 = i0w
r u j,

b0 . . . bk−1 = i0w
r+su j .

But then

b0 . . . bk−1 = i0w
s i0i0w

r u j = (a0 . . . ap−1)
sb0 . . . bh−1

in �̃; since A is a code, b0 = a0 as desired.

5 The Galois theorem

We now state our full version of Theorem 1.2; the proof is crucially based on Theo-
rem 2.13.

Theorem 5.1 Let {Ii } be a realization of the abstract continued fraction A, and let
{Hi }, {Ki }, F , F be as in Definition 2.10. Given ω0 ∈ (

⋃
i Hi ) \ Q, the following

statements are equivalent.

(i) At least one of the F-orbits of ω0 is purely periodic.
(ii) ω0 has precisely one F-orbit, and that orbit is purely periodic.
(iii) ω0 is a quadratic irrational and for some i0 we have ω0 ∈ Hi0 and ω′

0 ∈ Ki0 .

If this happens, then the symbolic periods of (i0, ω0) under F and of (i0, ω′
0) under

F� are unique and the reverse of each other. If the realization is geometric then ω′
0

has a unique purely periodic F�-orbit, of the same period p as the F-orbit of ω, and
the identity (F�)t (ω′

0) = (
F−t (ω0)

)′
holds for every t (mod p).
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Proof Assume (i) and let ω0, ω1, . . . be the given purely periodic F-orbit of ω0. Then
there exists i0 and a purely periodic a ∈ Eω

i0
such that ωt = π(Sta) for every t . By

definition, any other F-orbit x0, x1, . . . of ω0 = x0 is of the form xt = π(Stb) for
some j0 and b ∈ Eω

j0
.

Claim Given such an F-orbit, there exists c ∈ Eω
i0
such that π(Stc) = π(Stb) for

every t .
Proof of Claim Since {Ii } is a realization of A, by definition there exists c0 ∈ Eω

i0
with π(c0) = x0 and π(Sc0) = x1. Analogously, letting i1 be the starting node of
Sc0, there exists c1 ∈ Eω

i1
with π(c1) = x1 and π(Sc1) = x2, and so on by induction.

By construction, the sequence c = c00c
1
0c

2
0 . . . of first elements of the successive ct

belongs to Eω
i0
. Moreover, for each t ≥ 0, we have

xt = π(ct ) = Bct0

(
π(Sct )

) = Bct0
(xt+1) = Bct0

Bct+1
0

(xt+2) = · · · .

This shows that xt = π(Stc), as requested.
Having proved our claim, we conclude that π(a) = π(c), with a purely periodic.

By Theorem 2.13(2) we have a = c, and thus ωt = xt for every t ; this establishes (ii).
Assume (ii), and let a = (a0 . . . ap−1)

ω ∈ Eω
i0
be such that the given orbit is the

π -image of the S-orbit of a. Writing at = itσt it+1, we must then have i p = i0.
Since ω0 is fixed by Ba0...ap−1 , which is not the identity matrix by the observation
after Lemma 2.5, ω0 is a quadratic irrational. Applying the Galois conjugation and
Remark 2.9 we obtain Dap−1...a0(ω

′
0) = ω′

0, which is in Kip = Ki0 ; thus (iii) holds.
Let a discriminant D ∈ Z>0 be given; then the set of all pairs (ω, ω′) of Galois

conjugates of quadratic irrationals that have discriminant D and are such that ω′ <

0 < ω, is finite. Indeed, letting f1x2 + f2x + f3 ∈ Z[x] be the primitive polynomial
of the pair, we must have 0 > ωω′ = ( f 22 − D)/(4 f 21 ). Therefore we have the bound
| f2| <

√
D and, since f1 f3 = ( f 22 − D)/4, there are finitely many possibilities

for ( f1, f2, f3), and thus for (ω, ω′). Remembering that Hi ⊆ Ii [0,∞] and Ki ⊆
Ii [∞, 0], a fortiori the set Qi (D) of all pairs (ω, ω′) ∈ Hi × Ki such that ω and ω′
are conjugate of discriminant D is finite for every i .

Assume now (iii), let D be the discriminant of ω0, and let

Qi (D) = {
(a,b) : a ∈ Eω

i ,b ∈ (E�)ωi ,
(
π(a), π(b)

) ∈ Qi (D)
}
.

The map S : ⋃
i Qi (D) → ⋃

i Qi (D) given by S(a,b) = (Sa, a0b) is well defined
and is a bijection. Indeed, say (a,b) ∈ Qi (D); according to our conventions in
Remark 2.9, we have a0 = iσ j and b0 = hτ i for some σ, τ ∈ � and nodes j, h. Thus
Sa ∈ Eω

j and

a0b = (iσ j)(hτ i)b1 . . . ∈ (E�)ωj .

Since π(Sa) = B−1
a0

(
π(a)

)
and (a0b) = Da0

(
π(b)

) = B−1
a0

(
π(b)

)
, the relation

of being Galois conjugate and the discriminant are preserved; therefore S(a,b) ∈
Q j (D). Clearly S is invertible, with S−1(a,b) = (b0a, Sb).
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Lift the pair (ω0, ω
′
0) ∈ Hi0 × Ki0 in (iii) to some (a,b) ∈ Qi0(D). We proved

above that
⋃

i Qi (D) is finite, and Theorem 2.13(1) yields that
⋃

i Qi (D) is finite,
too. As S is a bijection, there exists p ≥ 1 such that S p(a,b) = (a,b); therefore
a = (a0 . . . ap−1)

ω and b = (ap−1 . . . a0)ω. This shows (i) and, by Theorem 2.13(2),
proves that (a,b) is the unique lift of (ω, ω′); thus, a posteriori, Qi (D) and Qi (D)

are in bijection for every i .
We have thus proved the equivalence of (i), (ii), (iii). The two final sentences in our

statement are now automatic from the construction. ��

6 Jump transformations and purely periodic points

In this last section we discuss how passing from a Gauss-type map F to a jump
acceleration Fjump affects the set of purely periodic points. Let {Ii } be a realization
of the abstract continued fraction A. By Theorem 2.8, the attractor

⋃
i Hi contains

intervals, and hence a rational point which, possibly after a global conjugation, we
assume to be 0. For each node i , let

Pi = {a ∈ Eii : a is parabolic andBa(0) = 0}.

Every Pi is either empty or a singleton (if a, b ∈ Pi then the products ab and ba are
both defined in �̃ and equal; sinceA is a code, we must have a = b). We assume that
P = ⋃

i Pi is not empty, and set J = A \ P �= ∅.
Lemma 6.1 Let a ∈ Eω; then no distinct letters a, b, both of them in P , may appear
consecutively in a. Moreover, either a contains infinitely many letters in J , or it ends
with aω, for some a ∈ P . In this second case, π(a) ∈ Q.

Proof The first two statements are clear, since if i �= j then no element of E j j can
follow an element of Eii . For the last statement, assume a = a0 . . . ar−1aω, for some
a ∈ P . Then

π(a) = Ba0...ar−1

(
π(aω)

) = Ba0...ar−1(0) ∈ Q.

��
The multivalued map Fjump from (

⋃
i Hi ) \ Q to itself is then defined by setting

Fjump(x) = π(Se(a)+1a), where π(a) = x and e(a) = min{t ≥ 0 : at ∈ J }. Thus
Fjump is an acceleration of F , and Theorem 2.13 implies that the number of Fjump-
orbits of x is finite and uniformly bounded, and that Fjump is single-valued along purely
periodic orbits.

For every i , let

Ri = π
[{a ∈ Eω

i : a0 ∈ J }]

=
⋃{

Db[K j ] : ( j �= i and b ∈ E ji ) or ( j = i and b ∈ Eii \ Pi )
}
.

(6.1)
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If Pi is empty then Ki = Ri . Otherwise, if Pi = {a}, then

Ki =
⋃

t≥0

Dt
a[Ri ] ∪ {0}; (6.2)

this follows by recursively nesting the identity Ki = Ri ∪ Da[Ki ] and observing that⋂
t≥0 D

t
a[Ki ] = {0}.

Remark 6.2 The above construction clarifies the structure of the attractor in Lemma3.1
and in all our subsequent examples. The key difficulty in determining {Ki } is guessing
the “basic blocks” {Ri }; once this is done, then each Ki is the closure (which amounts
to the final adding of 0) of the Da-orbit of Ri , where a is the parabolic letter in Pi .
Lemma 3.1 is nothing else than the proof that the choice R0 = R1 = [∞,−2] is the
correct one for the (τ − 1)-cf of Sect. 3.

Let F�
R : R → R be the first-return map induced by F� on R = (

⋃
i Ri ) \ Q,

namely F�
R(x) = (F�)q(x)(x), where q(x) = min{t ≥ 1 : (F�)t (x) ∈ R}.

Theorem 6.3 Assume the hypotheses of Theorem 5.1, and further assume that Hi ∩
Hj ⊆ Q for i �= j . Let Fjump be defined as above. Given ω0 ∈ Hi0\Q the following
statements are equivalent.

(i) At least one of the Fjump-orbits of ω0 is purely periodic.
(ii) ω0 has precisely one Fjump-orbit, and that orbit is purely periodic.
(iii) ω0 is a quadratic irrational and ω′

0 ∈ Ri0 .

If this happens and the realization is geometric, then ω′
0 has a unique F

�
R-orbit, which

is purely periodic of the same period p as the Fjump-orbit of ω0, and the identity

(F�
R)t (ω′

0) = (
F−t
jump(ω0)

)′
holds for every t (mod p).

Proof This is best seen in terms of symbolic dynamics. Consider the infinite alphabet
W whose elements are all words w = aeb, with a ∈ Pi , b ∈ Ei j ∩ J , and e ≥ 0;
words in W can be concatenated if and only if the corresponding paths in GA can be
concatenated. The key observation here is that infinite sequencesw overW are in 1–1
correspondence with infinite paths in GA containing infinitely many letters in J .

By definition, every Fjump-orbit of ω0 is of the form π(Stw), with S denoting word
shift. Assume we have two such orbits and that the first one is purely periodic. Then
these are induced as above by two sequences w and w′, with w purely periodic. By
Theorem 2.13(2) w and w′ are equal as elements of Eω

i0
and hence, by the observation

above, are equal as sequences over W; this shows that (i) and (ii) are equivalent.
Assume (ii) and let w = (w0 . . . wp−1)

ω be such that Ft
jump(ω0) = π(Stw) for

every t . Then clearly ω0 is a quadratic irrational andw0 . . . wp−1, thought as a word in
A, is the symbolic period of (i0, ω0) underF . By Theorem 5.1 this symbolic period is
unique and is the reverse of the symbolic period of (i0, ω′

0) underF�. Let b ∈ A be the
last letter in wp−1. Then b ∈ E ji0 ∩J for some j , and therefore ω′

0 ∈ Db[K j ] ⊆ Ri0
by (6.1); thus (iii) holds.

The argument can be reversed: assuming (iii), the unique symbolic period of (i0, ω′
0)

under F� must begin with a letter in J . Thus, the reverse of this symbolic period is
of the form w0 . . . wp−1 for certain words wt ∈ W , and (i) holds.
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Fig. 7 The unfolded Even map and its dual, the folded one

Fig. 8 The graph GA and the slow Odd map. The branches, listed in the order they touch the x-axis, are
B−1
r , B−1

q , B−1
o , B−1

p , B−1
s , B−1

t

We now prove our last statement. Let w0 . . . wp−1 be the word over W that, as
a word over A, is the symbolic period of (i0, ω0) under F ; say that wt = aett bt . By
Theorem5.1, the symbolic period of (i0, ω′

0) underF� is bp−1a
ep−1
p−1 . . . b0a

e0
0 .Working

by induction on p, it suffices to show that (F�)ep−1+1(ω′
0) ∈ R, that (F�)q(ω′

0) /∈ R

for every 1 ≤ q ≤ ep−1, and that (F�
R)(ω′

0) = (
F−1
jump(ω0)

)′. The first statement is

true because (F�)ep−1+1(ω′
0) is the π -image of an infinite path in GA� that begins with

bp−2 ∈ J (index modulo p). If the second statement were false for some q, we would
have that (F�)q(ω′

0) is, on the one hand, the π -image of

(
a
ep−1−q+1
p−1 bp−2a

ep−2
p−2 . . . b0a

e0
0 bp−1a

q−1
p−1

)ω
,
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Fig. 9 Left: the analogue of Fig. 4 for the slow Odd map. The increasing branches in the left picture are
D−1
o , D−1

q , D−1
r , D−1

p , and the decreasing ones D−1
s , D−1

t , in both cases listed from left to right. Right:

the first-return map F�
R , grid at {∞, −τ − 1, −τ + 1}

and on the other the π -image of an infinite path in GA� that begins with a letter in J ;
since ep−1 − q + 1 ≥ 1 and ap−1 /∈ J , this contradicts Theorem 2.13(2). Finally, the
third one follows from the corresponding statement in Theorem 5.1, as

(F�
R)(ω′

0) = (F�)ep−1+1(ω′
0) = (

F−(ep−1+1)(ω0)
)′ = (

F−1
jump(ω0)

)′
.

��

We conclude this paper by applying Theorems 5.1 and 6.1 to the cases in Corol-
lary 1.3(2)–(5).

Example 6.4 The Ceiling map is the jump transformation determined by taking a =
0l0, b = 0n0, A = {a, b}, I0 = [0, 1], P0 = {a}. Since A = A�, we plainly
have H0 = [0, 1] and K0 = [1, 0]. Thus R = Db[1, 0] = [1,∞] and we obtain
Corollary 1.3(2). Explicit computation shows that the dual F�

R of the Ceiling map is
conjugate via x �→ −x−1 to the Rényi transformation [30] x �→ −x−1 − 	−x−1
 on
[−1, 0].

Example 6.5 Treating the Even map is similar, and actually simpler, to treating
the (τ − 1)-cf of Sect. 3. The slow version is given by taking n = 2, A =
{0n20, 1l1, 0l0, 0nl1, 1n f 0, 1ln f 1}, I0 = H0 = [−1, 0], I1 = H1 = [0, 1]. We
again denote the elements ofA by o, p, q, r , s, t , in this order; similarly to the case of
Sect. 3, they match in pair, with Bs = Bt and Bq = Br as matrices.We haveP0 = {o},
P1 = {p}, and the resulting Fjump is precisely the Even map of Fig. 7 left.

The attractor (K0, K1) arises as in Lemma 3.1 by taking R0 = R1 = [∞,−1].
All the discussion in Sect. 3 for the (τ − 1)-cf carries through with the appropriate
modifications. We plot in Fig. 7 right the map F�

R , which is conjugate via x �→ −x−1
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to the folded version on [0, 1] of Even,

x �→ ∣∣x−1 − (the even integer nearest to x−1)
∣∣.

Example 6.6 The Odd and Nearest Integer cases are similar, but more involved than
the previous ones; we treat the Odd case in some detail and sketch the modifications
needed for Nearest Integer. The graph GA and the slow Odd map are shown in Fig. 8;
the names of the edges mirror those in Fig. 1 and we have I0 = H0 = [−1, 0],
I1 = H1 = [0, 1]. Differently from the cases in Sect. 3 and in Example 6.5, here
R0 �= R1; indeed, setting R0 = [∞,−τ − 1], R1 = [∞,−τ + 1] the statement
and the proof of Lemma 3.1 carry through. The first part of Theorem 6.3 now yields
Corollary 1.3(4).

A complication arises with the dual map; Fig. 9 is the Odd analogue of Fig. 4 for the
(τ − 1)-cf. The branches D−1

q and D−1
r do not collapse anymore, and neither do D−1

s

and D−1
t . The immediate consequence is that the realization (I0, I1) is not geometric.

Consider for example any point α in the domain [−3,−τ − 1] of the second from
right incomplete branch in Fig. 9 right. As a point of K0, only D−1

q may act on α,
while as a point of K1 only D−1

r may act. The two images are different, so F� does
not descend to a Gauss-type map. However, due to the identities D−1

t = D−1
p D−1

s

and D−1
q = D−1

o D−1
r (that can be checked directly, or more interestingly by realizing

them as identities on the B−1
a -branches in Fig. 8 right), the first-return map F�

R0∪̇R1

does descend to a map F�
R on R = (R0 ∪ R1) \ Q(τ ), which is shown in Fig. 9 right.

We stress an issue related to our discussion in Remark 2.11: F�
R is an excellent dual

to Odd in the measure-theoretic sense. However, since the realization is not geometric,
it is not a dual in the sense of the second part of Theorem 6.3. For example, the point
ω = τ − 2 is fixed under Odd, with symbolic period q. However, ω′ = −τ − 1 has
two F�

R-images, namely itself and −τ + 1, and uncountably many F�
R-orbits.

All of the above holds for the Nearest Integer case with the appropriate modifi-
cations: A equals now {0n0, 1l1, 0ln0, 0 l21, 1nl f 0, 1n2 f 1}, I0 = H0 = [−1/2, 0],
and I1 = H1 = [0, 1/2]. Taking R0 = [∞,−τ − 1] and R1 = [∞,−τ ], Lemma 3.1
carries through, and we obtain Corollary 1.3(5). The realization (I0, I1) is not geo-
metric, and considerations as above hold for F�

R .
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