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ABSTRACT Federated Learning (FL) is a machine learning technique in which collaborative and distributed
learning is performed, while the private data reside locally on the client. Rather than the data, only gradients
are shared among all collaborative nodes with the help of a central server. To ensure the data privacy,
the gradients are prone to the deformation, or the representation is perturbed before sharing, ultimately
reducing the performance of the model. Recent studies show that the original data can still be recovered using
latent space (i.e., gradient leakage problem) by Generative Adversarial Network and different optimization
algorithms such as Bayesian and Covariance Matrix Adaptation Evolution Strategy. To address the issues
of data privacy and gradient leakage, in this paper, we train deep neural networks by exploiting the
blockchain-based Swarm Learning (SL) framework. In the SL scheme, instead of sharing perturbed or noisy
gradients to the central server, we share the original gradients among authenticated (i.e., blockchain-based
smart contract) training nodes. To demonstrate the effectiveness of the SL approach, we evaluate the proposed
approach using the standard CIFAR10 andMNIST benchmark datasets and compare it with the other existing
methods.

INDEX TERMS Blockchain, data privacy, federated learning, gradient leakage, model privacy, Swarm
Learning.

I. INTRODUCTION
A large amount of representative dataset is required for a
robust and generalized deep learning model. Modern devices
generate a large amount of such data, which is the best fit
for deep learning models. However, sensitivity and confi-
dentiality are important for user’s data that should not be
exposed by the deep learning models. For example, a lan-
guage model is used to improve the text writing and speech
recognition, whereas an image model is used to select the
photos and videos. A single entity, such as a hospital, school,
organization, and individual user, often does not produce
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enough data to train such models with efficacy. In traditional
model training methods, the data have been collected from
all entities producing homogeneous data and kept on a cen-
tral server for training. However, due to emerging privacy
concerns [1], [2], Federated Learning (FL) is introduced to
mitigate the concerns about data sharing [3]. FL has evolved
due to its advantages for the need of today’s complexmachine
learning problems such as continuous learning, hardware effi-
ciency, and data diversity, especially the data produced from
multiple locations and resources for a decentralized training
process [4], [5]. Unlike traditional methods, FL is considered
a privacy-preserving mechanism [6], [7], where the training
is conducted in the decentralized and collaborative manner.
Moreover, the gradients are sharedwith a central server, while
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the data reside at the local nodes [8]. However, recent studies
[1], [9], [10], [11], [12], [13], [14] show that FL is concerned
about the confidentiality and privacy of data where gradients
are vulnerable to leakage.

Although, much effort has been put into the defenses
against gradient leakage as demonstrated in [15], [16], [17],
[18], the problem of gradient leakage still persists in the
FL environment. Gradients’ leakage is exploited to invert
the shared gradients that reproduces the original data on the
central server. Initially, a common Differential Privacy (DP)
method [19] was introduced to protect gradients. In DP, gra-
dients are clipped, and Gaussian noise is added before sharing
with the central server. Subsequently, some sophisticated
defense mechanisms have been introduced, as given in [2],
[5], [16], [17] to mitigate the problem of gradient leakage.
Recently, Li et al. [10] proposed a method to recover the
original data from shared gradients.

To solve the problem of gradient leakage in decentralized
training, a sophisticated method is required to ensure the
data privacy of all training nodes. In this paper, we exploit
a newly introduced Swarm Learning (SL) [20] framework
based on blockchain networking and edge computing to solve
the gradient leakage problem. We use SL for the collab-
orative training of participating clients. It uses blockchain
technology to secure the data and model parameters of each
participant based on smart contracts among communicating
clients. SL performs better than FL as it aggregates the origi-
nal gradients of local update obtained from each participant.
Moreover, it ensures the privacy of data and model by sharing
the data with clients registered through smart contracts. The
proposedmethodmitigates the problem of gradient leakage in
FL without sacrificing the overall performance of the model.
The structure of SL is similar to FL except that the central
server is eliminated. SL leverages blockchain technology to
develop a secure and private peer-to-peer network in which
every new participant is registered through a smart contract.
In SL, all participating nodes train the local model with
their local data, and share gradients with the authenticated
nodes. These gradients are aggregated by a randomly selected
sentinel node that averages the gradients with the Federated
Average (FedAvg) algorithm [3], which has also been used
as different variations in current FL models [16], [17], [21],
[22], [23], [24], [25].Multiple training schemeswith different
orientations of data and model, are shown in Fig. 1.

We exploit the SL framework with blockchain technology
to mitigate the gradient leakage problem in FL. In the pro-
posed training scheme, a blockchain communication protocol
provides a secure means of sharing gradients among authen-
ticated nodes. The overall process of the proposed SL scheme
consists of the following steps: (1) A node is registered and
authenticated with the smart contract and acquires the model
for training. (2) Each node performs local training with its
local data and shares the gradients with other nodes (i.e., sen-
tinel node). (3) The sentinel node performs the average aggre-
gation of the gradients received from all nodes and broadcasts
it to all nodes. (4) An individual participating node receives

updates and evaluates its local model. (5) A global model is
obtained after enough communication rounds among all the
nodes.

II. RELATED WORKS
A. GRADIENT LEAKAGE IN FEDERATED LEARNING
Initially, FL was considered a privacy preserving framework,
but recent work [11] shows that FL is vulnerable to inference
attacks. Deep Leakage from Gradients (DLG) [11] approach
has been proposed to demonstrate that the original data
is reconstructed from the gradients. The dummy gradients
are generated with the dummy inputs and labels. Finally,
the distance between the dummy and the real gradients is
minimized to recover the original data. In a recent study,
the Generative Gradient Leakage (GGL) [10] method has
been proposed that uses the latent space of the Generative
Adversarial Network (GAN) learned from the public dataset.
The latent space helps compensate for the loss of features
during gradient degradation due to defense implementation.
Moreover, adaptive loss and gradient-free optimization meth-
ods have been adapted to solve the problem of non-linearity.
Another work [1] investigated that the input data, to the
fully connected layer in the deep learning model, are recon-
structed from gradients. It is also possible to recover the input
images in the batches as proposed in the GradInversion [9].
In the GradInversion method, a batch of 8 to 48 images of
ImageNet [26] is reconstructed for a larger network such as
ResNet50 [27].

B. DEFENSE AGAINST GRADIENT LEAKAGE IN FEDERATED
LEARNING
Recently, a number of methods have been proposed to solve
the problem of gradient leakage in FL. It has been investigated
that the class-wise data representation produced by local
updates is the main cause of gradient leakage. The defense,
named Soteria [16], has been proposed to solve this problem.
In this method, the representation of the data is perturbed by
maintaining the convergence of the FedAvg [3] and FLmodel.
However, the accuracy is still effected by the perturbed rep-
resentation. This work has been extended by [17], which
addresses the problem of deterioration of the FL model in
exchange for defense implementation. This method is based
on the Bounded Local Update Regularization (BLUR) and the
Local Update Sparsification (LUS), which limits the norm
of local update before applying DP [19]. It improves the
model performance, but gradients are still degraded, which
eventually affect the performance of global model. In another
method proposed in [5], a recurrent language model is
trained that maintains differential privacy when applying the
FedAvg [3] algorithm. The proposed method ensures the
privacy of user-partitioned data for deep models especially
Long Short-TermMemory (LSTM) languagemodels. In [28],
a method of secure aggregation in FL is proposed in which
on-device Gaussian noise is added to data to ensure the dis-
tributed DP. In this method, Gaussian noise with a threshold
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FIGURE 1. Overview of different training schemes: (a) Individual and independent training of
a node with the local model and data. (b) Traditional model training with a single collection
of data from multiple resources. (c) Federated Learning environment showing collaborative,
distributed, and decentralized learning with multiple training nodes that share vulnerable
gradients with the central server. (d) Model training, using blockchain-based SL to mitigate
the issue of gradient leakage. In SL, the gradients are shared with only authenticated nodes.

is added to the gradients after a local update, before sending
them to the central server for aggregation. A voting-based
Differentially Private Federated Learning (DPFL) method
has been proposed in [29], in which despite of gradient-
averaging, voting process is established among the labels of
each local model to decrease the communication cost. In this
method, secure multi-party communication is implemented
on the basis of voting scores.

C. BLOCKCHAIN FOR FEDERATED LEARNING
Blockchain technology provides a secure network and com-
munication protocol. A method proposed in [30] gives a
framework for FL using blockchain and Zero-Knowledge
Proofs (ZKPs) to preserve the privacy of data. A similar
method is proposed in [31] which uses blockchain technology
and data can be accessed through access rights. Another
similar method proposed in [32] uses blockchain with Hyper-
ledger Fabric to build a secure platform for FL. In this
method, local updates are encrypted using Homomorphic
Encryption (HE) to protect the data sharedwith central server.
A method named platform-free proof of federated learning
(PF-PoFL) [33] has been proposed recently, which provides
a secure outsourcing of AI task. In this method, a privacy-
preserving algorithm is designed using blockchain for model
training in FL.

D. SWARM LEARNING FOR DECENTRALIZED TRAINING
The SL framework [20] was proposed for data confidentiality
and decentralized clinical machine learning. It was used for

the decentralized model training with private clinical data
from different hospitals. Later, it has been used in [34] to
detect cancer disease in the same scenario of private and
decentralized pathology image data. SL has been applied to
solve the problem of decentralized clinical data that cannot
be shared for machine learning tasks. We exploit the SL
framework for the gradient leakage problem in FL.

III. PROPOSED METHODOLOGY
In the proposed approach, multiple nodes (clients) mutually
train a model with the help of a randomly selected sentinel
node that is responsible for the aggregation of the gradients.
Unlike FL, each node trains a local model with its own local
data, and shares the gradients with the authenticated node
through a blockchain communication strategy, as shown in
Fig. 2. A randomly selected sentinel node is responsible for
the aggregation and broadcasting of gradients. Finally, each
node evaluates its local model with the gradients received
from the sentinel node. Thus, each node sends and receives
updates recursively for a specific number of communication
rounds until a given limit is reached. If there are N nodes
participating with the full data D, in the training process, and
a node i ∈ N has a local data di and model m, then the loss
of an individual node is expressed as fi(m, di). The objective
of the aggregated model is to minimize the aggregated loss of
all training nodes, which is formulated as:

min
m∈Rd

{f (m,D) =

N∑
i=1

si
N
fi(m, di)} (1)
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FIGURE 2. Process flow of traditional Federated Learning and newly introduced Swarm Learning. (a). Federated Learning
shares perturbed gradients obtained from individual client with the central server. (b). Swarm Learning shares original
gradients with the authenticated sentinel node using the blockchain-based secure communication protocol.

where si denotes the samples of the node i ∈ N . There
are multiple communication rounds among the participating
training nodes and the loss is calculated by the average of all
communication rounds. An update on the sentinel node for
the communication round r is induced as:

2r+1
=

N∑
i=1

wi2r
i (2)

wherewi is the aggregated weight and2r
i represents the local

model of the node i.
We exploit SL using blockchain communication protocol

to mitigate the gradient leakage problem with a mutually
secure contract among nodes. Each participating node in the
training process is registered, authorized, and well-known to
the network. With the use of the blockchain communication
protocol, a new participant needs to enroll with a smart con-
tract, then obtain the training model, and continues the pro-
cess until it synchronizes with the existing training process.
A swarm application interface (i.e., API) is used to merge
and exchange model parameters before each training cycle.
At an individual node, SL is divided into the application layer
and middle-ware in which application layer provides models,
while middleware provides the blockchain, Swarm API, and
the machine learning platform. We can formulate the output
gradients y obtained from an individual node as follows.

y = M (x) (3)

where M (x) = ∇L(f (x), c) is the calculation of gradients
from the loss L generated by the input x and lable c in the
model f . Note that in FL, most of the recent methods use a
degrading factor ε added to the gradients along with some
transformation τ if needed, before sharing these gradients
with the central server. In general, this process is expressed
as follows:

y = τ (M (x)) + ε (4)

Thus, (4) is also applicable to the proposed approach only
without any transformation τ and addition factor ε. The final

formulation for the gradients to be averaged at the sentinel
node is given below.

y = ∇L(f (x), c) (5)

In the proposed approach, original gradients are protected
and shared with authenticated participants that perform better
than noisy and perturbed gradients in FL.

IV. EXPERIMENTS AND RESULTS
We conduct a substantial number of experiments to assess
the performance of individual and SL model. In the exper-
iments, we use a well-known ResNet18 pre-trained model
[27] and CNN-2 model [35] for the classification task.
We setup four nodes (clients) having a part of the dataset for
the model training environment of blockchain-based Swarm
Learning.

A. DATASET
In the experiments, we use a standard CIFAR10 [36] and
MNIST [37] datasets, which are publicly available. The
CIFAR10 dataset contains 60,000 color images of 32 ×

32 size, which are distributed as 50,000 training samples and
10,000 testing samples. This data set consists of 10 classes
each having 6000 instances. The MNIST dataset contains a
total of 70,000 grayscale images of numbers from 0 to 9 with
the size of 28 × 28, which is distributed as 60,000 training
and 10,000 testing samples.

For both data sets, we divide all training data equally
into four training nodes using different Dirichlet distribution
settings (Dir(α)) with different values of α to make the data
non-independent and individually distributed (non-IID) as
used in [17], [38]. The smaller value of α leads to more
heterogeneity in data and vice versa. Heterogeneity in the data
results in class imbalance that eventually affects the perfor-
mance of the model. For an individual node, each model uses
fourth part of the whole training set. Test sets of both datasets
are used for the evaluation of each individual node as well as
SL model.
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TABLE 1. A comparison of the proposed approach with the baseline methods.

TABLE 2. A comparison of the trained model with the proposed blockchain-based SL and individual nodes.

B. TECHNICAL DETAILS
The proposed approach is implemented with PyTorch. For
individual model training, all experiments are performedwith
Ubuntu 22.04 having NVIDEA GeForce RTX 3090 with
24 GB memory and an i7-8700 CPU with 50 GB memory.
For the SL and blockchain environment, we set up four nodes
each having Ubuntu 22.04 LTS and i7-8700 CPU with 50 GB
memory.

SL environment requires an HPE license server [39],
SL repository [40], Secure Shell (SSH) and the docker plat-
form. In our work, we use Linux (Ubuntu 22.04 LTS) as an
operating system (OS)where theHP license server is installed
on the sentinel node and the participating nodes are connected
through SSH and share the learning with authentication cer-
tificates. In our experiments, 1 Swarm Network (SN) node,
1 Swarm Operator (SWOP) node, 4 Machine Learning (ML)

nodes, 4 Swarm Learning (SL) nodes, and a Swarm Learning
Command Line Interface (SWCI) are used for the collabora-
tive and decentralized model training.

C. EVALUATION METRICS
We evaluate the proposed approach with the accuracy as
evaluation metric. In the training process, we have imbalance
classes for the training set, but balance classes in the test set
used for evaluation. Thus, we consider the commonly used
accuracymetric for evaluation, and the comparisonwith other
existing methods.

D. COMPARISONS WITH THE STATE-OF-THE-ART
METHODS
We are motivated by the recent methods for FL with defenses
applied to secure the gradients obtained from local updates of
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FIGURE 3. Test accuracy of individual and SL model with Non-IID settings of CIFAR10 data using different values of α. CNN-2 and ResNet18 are
evaluated on each individual node with their local chunk of data. SL model is obtained by the collaborative training of individual nodes. The model
performance increases consistently with a higher α value for both deep models.

individual participating clients. Moreover, there is a trade-off
between privacy andmodel performance in FLwhen applying
some defense, as proposed in the baseline methods. We com-
pare our method with existing baseline methods implement-
ing similar deep learningmodel in FLwith some defense. The
existing baseline methods are based on FL with some defense
to secure the gradients before sharing with the central server.
Table 1 shows the comparison of proposed scheme with the
baseline methods [5], [17], [28], [29]. The results of the
proposed scheme are compared with different values of α to
distribute the non-IID dataset for each individual node. Lower
value of α makes the data more heterogeneous, while the
higher value leads to homogeneity of the data. Heterogeneity
in the data means class imbalances in the training set, whereas
homogeneity produces balanced classes in the training set.
Thus, the performance of model is increased as the value of α
increases. Experiments are repeated four times for each α and
we report accuracy with standard deviation (i.e. mean± std).
It is clear from Table 1 that the proposed scheme consis-

tently outperforms existing state-of-the-art (SOTA) methods
for different values of α, and the data distribution. Specifi-
cally, using the CIFAR10 [36] dataset, ResNet18 [27] gives
better results as compared to CNN-2 [35] model. The pro-
posed scheme also uses the averaging algorithm FedAvg [3]
similar to FL. However, it uses blockchain technology to
secure the network and protect gradients from leakage.

Unlike FL, Swarm Learning does not require any defense
method to degrade or perturb gradients to avoid gradient
leakage. However, SL exploits the blockchain protocol to
secure the sharing gradients. In the training process of SL,
the gradients are shared only with the authenticated nodes

through smart contract. The reason for the improved results in
SL compared to FL is obvious that transformation and degra-
dation of gradients as in 4, eventually reduces the perfor-
mance of the FLmodel. In contrast, in the proposed approach,
the original gradients are shared among all the authenticated
nodes, which increases the performance of the aggregated
model. We argue that our proposed approach is better than
the existing FL methods with respect to security, data privacy
and model performance.

E. ABLATION STUDY
For the ablation study, we conduct a number of experiments
to analyze the effect of data and model learning with the
individual and blockchain based SL model. We observe the
effectiveness of SL through experiments performed with
CNN-2 [35] and ResNet18 [27] models. For the experiments,
we use the standard CIFAR10 [36] and MNIST [37] datasets
to evaluate the proposed scheme. The experimental results
of the individual nodes and SL environment with both deep
models trained on both datasets with different value of α, are
given in Table 2.

In Table 2, α is the variable that performs the data dis-
tribution (i.e., Dir(α)), while Node 1, Node 2, Node 3, and
Node 4 are individual clients that locally train the model,
each having the fourth part (i.e., local data) of the entire
training set with a given value of α. Finally, all the nodes
collaboratively train the model in SL environment. When the
value of α is lower, performance of the model is decreased
due to class imbalance in the local data of individual nodes.
Conversely, the performance of the model is increased with
the higher value of α because of homogeneity in training data
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of individual nodes. It is clear from the results obtained that
SL performs better compared to the individual node for both
deep networks and datasets.

We further use CIFAR10 [36] dataset distribution with
different values of α, and evaluate the CNN-2 [35] and
ResNet18 [27] models to check and visualize the perfor-
mance of individual training and SL training as shown in
Fig. 3. The test accuracy is measured against each individ-
ual node and the SL model using train data with given α.
We conclude two aspects of the results: (1) ResNet18 [27]
performs better than the CNN-2 [35] model in both individual
and blockchain based SL environment. (2) SL nodes with
collaborative training on parts of the data give better results
compared to the individual node.

V. CONCLUSION
We train the deep CNN networks by leveraging the advan-
tage of Swarm Learning framework to solve the gradient
leakage problem in Federated Learning. During the training
phase, we share the gradients of the models with the secure
blockchain-based communication strategy among authenti-
cated participating nodes. The experimental results demon-
strate the effectiveness of our approach compared to existing
methods. The proposed approach mitigates the problem of
gradient leakage in collaborative and decentralized training
in FL. Moreover, we achieve good results in terms of the
accuracy as compared to existing FL-based methods.

Using (2), we perform a naive training and averaging for
collaborative SL training. Recently, emerging approaches in
FL have been more efficient at improving the model per-
formance. Most recent and efficient averaging methods with
privacy-preservation among participants, and data transfor-
mation can be explored for the efficient SL merging tech-
niques in future research directions.
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