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ABSTRACT
Modern recommender systems are optimised to deliver person-
alised recommendations to millions of users spread across different
geographic regions exhibiting various forms of heterogeneity, in-
cluding behavioural-, content- and trend specific heterogeneity.
System designers often face the challenge of deploying either a sin-
gle global model across all markets, or developing custom models
for different markets. In this work, we focus on the specific case
of music recommendation across 21 different markets, and con-
sider the trade-off between developing global model versus market
specific models. We begin by investigating behavioural differences
across users of different markets, and motivate the need for con-
sidering market as an important factor when training models. We
propose five different training styles, covering the entire spectrum
of models: from a single global model to individual market specific
models, and in the process, propose ways to identify and lever-
age users abroad, and data from similar markets. Based on a large
scale experimentation with data for 100M users across 21 different
markets, we present insights which highlight that markets play a
key role, and describe models that leverage market specific data in
serving personalised recommendations.
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1 INTRODUCTION
Recommender systems now touch nearly everything people do on
the internet, from entertainment to search to fashion. This means
that users of recommender systems are an incredibly diverse group:
they range from the very young “digital natives” to people for whom
the internet did not even exist until late in their life, and of course
from all the different countries in the world and all the different
cultural values and expectations that come from that.
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With such a large and heterogeneous group, it is unlikely that
a single recommendation model will suffice for all users. But in
practice, machine-learned models must be trained on some set of
data, and which set of data is chosen may have a large impact on
which users have the best experience with the deployed system.
Even if different models are deployed to different segments of the
user population, choices must be made regarding how granular to
segment users, what data to use for training each segment, how
frequently to retrain, etc. Furthermore, some ways to segment may
raise the need to have ways to “cold start” new segments—for
example, if training is done by market, expanding into new markets
will require having ways to train new models for those markets.

Segmenting by market is the main focus of this work. We con-
sider the case of amusic recommender system, with over 200million
users in 79 different markets, specifically recommending playlists
for user consumption. We investigate the cost-benefit trade-off that
is achievable when choosing between global and general models
versus multiple localized and custom market-specific models. Our
research questions are as follows:

RQ1 Is it true that market is one of the most important attributes
to consider when deploying machine-learned models?

RQ2 If market is an important attribute, how can we best trade off
between training global market-independent models versus
training models locally for each market?

RQ3 What are the best strategies to train a recommender system
for a new market?

We show that market is in fact one of the most important con-
siderations when segmenting users for the purpose of training and
deploying models, using statistical data analysis of user interaction
and system effectiveness. We then detail and consider many differ-
ent training strategies that allow us to cover the entire spectrum of
possibilities: from a single global model to multiple market-specific
ones, passing through hybrid possibilities.

2 RELATEDWORK
Considering user heterogeneity: The effect of heterogeneity of
both users and in particular markets has been studied in the recom-
mender system domain. Works reported in [1, 2, 6, 18, 30] discuss
context-aware recommender systems and how to incorporate and
model contextual information in the design of a recommender sys-
tem. In [8], the integration of user behaviour is considered, crawled
from a set of Twitter data, in the context of music recommendation.
Using a collaborative filtering setting they show that the integration
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of user diversity features improves the quality of recommendations.
In [26], a set of user features is included in the training of a recom-
mender system, which include, among others, diversity and novelty.
Based on the evaluation on 200M listening events crawled from
a Last.fm dataset, the authors claim that such features improve
recommendation effectiveness.

In [16], music diversity across countries is explored using a
Last.fm crawl. The results suggest that by using metrics that are
country dependent, the overall subjective user evaluation can be
maximised. In [18], the effect of the user search mode and the
product type is considered in the effectiveness of a collaborative
filtering model, with the conclusion that the usage of user features
improves the model accuracy.

In social sciences, researchers have long used Analysis of Vari-
ance (ANOVA) and related statistical models to understand the
effects of heterogeneity on outcomes—the literature is far too wide
to cite here, but we refer readers to [17] for examples and advanced
models. There has recently been some work applying such methods
to Information Retrieval (IR) system outcomes, as we describe next.

Breaking down system components: Understanding how a
complex system works has been studied by the IR community.
Of particular interest is the evaluation of retrieval systems that
retrieve documents from a test collection. This is a challenging
problem, usually addressed using large evaluation campaigns. In
the test collection setting, multiple (variants of) systems, called
runs, retrieve documents from large collections of documents, ad-
dressing different (artificial) information needs, called topics. After
the retrieval phase, trained human judges assign to a subset of re-
trieved documents, called pool, a relevance score. The set of (topic,
document) relevance scores is then used to compute the effective-
ness metrics for each (topic, run) pair. The runs are then ranked
using an aggregated score of their effectiveness values over the
individual topics. Because we are able to evaluate each topic in the
collection against each system variant, we can obtain large amounts
of measurement data to use in ANOVA models for understanding
the effect of different system components.

Many works have attempted to model and understand the vast
majority of possible system configurations. A common way to
break down system effectiveness is to use a General Linear Mixture
Model (GLMM) [21, 23, 28] together with the Analysis Of Variance
(ANOVA) [22, 25], where the overall run performance is described
as combination of topic and run component effect, plus their in-
teractions [3, 5, 19, 24, 27, 29]. Different work considered different
statistical analysis and techniques, but always breaking down the
run and topic effect. More recently, in [13] and [12], GLMM and
ANOVA have been used to formalise the sub-corpora effect. GLMM
and ANOVA were applied in [14] and [15] to the composition of
the run components and their effect, using a Grid of Points (GoP)
setting, borrowed from [11], to study all the possible run configura-
tions. Finally, GLMM and ANOVA were used to study the effect of
different test collection components on topic difficulty estimation
in [28]. To the best of our knowledge, our paper is the first work
using GLMM and ANOVA to break down user heterogeneity in the
recommender system scenario.

Domain adaptation: Different works tackled the problem of do-
main adaptation in recommendation systems via transfer learning
[4, 10], that is the research area which studies how to transfer
knowledge between different domains when delivering recommen-
dations. Semantic networks and knowledge based descriptors have
been used to deliver cross-domain item recommendations in [9],
whereas a framework to match entities in source and target domain
for recommender systems was proposed in [31]. In [7], features
sets based on user behaviour were considered in a deep learning
model to build a latent space that is optimal for cross-domain user
modelling. Finally, the consistency of recommendations across do-
mains is investigated in a collaborative filtering scenario in [20].
We add to this body of work by studying the training and testing
of a music recommendation system across 21 different markets.

3 USER-LEVEL HETEROGENEITY ACROSS
MARKETS

To effectively recommend songs and playlists in a personalized
way, user-related features play a major role in optimizing user
satisfaction. In general, it is known that how users interact with
an online system can differ depending on demographics, including
age, gender, location, etc. [1, 8, 16, 26]. We therefore study user
variance and heterogeneity to better understand the components
that affect user interaction metrics. Following from this, we deepen
our analysis looking at the effect of user heterogeneity in machine
learning effectiveness.

3.1 Modeling heterogeneity in user interaction
signals

Our aim is to understand the effects of component user attributes
that affect user interaction signals; our hypothesis is that the user
market is one of the most important. To do this, we set up a model
of a user interaction signal as a function of these attributes, then fit
the model to interaction log data collected over 100M users.

The user attributes, or factors we consider are the following:

• Platform age: the number of days the user has been registered,
divided into buckets;

• Product: the kind of product the user is using: free, premium,
or other variations;

• Activity: the user activity level, discretized into not active,
medium active, very active;

• User age: the age of the user, divided into buckets;
• Gender : male, female, or other;
• Market: geographic region of the user.

The set of interaction signals we consider is detailed in Table 1.
Each signal is aggregated (by arithmetic mean) over all of the users
that are described by a unique ⟨ Age, Product, Activity, User-age,
Gender, Market ⟩ tuple.

We combine these factors in a linear model, which allows us to
use estimation and inference techniques associated with ANOVA
(Analysis of Variance). We write it as follows:

Interactioni jklmn = Marketi + Agej + Productk +
+ Activityl + User-agem +
+ Gendern + Errori jklmn

(1)
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Table 1: Interaction signals and user factors. For purposes of analysis when fitting an ANOVA model, we use the arithmetic
mean of the signal over all users in a group characterized by the tuple of model feature values.

Interaction Signal Extended Description

interaction time number of time units (e.g., seconds) a user interacted with the graphic user interface of the application.
stream time cumulative time units (e.g., seconds) spent by the user streaming platform content within a session.
dwell time time units spent by the user being active in the user interface but not interacting with it; i.e., time in which no action is performed.
max depth maximum depth reached in the expanded tree of the application map, correspondent of a sequence of user actions.
ms played time unit, in milliseconds, spent looking at / streaming platform content within a session.
number of interactions number of interactions done by the user in the graphical user interface of the application. This metrics includes clicks, scrolls, etc.
shelf interaction number of interactions with a particular platform object called shelf, which is central for the recommender system.
session length total time of the length of the user session in the platform application.
items played number of items the user has streamed.
time to last exit units of time passed between the current and the previous session of the user.

Table 2: ANOVA table when modeling mean number of in-
teractions. Independent variables are ranked in decreasing
order of their estimated effect size ω2.

factor SS df F p-val η2 ω2

market 29.08 20 20.60 2.3e-74 1.37e-2 0.0131
platform-age 19.77 4 70.06 3.8e-59 9.33e-3 0.0091
user-age 18.76 5 53.18 3.8e-55 8.85e-3 0.0086
product 13.47 9 21.21 3.4e-36 6.35e-3 0.0060
gender 1.2 2 8.74 1.60e-4 5.82e-3 0.0005
activity 0.02 1 0.40 0.525 1.33e-5 0.0000

Using ANOVA with this model returns quantities such as the mean
sum of squares SS , degrees of freedom d f , the F -statistic, a p-value
for testing statistical hypotheses, η2 for single-factor model fit (i.e.
a measure of model fit like R2 but for only one factor under con-
sideration), and measures of effect size such as ω2. Effect size is
particularly interesting, as unlike model fit or p-values, it is inde-
pendent of sample size, and thus provides an understanding of the
population-wide relationship between a factor and outcomes. The
ω2 effect size is standard for ANOVA and defined on a per-factor
basis as follows [15]:

ω2
factor =

dffactor
(
Ffactor − 1

)
dffactor

(
Ffactor − 1

)
+ N

We fit 10 ANOVAs, one for each of the interaction signals in Table 1.
Table 2 shows results of the ANOVA for mean number of interac-

tions, with factors in decreasing order of effect size ω2. The market
variable explains more about the variation in mean number of in-
teractions than any other factor in the model. These results hold
over all interaction signals. The market a user is in explains more
about their interactions than factors such as age, gender, activity
level, and even which product they choose to use.1

1Note that thoughwe did fit multiple models and therefore would be advised to perform
multiple comparisons correction, no such correction would change the relative impact
of the factors in any given model.

Table 3: ANOVA table when modeling accuracy. Indepen-
dent variables are ranked in decreasing order of their esti-
mated effect size ω2.

SS d f F p-val η2 ω2

feature 7.86 3 1067.35 1.8e-291 0.4291 0.4286
algorithm 5.75 2 1171.94 5.7e-248 0.3141 0.3138
ft:alg 1.09 6 73.73 2.1e-74 0.0593 0.0585
market 0.72 20 14.66 9.4e-43 0.0393 0.0366
mkt:ft 0.60 60 4.04 2.79e-20 0.0325 0.0245
mkt:alg 0.14 40 1.38 0.006 0.0074 0.0020
size 0.02 3 3.26 0.021 0.0013 0.0001

3.2 Modeling heterogeneity in machine
learning effectiveness

A recommender system makes its recommendations based on user
features, but usually has an underlying machine learned model
consisting of an algorithm and a great deal of other features. For
this reason, we perform a second statistical analysis to understand
the impact and importance of various factors on the effectiveness
of the machine learned (ML) model.

Instead of interaction signals, in this model we consider effec-
tiveness metrics, and we seek to understand the effect of different
factors of the ML model on effectiveness. The metrics we consider
are standard metrics such as accuracy, precision, recall, etc., all
based on the ability of the model to correctly predict that a user
will interact with a recommended item. For this and the following
sections, we primarily focus on accuracy; most results hold across
all metrics. Our model is formulated as:
Effectivenessi jklmn = Marketi + Featurej + Algorithmk +

+ Sizel +
(
Marketi : Featurej

)
+

+
(
Marketi : Algorithmk

)
+

+
(
Featurej : Algorithmk

)
.

Our data includes three ML algorithms—Factorisation Machine,
Random Forest, and Naïve Bayes Classifier—with four distinct fea-
ture sets. There are four different training set sizes.

Upon fitting this model, we find that the feature and algorithm
factors, and their interaction, are the most important to predicting
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effectiveness. Table 3 shows the results: the feature, algorithm, and
feature:algorithm interaction factors have the three highest effect
sizes by ω2. This is not surprising, as machine learning algorithms
are deeply influenced by the feature set used, and changing the
particular ML algorithm (e.g., using a random forest in place of a
neural network) can dramatically affect the result. However, market
comes in as the next most important factor, indicating again that
which market a model is used in has a significant impact on its effi-
cacy. Furthermore, the factor representing the interaction between
market and feature set has a significant effect as well, indicating
that the features to be used may differ depending on the market.

The two statistical analyses reported in this section demonstrate
that the market factor plays a central role in user interactions and
in the effectiveness of machine learning approaches. Based on these
outcomes, we turn now to an investigation of the market effect on
training machine learning models for music recommendation.

4 CROSS-MARKET TRAINING
We want to understand the actual effect the market(s) selected for
training has on the machine learning model we use to provide
recommendations. This will help determine whether we can find a
good strategy for training market-specific models, and in general
which is the best strategy we can adopt to provide recommendation
given a market, whether it is a new or an existing one. Thus, to
study the effect and the impact of market in our recommendation
scenario, we train our recommendationmodel according to different
strategies, called policies.

Our aim is to understand the effect and impact of the market, in
particular focusing on two concrete problems:

• Decide, for an existing market, whether it is convenient
to use a single machine learning model, or rather consider
different policies for each market. That is, given a market for
which we have a large set of both user and item interaction
features, decide which training set we should use in such
scenario, and in particular whether we should maintain the
current model (i.e., where data comes from all markets), or
move to a model where training data comes from specific
selected markets;

• Decide, given a new market for which we do not have any
user or item feature, which is the more convenient policy
to adopt; in other words, which machine learning setting to
adopt in such unlabelled scenario. Given that we want to be
able to evaluate the goodness of our approach for launching
in a new market, we simulate not having data for one of
the markets that we are considering, using a leave-one-out
market evaluation setting.

We detail next the policies to be investigated empirically.

4.1 Global policies
This strategy uses a set of training data that comes from all markets
in which the service is available. The rationale is that if each market
contributes with some data, the model should be general enough to
adapt to and capture the heterogeneity of different user behaviours.
For this reason, we consider a set of policies that are different
variants of one other, and where we select the training data from
different markets in different but similar ways.

4.1.1 Global policy. The first strategy consists in training the
model using a balanced set of data coming from all markets, includ-
ing the test market. Thus, with one market acting as a test case,
and n markets in training, each market contributes exactly 1/nth
of the training instances. This policy can be used as a baseline for
training on markets in which we have enough data, because also
the test market contributes with 1/nth of the training instances.
Thus, this policy can not be used to launch in a new market, since
a new market would have no training instances to contribute.

4.1.2 Global-ns policy. A variant of the Global policy is called
Global-ns, which stands for “global not-self”. For this policy we
train the model on a balanced amount of data coming from all other
markets. In this case, differently from the global policy, we do not
include the test market itself into the training data. Thus, we use
training data coming from every other market. This policy can
therefore be used as a baseline for training in new markets.

4.1.3 Global-notbal policy. Yet another variant of the Global policy
is called Global-notbal, which stands for “global not-balanced”. In
this policy, differently from the previous ones, we train the model
using a not balanced (but still random) set of data coming from all
markets. The rationale of this approach is that markets for which
we have more data should contribute with more instances in the
training, Note that also in this case we include a subset of data
from the test market. This policy can be used as a baseline both
for training on existing and new markets. For the latter case, the
amount of data for the new market starts from zero, and grows as
we acquire data from such market.

4.2 Local policies
We use “local policies” to refer to policies trained from a single
market rather than all markets. We detail several local policies.

4.2.1 Self-training policy. The self policy trains the model on a
subset of data that comes from the same test market. The rationale
is that, since users from different markets behave differently, using
training data from the same market should remove the heterogene-
ity effect caused by different markets. In other words, the algorithm
should get an advantage derived from the fact that the data is that
of the market. This policy is useful in practice, both for existing and
newmarkets, but only after gathering enough data from the market.
In this paper we consider the new and existing market cases.

4.2.2 Foreign-market policies. We consider several different ways
to train a model for one market using data from a foreign market.

Random-other policy. We train the model on the data coming
from a single other market, different from the test one, randomly
selected. This policy gives us the statistical expected value of train-
ing on a single other market (different from the test one), and, in
principle, it can be also used in practice.

Best-other policy. In this policy, we train the model on the data
coming from each possible other market, individually. Then, we
rank the models effectiveness score on the test market and we se-
lect the market which data is associated with the most effective
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model. Note that, contrary to previous policies, this approach can-
not be used in practice, but rather gives us an upper bound on the
effectiveness score of training on data from a single other market.

Worst-other policy. For this policy, we train the model on the
data coming from every possible other market, individually. Then,
we rank the models effectiveness score on the test market and we
select the market which data is associated with the least effective
model. Note that also this approach cannot be used in practice, but
gives us a lower bound on the effectiveness score of training on
data from a single other market.

Abroad policy. Finally, we test one heuristic selection policy. We
train themodel on a subset of users that are not from the test market,
but have an affinity with the language spoken in such market. Thus
we compute, for each user, a score that tells us the affinity between
the user and a given language. This score in computed based on the
items from the platform a user interacts with. Then, we sort users
by their affinity score with the language spoken in the test market.
We select users such that we produce a balanced amount of data for
every test market. The rationale is that if a user is from a country x
but moves/lives in country y, and x and y have different languages,
then the user might interact with items in language x ; thus we
should recommend her/him items as s/he was part of country y.
Note that this policy is both good for new and existing markets.

5 EVALUATION
We start with details of the experimental setup. We then focus on
specific results, studying Local versus Global markets, the effect
of the training size, a comparison between global policies, and an
investigation into individual markets.

5.1 Experimental setup
We investigate the difference between policies by comparing a
model trained with policy X to a model trained with policy Y in the
same market. For each market, we compute the effectiveness score
of policy X minus the effectiveness score of Y . The effectiveness
score can be any of the metrics mentioned in Section 3.2, but in
practice all results reported here are on the accuracy metric.2 The
resulting difference falls into one of the following three cases:

• above zero: policy X is more effective than policy Y ;
• below zero: policy X is less effective than policy Y ;
• around zero: policy X is as effective as than policy Y .

The specific machine learning algorithms we use are the three
from Section 3.2: Factorisation Machine, Random Forest, and Naïve
Bayes. We report results only from the Factorisation Machine, as
trends hold across all three. When we do training and testing of
any ML algorithm with any training policy, we include a random
data selection step. For this reason, we always report the average
effectiveness metric score obtained over 10 repetitions or folds.

All experiments are offline: training is done on historical log
data, and models are tested on historical log data.

5.2 Local vs Global markets
We first investigate the difference between training with the global
policy and a set of local policies that correspond to training the
model using another single market. We consider the self, abroad,
best, worst, and random local policies from Section 4. Figure 1 (left)
shows for each market (dot on the plot) on the x-axis the policy,
and on the y-axis the effectiveness score of the policy minus the
effectiveness score of global model. Box-and-whisker plots around
the dots show the median and upper/lower quartiles of the differ-
ences in effectiveness; when the lower quartile is above zero (or
the upper quartile below zero) the difference can be considered
significantly different.

Self. As we can see, training the machine learning model on
data coming from the test market itself (i.e., the self policy, first
column on the left side of the plot) achieves significantly higher
effectiveness scores than training on the global policy. In practice,
this means that a localised ML model trained on data coming from
the same market is more effective than a global model. Remember
however that the self policy can only be used to deal with existing
markets, not to launch in new ones.

Abroad. We see that the abroad policy, which corresponds to
training the machine learning model based on language affinities,
both with 10k and 20k users (second and third column from the left),
has median difference right around zero: it is effective for 50% of
the markets, and on average obtains the same effectiveness values
as the global policy. There are two possible causes for this: (i) the
method we use to compute language affinity, and (ii) that users of
the service abroad are not representative of native users. We leave
for future work the investigation of this matter. In practice, this
can be considered to be a failed attempt to identify a good training
market or find a good strategy to launch in new markets.

Best, worst and random policies. If we focus on the three right-
most columns, that is the best, worst, and random policies, we see
that the random policy has median around zero, while the best
and worst policies are practically always above and below zero
respectively. Overall this indicates that if we were able to select
the best possible market as a training, then we could obtain higher
effectiveness scores than the general policy. Nevertheless, if we
select a bad market for training we end up with lower effectiveness
scores than the general policy. Overall, this suggests that selecting
another market as a training is potentially risky.

Furthermore, remember that in this case the market selection
has been obtained with an oracle, after considering all the possible
markets as a training, without any indication of a practical policy
selection method; thus, in general we do not know (yet) how to
identify or select a good candidate training market. We provide
further insights on the difficulty of finding and characterising a
good candidate market for training in Section ?? below.

Overall, the results from the best, worst and random policies
suggest that theoretically a good training market exists for each
test market we considered, but the choice might not be trivial and
can lead to lower effectiveness values than the global policy. In
other words, this analysis provides two insights:

2Reported trends hold across metrics unless otherwise noted.
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Figure 1: Comparison between the global model and different local training policies. The x-axis specifies a local policy. The
y-axis is the difference in accuracy between that policy and the global model. The left plot shows the relative effectivess of the
policies, and the right shows the stability of this result over different training set sizes.

(i) moving from a global model to a localised version for existing
markets, excluding the case of training with data from the
same market (i.e., self policy) is risky; and

(ii) when launching in a new market the safest strategy to adopt
is to launch with the global policy rather than trying to
identify a possibly good training market.

Conclusions. Overall, we can make the following remarks: train-
ing on data from the same market always leads to higher effec-
tiveness values than the global policy, and training on data from
another market is a potentially risky approach. We therefore sug-
gest two winning strategies for both new and existing markets.
For existing markets we should switch from a global model to a
localised version, using training data from the same market (i.e.,
self policy). With such a strategy we increased the ML effectiveness
scores for all existing markets we serve. Concerning new markets,
we should launch in such markets with the global policy, and then
switch to a localised version after gathering enough data to be able
to implement the self policy.

5.3 Effect of training set size
We next investigate the effect of training set size, and specifically
howmuch data we should have in a market before we switch from a
global policy to a localised version. Figure 1 (right) shows the policy
on the x-axis, and on the y-axis the effectiveness score of the policy
minus the effectiveness score of global model. Each dot is a test
market. In this plot, we show how the policies self, best, worst, and
random vary across different training data sizes. (The abroad policy
has already proven to be ineffective with two different training data
sizes.) We consider 1k, 5k, 10k, and 20k training instances randomly
selected.3

As we can see from Figure 1 (right), all the policies are stable
across different training sizes, with 1k items seeming to be an
outlier in that it gives unexpectedly better median effectiveness
than 5k items. To confirm that it is indeed an outlier, we measure
agreement in market ordering using Kendall’s τ correlation index.
Specifically, we compute the τ rank correlation between two rank-
ings of markets by difference in effectiveness with two different
3We also did experiments for a subset of markets and policies with 30k, 40k, 50k, and
75k training instances, but results where almost indistinguishable from those with 20k.
Thus we selected 20k as the upper bound.
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Figure 2: Comparison between different variants of the
global policy and local policies. Labels on the x-axis indicate
which local policy (self, abroad, best, worst, random) is com-
pared to which global variant (glob, ns, nobal). The y-axis
reports different in accuracy between the local model and
the global variant.
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Figure 3: Effect of the different policies on three different
markets. Each bar plot represents one market selected at
random. The y-axis reports the difference in accuracy be-
tween the global model and the correspondingmodel on the
x-axis.

training set sizes. The training size of 5k obtains a higher τ value
when compared to 20k rather than 1k has with 20k. This means that
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M16 M4 M19 M1 M18 M17 M14 M10 M8 M13 M5 M6 M15 M11 M20 M7 M12 M3 M2 M9

M 1 0.86 0.85 0.82 0.8 0.63 0.52 0.49 0.43 0.42 0.41 0.33 0.27 0.26 0.26 0.16 0.14 0.01 0.01 0

0.53 0.53 0.56 0.53 0.54 0.53 0.55 0.55 0.53 0.52 0.54 0.56 0.52 0.55 0.54 0.54 0.54 0.54 0.56 0.55

M16 M15 M10 M4 M19 M5 M17 M3 M11 M14 M20 M1 M9 M2 M8 M13 M6 M18 M12 M7

M 1 1 0.98 0.93 0.92 0.92 0.92 0.91 0.88 0.86 0.86 0.86 0.69 0.67 0.66 0.58 0.56 0.43 0.32 0

0.54 0.56 0.55 0.52 0.54 0.54 0.56 0.54 0.56 0.55 0.54 0.57 0.55 0.55 0.55 0.54 0.52 0.55 0.52 0.56

Figure 4: Similarity between pairs of markets and their corresponding effectiveness after training. The left tables compare
accuracy values tomarket similarities for twomarkets selected at random. The right plot shows the same data as a scatterplot.
Note that there is effectively no correlation between accuracy and similarity.

the market ordering of 5k is more similar to the market ordering of
20k, confirming that 1k is not a reliable training size, whereas 5k is.

In practice, this is telling us that, both for new and existing
markets, after gathering 5k training instances the more convenient
policy to adopt to maximise ML effectiveness is to switch from a
global model to a local one. Note that this result gives a sort of
guideline for safely launching in a new market: we deploy first the
global model, then, after 5k training instances, we switch to the
self policy, increasing the recommender system effectiveness.

All previous results have been obtained by comparing any policy
with the global one. In the following section, we show that this is
not a limitation; all variants of the global policy act similarly.

5.4 Comparison of global policies
So far we have compared the different policies (i.e., self, best, ran-
dom, etc.) with the global policy. We show now that the different
version of global (i.e., Global, Global-ns, and Global-notbal) behave
similarly, and thus our previous remarks are sound and independent
from the particular global variant we select.

Figure 2 shows the behaviour of the different global policies fol-
lowing the same style as in Figures 1. Each panel of Figure 2 shows
a policy (e.g., self), and the three series within each panel represent-
ing the difference in effectiveness scores between the given policy
and respectively the Global, Global-ns, and Global-notbal policies.
For example, the left-most box-plot represents the effectiveness of
self minus the effectiveness of global, the box-plot in the centre rep-
resents the effectiveness of self minus the effectiveness of global-ns,
and finally the right most box-plot represents the effectiveness of
self minus the effectiveness of global-notbal.

As we can see from the plot, overall and apart from small fluctua-
tions, the performance of the three versions of the global policy are
quite stable. The Global and Global-ns policies are almost indistin-
guishable, while there are some small (not statistically significant)
differences between the Global and Global-notbal policies.

Overall, this shows that all our previous experiments are not
dependent on the particular variant of the global policies selected.

5.5 Individual market analysis
We investigate the local vs. global policy decision on a handful of
specific market examples. Figure 3 shows, for three representative

randomly-sampled markets, bar-plots for the effectiveness of dif-
ferent policies when compared to the global policy. The error bars
represent the effectiveness value over training folds. As we can see,
confirming our previous remarks, the effectiveness scores of the
variants of the global policy are equivalent.

In all cases self-training achieves statistically significantly higher
effectiveness scores than any global policy. On the other hand, in
several of these cases the best training market gives significantly
higher effectiveness than self-training (and in the others no signifi-
cant difference). From this we conclude that the least risky policy
to deploy is self-training, but there is still potential in trying to
identify better training candidates in some markets.

5.6 Summary
Taken together, our results strongly suggest a winning and sound
strategy to deploy an effective recommender system both in new
and existing markets: training models on user data from the market
when at least 5,000 training instances are available, and using a
globally-trained model before that. Of course, we cannot claim
that this exact result generalizes to other recommender systems or
domains; whether the number is 5,000, 10,000, or 20,000, the point
is that it takes a relatively small number of training instances to fit
a model that is good enough for deployment. Nevertheless, we see
evidence that being able to identify a good training market could
be even more effective than the self policy.

6 FURTHER ANALYSIS
The experiments and results detailed above show that it is hard
to beat training a market model based on its own users’ data. But
if we could identify a good training market, we would be able to
further improve our training strategy for both new and existing
markets. For this reason, we perform some experiments with the
aim of identifying a good training market given a test market.

To do this, we investigate several methods for computing a sim-
ilarity score between two markets. Given a test market, we train
a model on the most similar market identified using several dif-
ferent approaches: the ANOVA analysis on the user factors (from
Section 3.1; the ANOVA analysis on the ML factors (Section 3.2);
and various combinations of these two.
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The tables in Figure 4 (left) show results for two test markets
(randomly sampled from the set of 21). The top row of each of the
two tables gives the similarity between the test market and each
of the 20 candidate training markets (normalized to [0–1]). The
bottom row of each table gives the effectiveness when training
the model on data from the column market. Figure 4 (right) shows
the scatter-plot of the similarity between markets (x-axis) and the
effectiveness of using that market for training (y-axis). Finding a
correlation in this data would give us reason to believe that there
is a way to select a good training market.

As can be seen, however, there is effectively no correlation be-
tween our market similarity scores and the resulting effectiveness:
the correlations are negative but not statistically significant (see
the scatter-plot in Figure 4). This holds regardless of the method for
computing similarity (among those tested). In practice this means
we obtain effectiveness values in general lower, and very rarely
comparable to, the ones obtained with the general policy. This, in
conjunction with results above, shows that the problem of finding
a good training market is not straightforward, and leave for future
work an extensive comparison between market selection strategies.

7 CONCLUSION
Many modern recommender systems are optimised to deliver rec-
ommendations to millions of users spread across markets. The
challenge is whether to deploy a single global model across all mar-
kets, or develop custom models for different markets. In this paper,
we provide some answers to this, within the lens of a specific case
of music recommendation across 21 different markets. To address
RQ1 (whether market is an important attribute to consider when
deploying machine-learned models), we presented two statistical
analysis that can be used to break down user heterogeneity and
allow to leverage such signals. The first statistical analysis breaks
down user features and consider user heterogeneity and market
effect on user interaction signals. Findings suggest that market is
the main effect, and that users behave and interacts differently in
different markets. The second analysis shows that while ML al-
gorithms are mainly influenced by the particular algorithm and
feature set, market has a strong impact and interacts significantly
with the other factors.

For RQ2 (whether it is more convenient to train a single machine
learned model globally for use in all markets, or to consider differ-
ent policies for different markets), our findings show that after a
relatively small number of instances (only 5,000 in our particular
environment), the less risky and more effective strategy to adopt
that increases the machine learning effectiveness is to train the
model using data from the market in which we want to provide
recommendations.

Finally, with respect to RQ3 (regarding the best policy to adopt
to train a machine learned model in a new market for which we do
not have any user or item features), the strategy we identified that
allows to increase the machine learning effectiveness is to launch in
the new market with the global model, and subsequently switch to
a localised version when enough data is available—and because the
amount of data needed is small, it may not take long to reach this
point. Overall, we believe our findings help in the understanding
and the design of a more sound end engineered deployment of

multiple machine learning models for music recommendation in
different markets. It is our belief that these results would generalize
to other recommendation services that operate acrossmarkets when
there are significant differences in user behavior by market. It is
likely that this is common, in part because many services offer
different catalog content depending on market and have different
features or user interfaces (even if only due to localisation) that can
substantially impact user behavior.
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