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Abstract

Maxillofacial Cone Beam Computed Tomography (CBCT) plays a key role in den-
tistry for diagnostic purposes and treatment planning. However, the challenge of
artifacts induced by patient movement during scanning persists. While manufac-
turers have incorporated mechanical fixations in cone beam CT systems to prevent
patient movement, these fixations are not entirely rigid and may still allow some
degree of motion. To address this issue, researchers have explored motion compen-
sation algorithms, yet these solutions are often time-consuming and only partially
address the problem.

This thesis presents a novel motion compensation approach based on the pre-
sumption that a motion-free subset exists within the scanned projections. The ap-
proach integrates a motion detection framework to identify and extract this motion-
free subset. Subsequently, a short-scan reconstruction is executed using this subset,
serving as a reference for the compensation algorithm. This eliminates the neces-
sity for multiple full-scan reconstructions at this stage. To enhance the quality of
the reference reconstruction, a regularization technique is incorporated. The mo-
tion compensation process involves estimating motion parameters through a regu-
larized 3D-2D image registration. The outcomes of this methodology highlight its
effectiveness in compensating for even substantial and prolonged motions. This ap-
proach not only simplifies the compensation process but also showcases its robust
performance in the face of diverse motion challenges.
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Chapter 1

Introduction

1.1 Overview

Cone BeamComputed Tomography (CBCT) is a type of imaging technology that uses
a cone-shaped X-ray beam to capture and reconstruct detailed three-dimensional
(3D) images of hard tissues, like bones and teeth. CBCT imaging has emerged as an
invaluable tool in modern dentistry, providing high-resolution 3D images of the oral
and maxillofacial regions. These images are crucial for accurate diagnosis, treatment
planning, and assessment of various dental and craniofacial conditions. However,
like any imaging modality, CBCT is susceptible to adverse effects due to various fac-
tors. Among these factors, patient motion is one of the major causes of artifacts
in oral and maxillofacial CBCT imaging. The longer scan duration of CBCT imaging
largely increases the likelihood of patient movement. Many efforts have been made
to prevent patient motion during CBCT acquisition. Patients are immobilized using
head supports, chin rests, and a fixed bite block. However, head fixations may not
prevent all potential motions (Hanzelka et al., 2013), since as small as 3mm of mo-
tion displacement can significantly affect the image quality (Spin-Neto et al., 2018).
To address this challenge, the concept of motion compensation has gained signifi-
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Chapter 1: Introduction 2

cance in the field of maxillofacial CBCT imaging. Motion compensation minimizes
the necessity for scan repetition, subsequently reducing the overall radiation expo-
sure to the patient.

Motion compensation encompasses a variety of techniques and strategies de-
signed to mitigate or correct the artifacts caused by patient motion during the scan-
ning procedure. Existing solutions for motion compensation often rely on complex
algorithms, and some of these approaches involve the iterative reconstruction of the
entire set of projections. In fact, this iterative nature can be computationally inten-
sive and time-consuming, posing practical challenges for real-time or near-real-time
applications. Notable works in the literature, such as those by Maur et al. (2019),
Sun et al. (2021), and Birklein et al. (2023), showcase the complexity associated with
these algorithms.

A prevalent limitation of many existing motion compensation algorithms is their
effectiveness primarily against short-duration motions (Sun et al., 2021). Prolonged
or complex motions may pose challenges that current methods struggle to address
adequately. The complexity of patient movements demands robust compensation
strategies that can accommodate a spectrum of motion scenarios. Moreover, incon-
sistencies stemming from data truncation and scatter are common challenges faced
in CBCT imaging. These issues can compromise the accuracy of motion compensa-
tion algorithms, particularly when dealing with incomplete or scattered data. As a
result, there is a critical need for innovative approaches that not only address mo-
tion compensation but also account for the specific challenges posed by the unique
characteristics of CBCT data, ensuring reliable and artifact-free reconstructions. In
this thesis, we introduce one such approach for motion compensation, specifically
designed for maxillofacial CBCT imaging with detailed methodology and evaluation.



3 1.2 Challenges and Constraints

1.2 Challenges and Constraints

There are a few challenges related to motion compensation in maxillofacial CBCT
imaging.

1. Low dose data: CBCT holds an advantage over traditional CT in terms of
subjecting patients to significantly lower radiation doses. Nevertheless, this
presents a challenge for motion compensation, as the lower dose leads to re-
duced contrast resolution in the acquired projections. This reduction in spa-
tial resolution poses a difficulty for the compensation algorithm in detecting
edges of the hard tissues, especially in projections captured in the anteropos-
terior view.

2. Time Complexity: Currently, there are algorithms capable of rapidly perform-
ing CBCT reconstruction in a matter of seconds. Therefore, it is anticipated
that the compensation algorithm should align with the speed of the recon-
struction algorithms to meet the demands of clinical applications.

3. Patient Pose: Themajority ofmaxillofacial CBCT devices available on themar-
ket are designed for patients to be standing, increasing the likelihood of pa-
tient movements.

4. High-Resolution Reconstructions: The reconstructions of maxillofacial CBCT
demand high resolution, given their critical role in treatment planning for pro-
cedures like implantology and oral surgery. Consequently, evenminormotions
can have a substantial impact on the quality of the reconstruction.

Considering these challenges, we have included a few simplified assumptions
aligned with the nature of CBCT devices.

1. Visualization of Hard Tissues: Maxillofacial CBCT devices capture greater de-
tail in hard tissues compared to soft tissues. As a result, movements of soft
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tissues, such as swallowing, have minimal impact on the diagnostic quality
of the images. Therefore, in the context of motion compensation, our focus
is on addressing rigid motions like nodding and tilting, excluding soft tissue
movements.

2. Head fixation: Common accessories for maxillofacial CBCT devices include
mechanical head fixations like fixed bite blocks and chin rests. These fixations
can effectively prevent jaw motions; hence, jaw motions are not taken into
consideration.

1.3 Research Objectives

This research aims to develop methods that effectively compensate for motion arti-
facts, enhancing the overall image quality and improving the diagnostic capabilities
of maxillofacial CBCT reconstructions.

We have defined several criteria that must be met in the course of this research:

• The compensation method must demonstrate speed and robustness.
• It should effectively address prolonged and persistent motion scenarios.
• The method should be applicable for both full-scans (360◦) and short-scans

(≈ 180◦).

1.4 Thesis Structure

This thesis is organized into several chapters, systematically addressing the research
objectives. Chapter 2 offers an extensive literature review covering the background
and principles of maxillofacial CBCT imaging, the influence of motion artifacts on
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image quality, and existing motion compensation techniques. Chapter 3 provides
details about the device and algorithms utilized in this research.

Chapter 4 outlines the methodology, presents experimental results, and evalu-
ates performance with both quantitative and qualitative assessments for the pro-
posed motion compensation technique. Chapter 5 outlines the research methodol-
ogy, encompassing data collection, preprocessing, and the proposed algorithm for
motion detection, along with corresponding experimental results. Chapter 6 intro-
duces an alternative strategy for motion compensation without relying on motion
detection.

Chapter 7 delves into motion compensation implemented for short-scan recon-
structions. Finally, in Chapter 8, the thesis concludes with a summary of research
outcomes and their implications, provides insights into the significance of the find-
ings, and suggests potential future directions.

1.5 Publications

Part of the materials contained in this thesis have been/yet to be published in the
following works:

• Asraf Ali, Abdul Salam Rasmi, Cristina Sarti, and Claudio Landi. "Compensa-
tion for Patient Movements in CBCT Imaging for Dental Applications." Inter-
national Conference on Image Analysis and Processing. Cham: Springer Nature
Switzerland, 2023.

• Asraf Ali, Abdul SalamRasmi, Claudio Landi, Cristina Sarti, andAndrea Fusiello.
"Non-iterative Compensation for Patient Motion in Dental CBCT Imaging."
2023 IEEE Nuclear Science Symposium, Medical Imaging Conference and Inter-

national Symposium on Room-Temperature Semiconductor Detectors (NSS MIC

RTSD). IEEE, 2023.
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• Asraf Ali, Abdul SalamRasmi, Cristina Sarti, Claudio Landi, andAndrea Fusiello.
"Motion Compensation in Short-scan CBCT Reconstructions for Dental Ap-
plications." Society of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series. 2024.





Chapter 2

Background

2.1 Tomographic Imaging

Tomographic imaging refers to a diagnostic imaging technique that produces cross-
sectional images of an object or living organism by assembling data from multiple
two-dimensional images. This method enables the visualization of internal struc-
tures in detail, providing valuable insights into the composition and characteristics of
the imaged subject. The imaging process can be performed using different methods
and technologies, including fluorescence imaging (Zeng et al., 2022), x-ray imaging
(Gupta et al., 2021), wavefield measurements (Mansour et al., 2021), and electro-
magnetic inverse problems (Bhadra et al., 2022). Tomographic imaging techniques,
such as computed tomography (CT) andmagnetic resonance imaging (MRI), have be-
come indispensable tools in various fields, including medicine, biology, andmaterials
science.

In medical applications, tomographic imaging allows clinicians to obtain detailed
images of anatomical structures, aiding in the diagnosis and treatment of diseases.
CT scans, for instance, use X-rays to create detailed cross-sectional images of the
body, offering valuable information for identifying abnormalities, tumors, or frac-

8
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tures (Bushberg and Boone, 2011). Magnetic resonance imaging, on the other hand,
utilizes strong magnetic fields and radio waves to generate detailed images with-
out ionizing radiation, making it particularly suitable for soft tissue imaging (Haacke,
1999). The evolution of tomographic imaging technologies has led to advance-
ments such as cone beam computed tomography (CBCT), which provides three-
dimensional images with reduced radiation exposure, making it well-suited for ap-
plications in dentistry and orthopedics (Patel et al., 2015).

2.2 Computed Tomography

Computed tomography (CT) is an imaging modality that has greatly improved diag-
nostic and interventional radiology (Lell and Kachelrieß, 2023). It has undergone
significant advancements in terms of scan speed, spatial and soft tissue resolution,
and dose reduction. CT technology has also seen the integration of photon-counting
detectors and the use of artificial intelligence in patient positioning, protocol adjust-
ment, and image reconstruction (Ibad et al., 2023). In the field of musculoskeletal
imaging, CT techniques such as 4-dimensional CT, cone-beam CT, and dual-energy
CT have emerged as valuable tools for diagnosing and characterizing various con-
ditions, including trauma, gout, and pathological biomechanical states (Saad and
Moore, 2022). CT scans offer higher contrast resolution and improved tissue dif-
ferentiation compared to standard radiography, making them useful in the diagnosis
of medical emergencies (Gallastegui, 2022).

2.2.1 Working Principle of CT

A CT scan operates on the principle of utilizing X-rays to create detailed cross-
sectional images of the human body. The process begins with the emission of a
fan-shaped X-ray beam from an X-ray tube. As the X-rays traverse the body, differ-
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ent tissues absorb varying amounts of radiation, resulting in a contrast of densities.
On the opposite side of the body, a detector array collects the transmitted X-rays.
Multiple measurements are taken from various angles around the body, and this raw
data is then processed by a computer using sophisticated algorithms. The computer
reconstructs the collected data into a series of two-dimensional cross-sectional im-
ages, known as slices, through a process called tomographic reconstruction. The re-
sulting three-dimensional images provide detailed anatomical information, enabling
healthcare professionals to diagnose and assess various medical conditions (Hsieh,
2003).

Figure 2.1: Geometry of a CT scanner (Hsieh, 2003)
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2.2.2 Artifacts in CT

In CT imaging, artifacts are unwanted discrepancies or distortions in the recon-
structed images that can arise from various sources, including patient-related fac-
tors, equipment issues, or image reconstruction algorithms. Understanding these
artifacts is crucial for accurate diagnosis and interpretation of CT scans. The follow-
ing are some of the common artifacts:

• BeamHardeningArtifacts: Beamhardening is a significant artifact in CT caused
by the polychromatic nature of X-ray sources. It results in a nonlinear relation-
ship between attenuation and material thickness, leading to image degrada-
tion. Various methods have been proposed to correct beam hardening ar-
tifacts in CT. One approach is to enforce consistency conditions on projec-
tion pairs, such as the Grangeat consistency condition (GCC), Smith consis-
tency condition (SCC), and fan-beam consistency condition (FBCC) (Abdurah-
man et al., 2022). Another method involves using energy-integrating detec-
tors (EID) or photon-counting detectors (PCD) subsystems, with EID-CT im-
ages showing fewer beam hardening artifacts compared to PCD-CT images
(Holmes et al., 2022). Additionally, a beam-hardening correction method for
lab-based CT has been developed bymodifying existing iterative tomographic
reconstruction algorithms, resulting in improved self-consistency of projected
attenuation and quantitative tomograms (Yang et al., 2020). Furthermore, the
correction of beam hardening can be achieved through filtration and lineariza-
tion methods, with linearization offering better correction without changing
signal-to-noise ratio (Ahmed et al., 2020). Finally, the attenuation of poly-
chromatic beams can be calculated and corrected using the polynomial fit-
ting, transforming the data into equivalent monochromatic data (Ahmed et al.,
2019).
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• Metal Artifacts: Metal artifacts in CT imaging are a significant challenge as
they degrade image quality and hinder accurate diagnosis. Previous meth-
ods for reducing metal artifacts either require prior knowledge of the location
of metal implants or have modeling deviations, limiting the ability to obtain
high-quality CT images (Lee et al., 2021; Osipov et al., 2023). However, recent
studies have proposed novel approaches to address this issue. One study ex-
plored the clinical potential of a photon-counting detector (PCD) CT system in
reducingmetal artifacts in head CT scans (Sharma et al., 2021). Su et al. (2023)
proposed RetinexFlow which is a novel end-to-end image domain model. It
formulates the problem as a combination of decomposition and completion
tasks and is based on Retinex theory and conditional normalizing flow. The
model incorporates a feature decomposition encoder to decompose themetal
implant component and extract the inherent feature, followed by a feature-
to-image flow module to complete the metal artifact-free CT image through
invertible transformations. These advancements in metal artifact reduction
techniques have the potential to improve image quality and enhance the di-
agnosis and treatment of patients.

• Ring Artifacts: Ring artifacts in CT are a common issue caused by the nonuni-
formity of detector pixels. These artifacts compromise image quality and re-
sult in nonuniform bias. Several methods have been proposed to address this
problem. An et al. (2020) introduced a fast ring artifacts removal method
that corrects the inconsistency of all detector pixels simultaneously without
additional scans, preserving image details without extra computational cost.
Šalplachta et al. (2021) developed a complex and robust approach that dif-
ferentiates two types of ring artifacts and addresses them separately in the
sinogram domain, achieving high efficiency of ring removal and preservation
of spatial resolution. Murata and Ogawa (2020) proposed a compressed sens-
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ing method that corrects ring artifacts in material images with less degrada-
tion of image quality, showing better results compared to previous methods.
Hein et al. (2022) used deep learning techniques to train a UNet to remove
streak artifacts in the sinogram domain, successfully producing ring-corrected
virtual monoenergetic images. Another study proposed a ring artifact cor-
rection method based on a residual neural network (ResNet) that effectively
suppresses ring artifacts in X-ray tomography (Fu et al., 2023).

• Motion Artifacts: Motion artifacts in CT refer to distortions or blurring in CT
images caused by patient motion during the scanning process. These artifacts
can degrade the quality and diagnostic performance of CT images. Various
methods have been proposed to address this issue. Gupta et al. (2023) de-
veloped a reconstruction method called DiFiR-CT that generates artifact-free
images without explicit motion estimation. Ko et al. (2021) proposed a real-
time technique that utilizes a deep residual network with an attention module
to reduce motion artifacts in CT images. Deng et al. (2021) used a generative
adversarial network (GAN) to correct motion artifacts in coronary CT angiog-
raphy (CCTA) images. The rapid progress in CT hardware has also enabled
such fast scans that the beating heart can now be imaged without artifacts,
unaffected by respiratory motion (Zhang et al., 2022).

2.3 Cone Beam Computed Tomography (CBCT)

Cone Beam Computed Tomography (CBCT) stands as a revolutionary advancement
in medical imaging, offering a three-dimensional perspective that has significantly
enhanced diagnostic capabilities in various clinical specialties. Rooted in the princi-
ples of computed tomography, CBCT employs a cone-shaped X-ray beam and a spe-
cialized detector to produce detailed and accurate 3D images of anatomical struc-
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tures (Buchanan, 2023). This imaging modality finds extensive applications in den-
tistry, maxillofacial surgery, orthodontics, and ENT disciplines, providing clinicians
with invaluable insights into the intricacies of the head and neck region.

2.3.1 CT vs CBCT

2.3.1.1 Advantages of CBCT over CT

1. Lower Radiation Dose: CBCT uses a cone-shaped X-ray beam, resulting in a
lower radiation dose compared to CT (Scarfe et al., 2006).

2. Improved Spatial Resolution: CBCT offers higher spatial resolution, allowing
for more detailed visualization of small anatomical structures (Scarfe et al.,
2006).

3. Cost-Effectiveness: CBCT systems are generallymore affordable and compact
compared to CT systems (Scarfe et al., 2006).

4. Ease of Use: CBCT systems are designed specifically for dentistry andmaxillo-
facial imaging, providing specialized software and tools (Scarfe et al., 2006).

2.3.1.2 Disadvantages of CBCT compared to CT

1. Lower Volumetric Coverage: CBCT has a limited field of view (FOV) compared
to CT (Scarfe et al., 2006).

2. Lower Soft Tissue Contrast: CBCT may have lower soft tissue contrast com-
pared to CT (Scarfe et al., 2006).

3. Limited Dynamic Range: CBCT may have a limited dynamic range, resulting
in potential image artifacts or overexposure (Scarfe et al., 2006).
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4. Reduced Multiplanar Reconstruction: CBCT has limited capability for multi-
planar reconstruction compared to CT (Scarfe et al., 2006).

2.4 Maxillofacial CBCT Imaging

Maxillofacial Cone Beam Computed Tomography (CBCT) is a specialized imaging
technique that provides high-resolution three-dimensional images of the maxillo-
facial region (Nickenig et al., 2006; Scarfe and Farman, 2008). It has gained sig-
nificant importance in various fields, including dentistry, maxillofacial surgery, and
orthodontics. CBCT imaging offers numerous advantages over conventional radio-
graphy, such as improved visualization of anatomical structures, accurate diagnosis,
and treatment planning (Kumar et al., 2007; Ludlow and Ivanovic, 2008).

The maxillofacial region comprises the bones of the face, skull, and jaws, as well
as the associated soft tissues. Maxillofacial CBCT better visualizes the hard tissues
than the soft tissues and plays a crucial role in the evaluation and management of
various maxillofacial conditions, including dental pathologies, trauma, orthognathic
surgery, and implant placement (Loubele et al., 2006; Motro et al., 2019). It en-
ables detailed visualization of complex anatomical structures, such as the temporo-
mandibular joint, maxillary sinuses, and dental roots, aiding in the precise diagnosis
and treatment of patients.

2.4.1 Acquisition Process

During the acquisition process, the patient is positioned in a standing, seated, or
supine position, depending on the specific CBCT machine. The patient’s head is
placed in a stable position using head fixation devices to minimize movement arti-
facts. The CBCT unit rotates around the patient’s head, capturing a series of X-ray
projections at various angles (Figure 2.3a). These projections are acquired in a single
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rotation, typically spanning 180◦ to 360◦. The X-ray beam and detector are synchro-
nized to capture the necessary data (Hartshorne, 2018).

Figure 2.2: Illustration of Data Acquisition (Hartshorne, 2018)

2.4.2 Image Reconstruction Techniques

Once the projections are acquired, specialized software is used to reconstruct the
CBCT volume. Image reconstruction techniques, such as Filtered Back Projection
(FBP) (Feldkamp et al., 1984) or iterative reconstruction algorithms (Andersen and
Kak, 1984), are employed to convert the acquired projection data into a 3D volume.
FBP is a commonly used technique that applies a series of mathematical operations
to convert the acquired data into voxel values, resulting in a 3D volume (Figure 2.3b).
Iterative reconstruction algorithms, on the other hand, iteratively refine the initial
estimate of the 3D volume to improve image quality and reduce artifacts.
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(a) Projection (b) Reconstructed 3D Volume
Figure 2.3: CBCT Image Reconstruction

2.4.3 Common Applications in Dentistry and Maxillofacial Surgery

Maxillofacial CBCT imaging finds extensive applications in dentistry and maxillofa-
cial surgery. Some common applications include:

1. Orthodontics: CBCT imaging allows for accurate assessment of dental and
skeletal relationships, aiding in treatment planning for orthodontic procedures,
such as tooth extractions, orthognathic surgery, and placement of orthodontic
implants (Botticelli et al., 2011).

2. ImplantDentistry: CBCT scans provide detailed information about bone quan-
tity, quality, and anatomical structures, enabling precise implant placement
planning. It helps identify the ideal implant sites, assess bone density, and
evaluate proximity to vital structures like nerves and sinuses (Tyndall et al.,
2012).

3. Endodontics: CBCT imaging aids in diagnosing and managing complex en-
dodontic cases. It enables visualization of root canal morphology, identifi-
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cation of root fractures, detection of periapical lesions, and assessment of
treatment outcomes (Patel et al., 2009).

4. Maxillofacial Trauma: CBCT scans provide detailed 3D information about fa-
cial fractures, allowing accurate evaluation and surgical planning for maxillo-
facial trauma cases.

5. Temporomandibular Joint (TMJ) Disorders: CBCT imaging helps in assess-
ing TMJ pathologies, including condylar position, internal derangements, and
joint space abnormalities. It aids in treatment planning for TMJ disorders and
orthognathic surgeries involving the TMJ.

6. Oral and Maxillofacial Pathology: CBCT scans assist in the evaluation of var-
ious pathologies, such as cysts, tumors, and impacted teeth. It provides de-
tailed anatomical information for surgical planning and evaluation of treat-
ment outcomes (Scarfe et al., 2006).

2.4.4 Artifacts in Maxillofacial CBCT

Similar to traditional CT imaging, cone-beam computed tomography (CBCT) is vul-
nerable to various artifacts that may compromise the clarity and quality of images.
Some common artifacts are scatter artifacts, ring artifacts, cone-beam artifacts, and
motion artifacts (Sinha et al., 2016). While numerous techniques have been devised
to successfully mitigate the impact of most of these artifacts, addressing motion ar-
tifacts remains a challenge. Given the prolonged acquisition time associated with
maxillofacial CBCT, the occurrence of motion during scanning is unavoidable.
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2.5 Motion Artifacts in Maxillofacial CBCT

Unlike traditional computed tomography (CT), CBCT systems have acquisition time
ranging from 5.4 to 40 seconds (Nemtoi et al., 2013), which is often long enough for
significant patientmotion to occur. It is estimated that approximately 21–42%of the
in vivo examinations exhibit motion artifacts (Spin-Neto et al., 2015). Patients move
during the scan for various reasons such as fear of the tube/detector movement
(Yıldızer Keriş, 2017), Parkinson’s disease (Donaldson et al., 2013), or simply because
it is difficult for someone to stay idle for quite a long time, especially children (Spin-
Neto et al., 2015).

2.5.1 Impact of motion artifacts on image quality

The presence of motion artifacts can have several implications for image quality and
diagnostic accuracy. Motion artifacts introduce blurring, streaking, and ghosting ar-
tifacts, leading to reduced spatial resolution and image distortion. This degradation
in image quality can hinder the accurate visualization of anatomical structures and
the detection of pathologies. Moreover, motion artifacts can introduce false or mis-
leading information, potentially leading to diagnostic errors (Kau et al., 2010).

2.5.2 Prevention of Motion

In maxillofacial CBCT, a crucial component for ensuring accurate and artifact-free
scans is the head restraint system. Engineered to stabilize and immobilize the pa-
tient’s head during imaging, this systemminimizes unintended movement that could
otherwise introducemotion artifacts and compromise the quality of the images. The
head restraint employs carefully designed supports, including forehead rests, fixed
bite blocks, and chin rests, to secure the patient’s head in a stable position. This
immobilization is essential to maintain the precise alignment required for acquiring
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clear and detailed images of the maxillofacial region.
Studies, such as the one by Nardi et al. (2017), indicate a notable reduction in

scan repetitions attributed to the effectiveness of head restraints. However, it’s
important to note that these devices exhibit a degree of flexibility to accommodate
patient comfort, and as a result, complete elimination of all motion is not achievable.
Consequently, reliance on head fixation devices may not entirely prevent potential
motions, given that even minimal displacements as small as 3mm can significantly
impact image quality (Spin-Neto et al., 2018).

2.6 Motion Compensation Techniques

Numerous correction methods are available for general CBCT applications, but only
a limited number of algorithms have been specifically designed to address patient
movements during maxillofacial CBCT imaging. In this review, we will comprehen-
sively examine these algorithms to provide an in-depth understanding. For clarity,
these methods are systematically categorized into four distinct groups, as outlined
below.

2.6.1 Optimization of Data Fidelity Terms

Wicklein et al. (2013) developed an onlinemotion andmisalignment correctionmethod
for medical flat-detector CT. The method aims to correct misalignment artifacts and
motion artifacts during the reconstruction process without the need for a calibra-
tion phantom or predefined scan protocols. Themethod utilizes image features such
as entropy and gray-level histogram-based methods to quantify misalignment and
optimize the geometry parameters of the acquisition system.

Sisniega et al. (2017) presented a statistical optimization algorithm to estimate a
motion trajectory that optimizes an objective function consisting of an image sharp-
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ness criterion augmented by a regularization term that encourages smooth motion
trajectories. The method supports application to multiple locally rigid regions and
does not require a priori motionmodels, external trackers, or fiducials (Sisniega et al.,
2016). The algorithm involves an initial coarse estimation of gross motion followed
by estimation of fine-scale displacements using high-resolution reconstructions. It
has been shown to significantly reduce motion-induced artifacts and blurring across
a broad range of motion amplitudes, from 0.5 mm to 10 mm, and improve the de-
lineation of tissue boundaries and trabecular structures in extremity CBCT (Sisniega
et al., 2019). The motion compensation algorithm has also been found to improve
the visualization of bone and soft tissue structures in extremity CBCT for cases ex-
hibiting patient motion.

2.6.2 Auto-calibration based Approaches

CBCT auto-calibration by contour registration is a strategy for estimating projection
matrices using object contours in projection images. It involves formulating mathe-
matical conditions for projection parameter consistency based on contour detection
and tracking in 2D (Maur et al., 2016). The approach utilizes iterative reconstruction
and registration to calculate geometrical projection parameters from unknown pa-
tient geometry, resulting in a robust correction for various types of patient motion
(Maur et al., 2018). The method is implemented as a global optimization problem
and includes a greedy optimizer for efficient computation (Maur et al., 2019). It is
robust towards inaccurate initialization, truncation, noise, and other typical artifacts
of CBCT reconstruction. However, a notable constraint of this method lies in the
challenging task of detecting the contour, with no explicit solution presented.
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2.6.3 3D-2D Registration based Approaches

3D-2D Registration approaches are quite popular for motion compensation in max-
illofacial CBCT imaging. Ouadah et al. (2017) introduced a fiducial-free approach
employing 3D-2D image registration to address motion artifacts in CBCT. Through
the registration of each projection to a pre-existing 3D image, the method corrects
residual errors in geometric calibration parameters, leading to a significant enhance-
ment in image quality demonstrated in phantom experiments and clinical images.
Niebler et al. (2019) introduced a marker-free iterative motion correction algorithm
designed for local tomography, operating on projection images. Utilizing a fast GPU-
accelerated 3D reconstruction algorithm and assuming rigid motion, the method
minimizes a pixel-wise cost function between X-ray images and parameterized pro-
jections, effectively correcting motion.

Vijayan et al. (2022) implemented a method for precise target localization in
fluoroscopically-guided pulmonary interventions using cone-beam CT (CBCT) and
3D-2D registration. The algorithm involves three steps: CBCT-to-fluoroscopy rigid
registration, local rigid registration of lung-thresholded CBCT to fluoroscopy within
a region of interest (ROI), and aggregation of local registrations for global deforma-
tion estimation. With soft-tissue thresholding and contrast enhancement, the pro-
posed method reduces target registration error from 10.3 mm to 3.8 mm, making
it a potential tool for enhancing accuracy in pulmonary interventions by updating
target overlays in fluoroscopy.

Sun et al. (2021) developed a retrospective motion compensation method for
cone-beam CT imaging, adapting a previous technique used in helical head CT imag-
ing. The proposed motion estimation/motion compensation (ME/MC) method en-
hances reconstructed image quality and effectively eliminatesmost artifacts, as demon-
strated in simulations, phantom studies, and patient evaluations. The primary issue
with thesemethods stems from the utilization of iterative reconstruction algorithms,
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leading to time-consuming processes and imposing a substantial computational cost.

2.6.4 Deep Learning Approaches

Deep Learning has evolved as an important tool in medical image processing. Sev-
eral works have been published related to motion compensation in cone-beam CT
using deep learning techniques. Birklein et al. (2023) introduced a combined motion
estimation and motion correction algorithm based on 2D projection images from a
single scan. This algorithm uses a deep neural network to segment the cranium and
mandible in the projection images, and an iterative three-step algorithm to model
the two articulated motions as independent rigid motions. Another approach in-
volves using deep convolutional neural networks (CNN) as pre- and post-processing
steps during CBCT reconstruction (Amirian et al., 2023). The neural networks are
trained end-to-end using motion-corrupted and motion-free CBCT data to reduce
motion-induced artifacts and improve image quality.

Huang et al. (2022) used a reference-free similarity metric called DL-VIF, which
leverages deep CNNs to quantify motion-induced image quality degradation and
distortion of anatomical structures in CBCT. Additionally, they proposed a novel
optimization strategy called Multi-Stage Adaptive Spine Autofocus (MASA) for the
compensation of complex deformable motion in abdominal CBCT (Huang et al.,
2023). MASA uses a multi-stage adaptive sampling strategy of the motion trajec-
tory, sampled with Hermite spline basis with variable amplitude and knot temporal
positioning. Although these algorithms demonstrate promising outcomes on their
specific datasets, the broader effectiveness, particularly in the context of maxillofa-
cial motion compensation, remains an open question.
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2.7 Motion Detection

Although several works have been published related to the compensation for pa-
tient motion, only a few focused on detecting the motion artifacts in CBCT Imag-
ing. Ens et al. (2010) proposed an automatic detection of patient motion in the
CBCT projection images using different similarity measures like Structural Similar-
ity Index Measure and Mutual Information. The drawback of this work is that the
motion is detected by comparing two consecutive projections at a time which is
time-consuming. Also, this method might not be robust to changes in the quality of
projections which heavily depends on radiation dose. Sun et al. (2020) presented
a motion artifact detection algorithm based on the Convolutional Neural Network
(MADA-CNN) implemented with transfer learning and ensemble modeling. While
theirmethod has achieved anAUC-ROCvalue of 0.966 formotion detection in slices
from the reconstructed volumes, the effects on full 3D volumes have not been inves-
tigated. Welch et al. (2020) and Arrowsmith et al. (2021) used a 3D Convolutional
Neural Network (CNN) for detecting dental artifacts directly in the reconstructed
CBCT volumes which is much faster than detecting such artifacts in projection im-
ages but training a 3D CNN is computationally expensive. Furthermore, artifacts
caused by different reasons need different compensation techniques. Grouping all
artifacts together can make it difficult to determine the best approach for each in-
dividual case.
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Materials and Methods

3.1 Device

The imaging data were obtained using a head CBCT scanner located at See Through
s.r.l., Brusaporto, Italy (Figure 3.1). This apparatus features a gantry thatmoves along
a 360° trajectory around the patient’s head. The patient is positioned in a way that
the head aligns with the isocenter of the device and is securely fixed using a head
fixation mechanism. As the gantry moves, X-rays traverse through the head, get-
ting attenuated and subsequently captured by a flat panel detector (Figure 3.2). The
acquisition process involves acquiring 720 projection images over a span of 24 sec-
onds. The geometric configuration of the device and the positioning of the patient
are known and are employed in the subsequent reconstruction procedure. The re-
sulting reconstructed field of view is sufficiently extensive to encompass the entire
dental arch (Figure 3.3).

26
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Figure 3.1: Maxillofacial CBCT device from See Through s.r.l.®
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Figure 3.2: Example of a flat panel detector

Figure 3.3: Reconstruction of the full dental arch
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3.1.1 Patient Immobilization Accessories

• Head Restraints: Mechanical fixations, such as head restraints or chin and
forehead supports, minimize patient movement during the scan, reducingmo-
tion artifacts.

• Bite Blocks: Customized bite blocks standardize the relationship between the
upper and lower jaws, ensuring consistent positioning for accurate imaging.

Figure 3.4: Prototype of Head Restraints used in the CBCT device at See Throughs.r.l.
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3.2 Data

In this research, three head phantoms were used: Jerry, a small phantom; Tom,
slightly larger in size compared toJerry; andSilvestro, the largest among the three
(Figure 3.5). The Silvestro phantom contains metal objects such as crowns and fill-
ings, introducing non-motion-related artifacts like beam hardening-induced over or
under-estimation of attenuation and photon starvation-induced noise. These phan-
toms are original skulls obtained from deceased patients, enveloped in a plastic resin
that replicates the characteristics of soft tissues in terms of X-ray attenuation. The
use of phantoms is particularly advantageous for conducting maxillofacial studies
with cone-beam computed tomography (CBCT) as they facilitate experiments in a
setup resembling real-world clinical scenarios. Given that CBCT excels in visualizing
hard tissues (bones) over soft tissues, utilizing a phantom ensures that experimental
outcomes closely resemble real-world conditions.

(a) Silvestro (b) Tom (c) Jerry
Figure 3.5: Head phantoms used in this research
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3.3 FDK Reconstruction Algorithm

The Feldkamp-Davis-Kress (FDK) reconstruction algorithm (Feldkamp et al., 1984) is
a widely used technique in CBCT imaging for reconstructing three-dimensional im-
ages from two-dimensional projection data. The algorithm follows a Filtered Back
Projection approach, combining two essential steps. Firstly, the acquired projection
data, which represents X-ray attenuation through the object from various angles,
undergoes a filtering process. This step involves applying a filter in the frequency do-
main to emphasize high-frequency components and suppress low-frequency noise.
The filtering aims to enhance image contrast and reduce artifacts in the reconstructed
image. An example comparison between reconstruction using simple back projec-
tion vs filtered back projection is shown in Figures 3.6 and 3.7.

Figure 3.6: Simple Back projection (a) an anthropomorphic chest phantom. (b) backprojection from a single projection image, (c) from two perpendicular projection im-ages, (d) from four projection images, (e) from eight projection images, and (f) from720 projection images. The simple back projection process inherently producesblurred images (Schofield et al., 2020).
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Subsequently, the filtered data is back-projected to reconstruct the 3D volume.
Back projection involves the accumulation of information frommultiple views, where
each voxel in the final reconstruction is influenced by the corresponding pixels in all
projection images. This process is repeated for each view angle. The FDK algorithm
is known for its computational efficiency and has become a standard method for
reconstructing high-quality images in cone-beam CT. Its application is vital in vari-
ous fields providing detailed and accurate representations of anatomical structures
for diagnostic and treatment planning purposes. In this research, we employed the
reconstruction library provided by See Through s.r.l. which is implemented based
on the FDK algorithm.

Figure 3.7: Filtered back projection (a) an anthropomorphic chest phantom. (b) backprojection from a single projection image, (c) from two perpendicular projection im-ages, (d) from four projection images, (e) from eight projection images, and (f) from720 projection images. The simple back projection process inherently producesblurred images (Schofield et al., 2020).
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3.4 Reference Systems and Projection Matrices

The device is positioned in such a way that we can see the patient’s neck, as shown
in the figure below. Initially, the X-ray source is situated to the left of the patient,
with the detector positioned to the right. Throughout the acquisition process, the
C-Arm rotates counterclockwise around the patient, as indicated by the arrow, along
its axis of rotation (represented by the dashed line in the image).

Figure 3.8: Positioning of the Patient’s head

3.4.1 Preliminary Definitions

The following are the terminologies used to define the positioning of the patient in
the device (Figure 3.9).

• Axis of rotation: This is the line around which the overhead gantry rotates
during X-ray image acquisition.

• Focal Point: This is the point where X-rays are emitted.
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• Sensor: It is the device that collects the X-rays emitted by the focus rays and
allows the generation of X-ray images.

• Principal point: It is the orthogonal projection of the focus rays onto the plane
that contains the sensor.

• Principal axis: This is the line that joins the focus rays to the main point.
• Sensor Median: This is the vertical line that passes through the center of the

sensor.

Figure 3.9: Terminologies used to define the patient positioning

The focal point and the sensor are connected to the overhead assembly, sharing
their respective reference systems. As the overhead assembly moves, both com-
ponents (and thus their reference systems) follow a circular path around the axis
of rotation. To achieve optimal image quality, precise alignment of the focal point,
sensor centerline, and axis of rotation is crucial. This entails ensuring that once the
machine is aligned, the focal point coincides with a point on the sensor centerline (or
as close as possible), and the sensor centerline forms a straight line parallel to the
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axis of rotation. Ultimately, the primary axis should intersect with the overhead’s
axis of rotation.

3.4.2 Definition of Reference Systems

Several different reference systems are involved in the process of acquiring and re-
constructing a volume as described below.

Figure 3.10: Different Reference Systems

1. World Reference System: The primary reference system for reconstructing
and displaying the patient’s volume. Its orientation is defined as:
(a) The X-axis extends from the patient’s left to right.
(b) The Y-axis extends from the nape of the neck to the patient’s face.
(c) The Z-axis extends from bottom to top.
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Originating from a point along the line parallel to the C-Arm’s axis of rotation
passing through the bite, this system sits approximately 1 cm above the lower
part of the detector.

2. Camera Reference System: This system, akin to a camera, translates the 3D
points of space captured by the X-ray source. Positioned behind the X-ray
source to visualize the detector, its orientation is:
(a) The X-axis runs from left to right.
(b) The Y-axis proceeds from top to bottom.
(c) The Z-axis runs from the left to the right of the patient.

Originating from the point of X-ray emission.
3. Detector Reference System: Used to express the pixel coordinates of image

points, this reference system is integrated with the detector and oriented as
follows:
(a) The U-axis (X) extends from left to right.
(b) The V-axis (Y) extends from top to bottom.

Originating from the pixel at the top left of the detector.
4. DICOM Reference System: Expresses an object’s position relative to the pa-

tient, with orientation defined as:
(a) The X-axis runs from the right to the left of the patient.
(b) The Y-axis proceeds from the patient’s face to the nape of the neck.
(c) The Z-axis proceeds from bottom to top.

5. Voxel Reference System: Used to express each voxel’s position within the
area of interest, integral with the DICOM reference system.
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3.4.3 Projection Matrices

The role of projectionmatrices in cone-beam computed tomography (CBCT) imaging
is pivotal, as they facilitate the transformation of a three-dimensional object into a
series of two-dimensional projection images. These matrices essentially encode the
geometric information necessary for reconstructing the object’s internal structure
from its projections. In CBCT, a source emits X-rays that pass through the object of
interest and are detected by an array of detectors. Each projection image represents
the attenuation of X-rays along various paths through the object, resulting in a two-
dimensional projection of the object’s internal structure from a specific viewpoint.
Projection matrices are responsible for mapping the coordinates of points within the
object onto the two-dimensional detector array. They encompass parameters such
as the position and orientation of the X-ray source relative to the object, as well
as the geometry of the detector array. By mathematically describing the projection
geometry, these matrices enable the conversion of spatial information from the ob-
ject’s three-dimensional volume to the two-dimensional space of the detector. The
Projection matrices can be expressed as follows.

P = K · [R|t] (3.1)
where,

• K =


f 0 u0 0

0 f v0 0

0 0 1 0

, the intrinsic matrix.

– f is the focal length.
– u0 and v0 are the coordinates of the principal point on the detector.

• [R|t] is the 4 × 4 roto-translation matrix describing the orientation of the
x-ray source coordinate system with respect to the world coordinate system.
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3.5 Motion Simulation

Motion-affected data can be acquired in two different ways. Some researchers used
robot programming and external movement devices to make the phantom move re-
alistically while scanning (Spin-Neto et al., 2018). Other research groups modeled
the motion of the phantom with a digital simulation (Kim et al., 2016; Maur et al.,
2019) which we adopted in this study. As explained in Section 3.4.3, CBCT scanners
typically describe the geometry of the acquisition using a set of projection matri-
ces (say P) of the same type as the pinhole camera model (Hartley and Zisserman,
2004) that encode the relative positions of the x-ray source, detector, and scanned
object for each of the acquired projections. These matrices are necessary for recon-
structing the volume of the object using either the Filtered Back Projection (FBP)
technique or iterative techniques.

Pi = K ·Gi, i = 1...N (3.2)
Here,N is the number of projections,K is the intrinsic matrix describing detec-

tor parameters such as the orientation of the detector coordinates system with re-
spect to the x-ray source (camera) coordinate system and the pixel size,Gi = [Ri|ti]

is the 4 × 4 roto-translation matrix for projection i. These projection matrices can
also be conveniently used to simulate motion by altering their parameters. Since any
jawmovement is usually prevented by a fixed bite block and a chin rest, we consider
only rigid motions here. These motions can be described as a combination of rota-
tions and translations. LetG′

i = [R′
i|t′i] be the matrix describing the patient motion

at scan position i. Since the patient’s head is positioned on a chin rest, pure transla-
tions are very unlikely to occur. Therefore, we simulate motions by perturbing only
rotation parameters. Subsequently, to replicate motion, we replace the projection
matrix Pi withP′

i.
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P′
i = K ·Gi︸ ︷︷ ︸

Pi

·G′
i (3.3)

Since our goal here is to simulate only rigid motions, this methodology enables
the simulation of a more extensive range of motion patterns compared to a lim-
ited set of clinical scenarios. Also, clinical data would need to be accompanied by
ground-truth motion measurement, which would require a complex setting, difficult
to implement in a clinical environment. This would likely prevent the collection of
large amounts of data. To simulate realistic motion, we rely upon the motion stud-
ies conducted by Spin-Neto et al. (2013, 2016, 2018, 2015). Various rigid motions
can occur during cone-beam computed tomography (CBCT) scanning. In this study,
we simulated a total of four distinct motion types: nodding, tilting, lateral rotation,
and tremor. Tremor motion can be seen mostly in elderly people with Parkinson’s
disease. An illustration depicting these motions is presented in Figure 3.11.

Figure 3.11: Three types of movement: nodding, tilting, and lateral rotation (Nardiet al., 2016).
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Moreover, we took into account three distinct motion patterns: 1. the patient
moves and remains in the final position for the remaining duration of the scan (sf),
2. the patient moves and returns to the initial position after a certain duration (ri), 3.
the patient moves and returns to a specific state other than the initial position (rd).
All these considerations provide us with the capability to simulate motion realisti-
cally, mirroring scenarios that can occur during real-life scanning. We validated our
simulation technique by comparing it with actual motion-affected data obtained by
physically moving the phantom during scanning (Figure 3.12).

(a) Real Motion (b) Simulated Motion
Figure 3.12: Comparison between artifacts from real and simulated motion for lat-eral rotation.

A sample pseudocode for simulating motion, considering three distinct motion
patterns, is outlined in Algorithm 1. The algorithm is adaptable for all three motions
by simply substituting the axis of rotation (‘x’ for nodding; ‘y’ for tilting; ‘z’ for lateral
rotation). Figure 3.13 illustrates the patient coordinate system utilized in maxillofa-
cial CBCT imaging.
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Input : Read projection matrices, P (3, 4, nFrames)

Get motion parameters: motionDegree,motionDuration,motionStart (in seconds),motionEnd (in
seconds);

SetmotionPattern (1 - ‘sf’, 2 - ‘ri’, 3 - ‘rd’);
numMotionFrames = motionDuration× fps;
step = motionDegree/(numMotionFrames);
θ = [0, step, 2*step, 3*step,...(numMotionFrames)*step];
Initialize j to 0;
for i from 0 to nFrames− 1 do

switchmotionPattern do
case 1 do

if i is within the range ofmotionStart tomotionEnd then
Calculate R′

i using θ[j];CreateG′
i with R

′
i;

P
′
i = Pi ·G

′
i;Increment j;

end
end
case 2 do

if i is within the range ofmotionStart tomotionStart+ motionDuration
2

then
Calculate R′

i using θ[2j];CreateG′
i with R

′
i;

P
′
i = Pi ·G

′
i;Increment j;

end
else if i is within the range ofmotionStart+ motionDuration

2
tomotionEnd− 1 then

Calculate R′
i using θ[2j];CreateG′

i with R
′
i;

P
′
i = Pi ·G

′
i;Decrement j;

end
end
case 3 do

if i is within the range ofmotionStart to motionEnd
2

then
Calculate R′

i using θ[2j];CreateG′
i with R

′
i;

P
′
i = Pi ·G

′
i;Increment j;

end
else if i is within the range of motionEnd

2
tomotionEnd then

Calculate R′
i using θ[j];CreateG′

i with R
′
i;

P
′
i = Pi ·G

′
i;Decrement j;

end
end

end
end
Output: Updated projection matrices

Algorithm 1: Realistic Motion Simulation
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Figure 3.13: Maxillofacial CBCT coordinate system. x,y,z - 3D patient coordinates;
u,v - 2D detector (image plane) coordinates; S - X-ray source. (Zhang et al., 2023)





Chapter 4

Non-iterative Motion Compensation

4.1 Introduction

Motion compensation in maxillofacial CBCT imaging uses a set of techniques and
strategies employed to mitigate or correct the impact of the patient motion that
occurred during the scanning process. Existing solutions for motion compensation
often involve complex algorithms that require multiple reconstructions of the com-
plete set of projections, making the process time-consuming (Maur et al., 2019;
Sun et al., 2021; Birklein et al., 2023). Another prevalent limitation is that these
algorithms can compensate only for short-duration motions. Additionally, these ap-
proaches may suffer from inconsistencies resulting from data truncation and scatter,
common issues encountered in CBCT imaging (Würfl et al., 2019). In this chapter,
we proposed a novel method to address these drawbacks. The presented approach
is a non-iterative compensationmethod employing the Feldkamp-Davis-Kress (FDK)
algorithm (Feldkamp et al., 1984) for reference reconstruction. Our method aims to
effectively address substantial and prolonged rigid motions, which notably deterio-
rate the quality of reconstructions. Importantly, this is achieved without necessitat-
ing multiple full-scan reconstructions during the compensation stage.

44
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4.1.1 Objectives and Constraints

The main research objective focused in this chapter is to build a fast, simple yet
robust algorithm to compensate for rigid patient motions that significantly degrade
the reconstruction quality. In this regard, we identify two major goals,

• Minimize the number of reconstructions in the compensation stage.
• Compensate for large and long-duration rigid motions.

4.2 Outline of the Chapter

Section 4.3 describes the proposed methodology. The implementation details are
described in Section 4.4, and the results of the experiments are discussed in Section
4.5. Finally, a short conclusion with a few insights has been provided in Section 4.6.

4.3 Methodology

The proposedmethod formotion-compensatedCBCT reconstruction is a non-iterative
approach that eliminates the need for repeated reconstructions during the com-
pensation stage. It relies on the assumption that among all projections a subset of
motion-free projections exists large enough to reconstruct a motion-free short-scan
volume. Our experiments indicated that projections corresponding to half of the
scan duration (i.e. 180◦) are adequate for reconstructing a good-quality reference
volume (refer to Section 4.4.2). This relies on experimental studies of Spin-Neto
et al. (2018) showing that motion affecting the reconstruction quality is confined
to a smaller region. The pipeline is illustrated in Figure 4.1. It consists of two main
steps: the first is to detect and extract a motion-free subset of projections, and the
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next is to use these projections to create a short-scan reference reconstruction that
can be used to compensate for artifacts in the motion-affected projections.

Figure 4.1: Pipeline of the Proposed Method

Our approach to detect motion artifacts in the reconstructed volumes is dis-
cussed in Chapter 5. This approach not only detects motion artifacts but also ex-
tracts a motion-free subset of projection that can be used for reference reconstruc-
tion. The focus of the current chapter is on the second step (motion compensation).

4.3.1 Motion Compensation

The process begins with an initial short-scan reference reconstruction generated
from a motion-free subset of the acquired projections as explained in Section 4.3.2.
Each motion-affected projection is then registered to a synthetic projection, which
is generated by reprojecting the reference reconstruction. The compensation algo-
rithm is depicted in Figure 4.2.

The algorithm performs registration of the original projectionswith the synthetic
forward projections by optimizing the similarity score, which is obtained using the
cost function explained in Section 4.3.3. The optimization process adjusts the mo-
tion parameters until convergence is achieved, essentially retrieving the perturba-
tion matrix G′

i mentioned in Equation 3.3. A significant advantage of this method is
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that the same reference reconstruction is used for all projections, allowing the op-
timizer to run in parallel for multiple projections. A final high-quality reconstruction
is performed using the estimated motion parameters.

Figure 4.2: Motion Compensation Algorithm

4.3.2 Reference Reconstruction

By utilizing the motion-free sub-set of the acquired original projections, the FDK
algorithm (Feldkamp et al., 1984) generates a short-scan reference reconstruction
(Figure 4.3b). A comparison of the full-scan initial reconstruction and the short-
scan reconstruction from a motion-free subset of projections is shown in Figure 4.3.
The advantage of having a short-scan reference reconstruction is that it is free from
motion artifacts, hence the synthetic projections generated by forward projecting
this reconstruction are consistent with the acquisition geometry and ensure robust
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registration with the original motion-affected projections.

(a) 360◦ full-scan Reconstruction with
motion artifacts

(b) Short-scan reconstruction from a
motion-free subset

Figure 4.3: Reference reconstruction.

(a) Forward projection of the volume
shown in 4.3a

(b) Forward projection of the volume
shown in 4.3b

Figure 4.4: Comparison between synthetic forward projections from full-scan re-construction and motion-free short-scan reconstruction.
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4.3.3 Similarity Cost Function

Oncewe have a clean reference reconstruction we can then create synthetic projec-
tions by forward projecting the reference reconstruction using the default projec-
tion matrices that correspond to each motion-affected projection. We can then use
a gradient-based approach to perform the 3D-2D image registration. To do this, we
define a cost function based on Gradient Information. The gradient of an image rep-
resents how the pixel intensities change in different directions. It is commonly used
in image processing to identify edges and other important features. In our case, the
cost functionG(r, a) is computed as the sum of the minima of gradient magnitudes
computed for corresponding pixels in the synthetic image (r), and the actual image
(a) as expressed in the equation below,

G(r, a) =
∑

(x,x′)∈(r ∩ a)

wx,x′ min (|∇x|, |∇x′|) (4.1)
Where,
• x and x′ refer to the corresponding sample points (pixels) in r and a, respec-

tively.
• |∇x| and |∇x′| are the gradient magnitudes of x and x′, respectively.
The minima operator is applied to exclude strong extraneous gradients (De Silva

et al., 2016). This helps to ensure that the alignment considers regions where the
gradients are similar.

The weighting function w in Equation 4.1 is the gradient orientation which is
computed as the cosine of the angle between each corresponding gradient of r and
a expressed as follows:

wx,x′ = cos(θ) =
∇x · ∇x′

|∇x| |∇x′|
. (4.2)
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Figures 4.5, 4.6, 4.7, and 4.8 illustrate how the cost function behaves when reg-
istering the reference projectionwith themotion-affected projections across a range
of rotations (−9◦ to 9◦) in different views.

(a) Rotation along X axis (b) Rotation along Y axis (c) Rotation along Z axis
Figure 4.5: Cost Function for matching reference projection and motion-inducedforward projections (anterior view)

(a) Rotation along X axis (b) Rotation along Y axis (c) Rotation along Z axis
Figure 4.6: Cost Function for matching reference projection and motion-inducedforward projections (posterior view)

(a) Rotation along X axis (b) Rotation along Y axis (c) Rotation along Z axis
Figure 4.7: Cost Function for matching reference projection and motion-inducedforward projections (lateral view - left)



51 4.4 Implementation

(a) Rotation along X axis (b) Rotation along Y axis (c) Rotation along Z axis
Figure 4.8: Cost Function for matching reference projection and motion-inducedforward projections (lateral view - right)

As depicted in the figures above, the cost function attains its peak value at zero-
degree motion for all motion types. This indicates that the cost function reaches
its highest point when the reference projection aligns effectively with the synthetic
projection.

4.4 Implementation

The experimentswere conducted on aWindows-10 PCwith an Intel(R) Core(TM) i7-
2.90 GHz processor, 16GB RAM, and NVIDIA RTX 3070 (8GB VRAM). The volume
reconstruction and forward projection libraries used in this study were provided by
See Through S.r.l., Italy. Powell’s conjugate direction optimizer from the SciPy Li-
brary is used for optimizing the 3D-2D registration.

4.4.1 Evaluation Metrics

The evaluation of the resulting reconstruction’s quality was done using Root-Mean-
Square Error (RMSE) and Structural Similarity Index Measure (SSIM) (Wang et al.,
2004). To assess the quality of the final reconstruction, amotion-free reconstruction
of the 360◦ scan was performed as the ground truth (Figures 4.10c, 4.11c, 4.12c,
4.13c).
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4.4.1.1 Root Mean Square Error

Root Mean Square Error (RMSE) is a commonly used metric in image processing to
quantify the difference or error between two images. It measures how different the
pixel values of two images are on average, which is useful for tasks like image com-
pression, denoising, and image reconstruction. RMSE is often used when you have
a pair of images: a reference image and a processed (or reconstructed) image, and
you want to assess how accurately the processed image reproduces the reference
image. The RMSE is calculated using the following formula:

RMSE =

√√√√ 1

N

N∑
i=1

(xi − yi)2 (4.3)
Where:
• N is the total number of pixels (or voxels) in the images (assuming they have

the same dimensions).
• xi is the pixel value of the reference image.
• yi is the corresponding pixel value of the processed (or reconstructed) image.
The RMSE value provides a measure of the average difference between corre-

sponding pixels in the two images. A lower RMSE indicates that the two images are
more similar, while a higher RMSE suggests greater dissimilarity. It’s worth noting
that RMSE is sensitive to outliers and can be influenced by a single pixel with a large
error, so it should be used in conjunction with other metrics when assessing image
quality.

4.4.1.2 Structural Similarity Index Measure

The Structural Similarity Index (SSIM) is awidely usedmetric in image processing and
computer vision to quantify the similarity between two images. It’s designed to cap-
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ture both structural information (like edges, textures, and patterns) and luminance
information (brightness and contrast) to provide a more comprehensive assessment
of image similarity compared to simple pixel-wise comparison methods like Mean
Squared Error (MSE).

The SSIM index is calculated using the following formula:

SSIM(x, y) = [L(x, y) · C(x, y) · S(x, y)]α (4.4)
Where:
• x and y are the two input images being compared.
• L(x, y) represents the luminance comparison, measuring the similarity in bright-

ness and contrast.
• C(x, y) is the contrast comparison, measuring the similarity in contrast.
• S(x, y) is the structure comparison, measuring the similarity in the structural

content.
• α is a parameter to control the relative importance of luminance, contrast, and

structure comparisons. Typically, it’s set to a value close to 1.
The SSIM index ranges from -1 to 1, where 1 indicates that the two images are

identical in luminance, contrast, and structure, while -1 means they are completely
dissimilar. Higher SSIM values generally indicate greater similarity between the im-
ages. We utilize a cubic sliding window with dimensions of 11× 11× 11 voxels to
calculate the average SSIM index over the reconstructed volume. SSIM is a useful
metric for tasks like image quality assessment, image compression evaluation, and
image restoration, as it provides a more perceptually meaningful measure of image
similarity compared to simpler metrics like MSE or PSNR.
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4.4.2 Data

Realistic motions were simulated using the strategy described in the section 3.5.
Three returning motions (nodding, tilting and lateral rotation) (Table 4.1) were sim-
ulated of 6 seconds (one quarter) for a full 360◦ scan of 24 seconds. Because of the
mechanical fixations, e.g. head support, it is realistic to assume that the patient re-
turns to the original position after the movement, so that it is possible to find at least
one motion-free subset of 180◦, which is sufficient for a good reference reconstruc-
tion. An illustration showing the motion-affected (marked in red) and motion-free
(marked in blue) region of scanned projections for the data used in this experiment
is presented in Figure 4.9.

(a) Nodding (b) Tilting

(c) Lateral Rotation (d) Abrupt motion
Figure 4.9: Illustration showing the motion-affected subset (red) and motion-freesubset (blue) of projections
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To test the robustness of the method, a non-returning abrupt motion was also
simulated, where the patient remains in one pose for part (almost half) of the scan,
and then suddenly moves to another pose and remains still for the rest of the scan.
This created double contours in the reconstruction (Figure 4.13), which is one of the
most difficult cases to compensate for.

4.5 Experimental Results

4.5.1 Quantitative Results

Table 4.1 provides a quantitative comparison of motion-affected and compensated
reconstructions for the three types of motions as evaluated by the SSIM and RMSE
metrics. For nodding, tilting, and abrupt motions, there was a significant improve-
ment in SSIM value and a considerable decrease in RMSE value for motion com-
pensated reconstruction. For lateral rotation, there was only a small improvement
in SSIM value and a moderate decrease in RMSE value.

Table 4.1: SSIM and RMSE values for different motions [MA=motion-affected, MC
= motion-compensated]

SSIM (↑) RMSE (×10−2)(↓)
Motion type MA MC Diff % MA MC Diff %
Nodding 0.876 0.948 +7.23 2.38 1.25 -1.13
Tilting 0.857 0.947 +9.05 3.00 1.47 -1.53
Lateral rotation 0.850 0.878 +2.74 3.16 2.23 -0.93
Abrupt motion 0.697 0.925 +22.80 8.40 1.43 -6.97
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4.5.2 Qualitative Results

The qualitative comparison between the ground truth, motion-affected, andmotion-
compensated reconstructions are shown in Figures 4.10, 4.11, 4.12, and 4.13. The
proposed method was effective in compensating for motion-induced artifacts in
nodding, tilting, and non-returning abrupt motion cases, as almost all artifacts were
successfully compensated. In the case of lateral rotation, some minor artifacts were
still present, but the crucial diagnostic structures such as teeth were unaffected.
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4.5.3 Discussion on Complex Cases

The occurrence of multiple movements in one full-scan is quite common in children
(Spin-Neto et al., 2016), which can make it less likely to find a set of projections
that is motion-free when scanning at a 180◦ angle. To simulate this situation, we
introduced multiple motions during a full 360◦ scan, specifically, a non-returning
nodding motion lasting 6 seconds and a returning tilting motion lasting 2 seconds
as illustrated in Figure 5.12. These motions were simulated in a way that there is no
possibility of obtaining a 180◦ motion-free subset of projections. From this data, we
extracted a subset that exhibited fewer motion artifacts and used it for reference
volume reconstruction. Since this subset still contained some motion artifacts, we
performed 3D-2D registration for all the projections. The result is shown in Figure
4.15. This finding suggests that the algorithm is capable of effectivelymitigatingmo-
tion, even in the case of more complex motion types, leaving only minor artifacts. To
further enhance reconstruction quality, we implemented a regularization technique
in the reference reconstruction, which is detailed in Chapter 6.

Figure 4.14: Illustration showing multiple motion



Chapter 4: Non-iterative Motion Compensation 62

(a)M
otio

n-a
ffec

ted
(b)C

om
pen

sate
d

(c)G
rou

nd-
trut

h

(d)M
otio

n-a
ffec

ted
(e)C

om
pen

sate
d

(f)G
rou

nd-
trut

h
Figu

re4
.15

:Re
sult

sfo
rm

ulti
ple

mo
tion

s(n
odd

ing
and

tilti
ng)



63 4.6 Conclusion

4.6 Conclusion

Our approach utilizes a non-iterative technique to effectively compensate for ar-
tifacts caused by rigid patient motions. By incorporating a motion detection strat-
egy, our method can provide high-quality reconstruction without the need for multi-
ple full-scan reconstructions during the compensation stage for most motion types.
However, for scans containing multiple patient movements, additional constraints
need to be applied to the proposed method to enhance the quality of reconstruc-
tions. Further testing involving clinical data is necessary to assess the reliability of
the proposed method across various scenarios.





Chapter 5

Motion Artifacts Detection

5.1 Introduction

In Chapter 4, we demonstrated the substantial improvement achievable through a
motion detection strategy in enhancing the robustness of the compensation algo-
rithm. The primary focus of the current chapter is on extracting a subset of motion-
free projections essential for reconstructing a clean short-scan reference volume. To
achieve this objective, we generate four short-scan volumes from selected projec-
tions, covering the entire 360◦ view. Employing a deep learning-based framework,
we classify these volumes into positive (containingmotion artifacts) or negative (free
from motion artifacts). Deep learning encompasses powerful algorithms capable
of automatically learning and recognizing complex patterns within large datasets.
Specifically, in the context of CBCT scans, these algorithms can be trained to identify
motion artifacts by capturing unique patterns such as double contours and streaks,
distinguishing them from artifacts induced by other factors like metal-related dis-
tortions.

65



Chapter 5: Motion Artifacts Detection 66

5.2 Objective

The focus of this chapter is to extract a part of the scanned CBCT projections, free
from motion artifacts, to reconstruct a short-scan volume that can be used for re-
constructing a reference volume as explained in 4.

5.3 Outline of the Chapter

The shortage of data is addressed in Section 5.4 explaining the augmentation and
motion simulation strategy performed in this study. Section 5.5 describes the pro-
posed methodology of motion detection and the implementation details are de-
scribed in Section 5.6. The detailed experimental results are discussed in Section
5.7. Finally, a short conclusion with a few insights is provided in Section 5.8.

5.4 Data Augmentation

The issue of data imbalance is a common problem in machine learning-based med-
ical imaging approaches. In the case of motion detection, there is often a lack of
positive data (with motion artifacts) and comparatively more negative data (without
motion artifacts) (Sun et al., 2020; Welch et al., 2020). In contrast, we have more
positive data as the motion is artificially simulated but the negative data is recon-
structed from only three head phantoms. To address this imbalance issue, we used
data augmentation to increase the diversity of the negative data set. In most peo-
ple, the dental arch (mandible and maxilla) is similar in shape with a slight variation in
the size (Braun et al., 1998; Kairalla et al., 2014). Thus we can generate more virtual
phantoms than the three available ones by scaling with a factor between 0.8 and 1.2
to each of the three phantoms, and by forward projecting these virtually augmented
phantoms, we can generate more negative cases of motion-free scans. Additionally,
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random affine transforms with rotations up to 5◦ and translations up to 5mm along
X, Y, and Z axes are also applied. This helps to create a more balanced dataset to
improve the performance of the model. Few samples of augmented volumes are
shown in Figures 5.1, 5.2, 5.3.

(a) Original Phantom (b) Virtually Augmented Phantoms
Figure 5.1: Augmentation of Tom phantom

(a) Original Phantom (b) Virtually Augmented Phantoms
Figure 5.2: Augmentation of Jerry phantom
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(a) Original Phantom (b) Virtually Augmented Phantoms
Figure 5.3: Augmentation of Silvestro phantom

5.4.1 Motion Simulation

Realistic motions were simulated using the strategy described in the section 3.5.
We simulated four different motion types: nodding (Nod), tilting (Tilt), lateral ro-
tation (LR), and tremor (Trem). Additionally, three different motion patterns were
considered; 1. the patient moves and stays in the final position for the rest of the
scan (sf), 2. the patient moves and returns back to the initial position after some
time (ri), 3. the patient moves and returns back to a particular state other than the
initial position (rd). Spin-Neto et al. (2016, 2018) demonstrated that larger motions
affecting image quality are confined to a smaller region. Therefore, the motion is
estimated to be localized roughly in a range of 1-5 seconds for a full-scan of 20
seconds. In this study, the motion is simulated in different parts of the scanned pro-
jections with varying amplitude between 3 to 8 degrees for rotation and 3 to 8mm

for translation.

5.5 Methodology

A deep learning-based approach is used in this study to detect motion artifacts in
CBCT short-scan volumes. The motion detection framework consists of three steps
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- Slice generation, Network classification, and Volume averaging as shown in Figure
5.4.

Figure 5.4: Framework of motion detection in CBCT volumes

5.5.1 Slice Generation

The variability of features in the human skull bones is limited and statistically de-
scribed well in the literature (Braun et al., 1998; Kairalla et al., 2014). Human skull
bones and teeth are locally very similar, although they result in faces that look dif-
ferent to human observers. For instance, the sizes and shapes of teeth vary by very
small amounts (Leung et al., 2018). Therefore teeth and jaw bones can be good
features to train a generalized motion detection framework. We train the network
to see a limited space of anatomical features, and the motion-affected images have
distinctive features, different from motion-free anatomies. We apply this principle
in a simplified setting since the teeth and jaw bones can be well seen in 2D ax-
ial slices extracted from the volume. Artifacts are often visible in most axial slices,
making them a reliable choice for classification. In this study, each short-scan vol-
ume is represented by 300 axial-view slices for classification. Using 3D data in the
classification process can make the network architecture more complex and com-
putationally expensive. A simpler network architecture, however, is often sufficient
for classifying 2D data.
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5.5.2 Network Classification

Different CNN models have been used and their performance on our data has been
analyzed. The models are constructed based on transfer learning using pre-trained
ImageNet weights. The network architectures include VGG with Batch Normaliza-
tion (Simonyan and Zisserman, 2014), DenseNet (Huang et al., 2017), ResNet (He
et al., 2016), EfficientNet (Tan and Le, 2019), and EfficientNet V2 (Tan and Le, 2021) .
In the training phase, Binary Cross Entropy Loss is used. All the networks are trained
with the Stochastic Gradient Descent (SGD) optimizer with a learning rate of 1e-3
and momentum of 0.9.

5.5.2.1 Pre-processing

As the networks have been pre-trained on natural images with pixel values ranging
from 0 to 255, the pixel values within the slices are normalized to conform to the
input specifications of the networks. The input images are also resized to 224×224

to match the networks’ specifications.

5.5.3 Volume Averaging

In some slices where the direction of motion is parallel to the direction of strong
edges, the artifacts due to motion may be less noticeable or compromised. This is
because the strong edges can provide some structural information that can help to
compensate for the motion-induced artifacts. To overcome this issue, volume av-
eraging is performed. In the evaluation phase, the final prediction (yfinal) is based
on the mean outcome (ypred) of the network per volume, i.e., the probability scores
(y) for all the slices generated from a volume are averaged (Eq. 5.1), and the aver-
age score is considered for the final prediction (Eq. 5.2). The advantage of volume
averaging is that, e.g., even if only 65% of the slices are correctly predicted with an
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average probability of 0.8, the volume will still be classified correctly.

ypred =
∑

i yi
N

(5.1)

yfinal =

NoMotion (−), if ypred < 0.5

Motion (+), if ypred >= 0.5

(5.2)

5.6 Implementation

The experiments were conductedwith Python programming language (version 3.10)
on a Windows-10 PC with Intel(R) Core(TM) i7-2.90 GHz processor, 16GB RAM,
and NVIDIA GeForce RTX 3070 (8GB VRAM). The deep learning framework has
been implemented using Pytorch (version 1.13) with CUDA (version 11.7). The pre-
trained models used in this implementation are from the Torchvision library (version
0.14). Evaluation metrics are from the Scikit-learn library (version 1.1.3).

5.6.1 Dataset

The dataset consists of short-scan volumes reconstructed with projection images
corresponding to a 194◦ angle. These short-scan volumes are derived from the full
360◦ scan of the head phantoms (also including the augmented ones). We consid-
ered 4 default short-scan views to cover the full 360◦ scan as illustrated in Figure
5.5. Since we applied a short-duration motion of 1-5 seconds for a scan of 24 sec-
onds, there should always be at least one short-scan that is free from motion. The
training dataset has 80 short-scan volumes, 40 volumes each from Tom and Jerry
phantoms. The volumes with and without motion artifacts are distributed equally
in the training dataset. Silvestro phantom is used for testing in order to study the
robustness of our framework to detect motion in the presence of metal artifacts.
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The testing dataset consists of 200 short-scan volumes reconstructed from 50 sets
of projection data corresponding to 10 motion types (Table 5.1).

(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.5: Illustration of regions (indicated in red) considered to perform short-scanreconstructions.

5.6.2 Evaluation Metrics

The proposedmethod has been evaluated using the Precision-Recall (PR) curve. The
Precision-Recall (PR) curve plots the precision values (see Eq. 5.4) on the y-axis
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against the recall values (see Eq. 5.3) on the x-axis. The ideal model performance
has high precision as well as high recall values which means the AUC-PR value is
close to 1.0.

Recall =
TP

TP + FN
(5.3)

Precision =
TP

TP + FP
(5.4)

5.7 Experimental Results

The performance has been evaluated using the area under the Precision-Recall curve
(AUC-PR) metric for both slices and volumes in the testing dataset for different net-
work architectures. Five sets of projection data are used per motion type and the
short-scan reconstructions are labeled manually. Table 5.1 shows the average AUC-
PR per motion type and overall average. ResNet performed well with respect to the
number of slices being correctly predicted. However, the goal is to classify volumes,
and in this case, EfficientNet V2 outperforms all other architectures. The results
show that the framework is capable of specifically detecting motion artifacts in the
presence of metal artifacts. Figures 5.6, 5.7, and 5.8 showcase few results. In these
figures, a red caption indicates the network’s detection of motion artifacts, while a
green caption signifies the network’s identification of the absence of motion arti-
facts.
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Table 5.1: AUC-PR for the testing (Silvestro) dataset on different network archi-tectures. The best figures for each motion type are in bold.

Motion VGG DenseNet ResNet EfficientNet EfficientNet V2

Tpye Slices Volume Slices Volume Slices Volume Slices Volume Slices Volume

Nod-sf 0.907 0.983 0.885 0.962 0.904 0.983 0.888 0.929 0.873 0.906
Nod-ri 0.829 1.000 0.801 0.857 0.844 0.950 0.791 0.917 0.786 1.000

Nod-rd 0.842 0.857 0.830 0.833 0.851 0.894 0.826 0.885 0.839 0.917

Tilt-sf 0.864 0.962 0.846 0.900 0.902 1.000 0.862 0.900 0.859 1.000

Tilt-ri 0.851 0.896 0.805 0.837 0.872 0.934 0.826 0.896 0.820 0.896
Tilt-rd 0.903 1.000 0.865 0.900 0.908 0.983 0.855 0.929 0.874 1.000

LR-sf 0.837 0.962 0.836 0.900 0.841 0.883 0.839 0.900 0.815 0.983

LR-ri 0.845 0.960 0.816 0.866 0.854 0.919 0.826 0.866 0.806 0.919
LR-rd 0.800 0.884 0.768 0.821 0.831 0.925 0.778 0.884 0.768 0.925

Trem 0.884 1.000 0.833 0.857 0.935 1.000 0.854 0.857 0.855 1.000

Average 0.856 0.950 0.828 0.873 0.874 0.947 0.834 0.896 0.830 0.955
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(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.6: Short-scan regions for Tom data with Tremble.
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(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.7: Short-scan regions for Jerry data with Tilting.
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(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.8: Short-scan regions for Silvestro data with Nodding. Metal artifacts arevisible in all the reconstruction views.

5.7.1 Validation on Real Data

The framework has also been tested in real motion-affected data to evaluate its ro-
bustness in real-world scenarios. The data was acquired by moving the phantom
during scanning to induce motion. A setup was used to move the phantom dur-
ing the scan, thereby inducing a motion that is approximately equivalent to lateral
rotation. Three scans were performed with motion at different time intervals and
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short-scan volumes were reconstructed for the 4 selected views. These volumes
were then classified using different architectures and the results are presented in
Table 5.2. EfficientNet, EfficientNet V2, and VGG were able to cope-up with differ-
ences between real and simulated motions better than ResNet and DenseNet (see
Figures 5.9, 5.10, 5.11).

Table 5.2: AUC-PR for real motion-affected data on different network architectures.The best figures are in bold.

Scan No. VGG DenseNet ResNet EfficientNet EfficientNet V2

Tpye Slices Volume Slices Volume Slices Volume Slices Volume Slices Volume

Scan-1 0.934 1.000 0.920 0.875 0.918 0.875 0.937 1.000 0.970 1.000

Scan-2 0.931 1.000 0.894 0.875 0.907 0.875 0.933 1.000 0.941 1.000

Scan-3 0.855 1.000 0.801 0.750 0.802 0.750 0.855 1.000 0.896 1.000

Average 0.906 1.000 0.872 0.833 0.876 0.833 0.908 1.000 0.936 1.000

Simulated motion data is different from real-world scans in two ways. Firstly,
the reconstruction is performed from simulated x-ray projections in which the noise
due to scattering, photon starvation, and beam hardening are significantly less com-
pared to acquired projections. Secondly, motion is modeled and not acquired from
a real-world setup. Overall, the results show that the network is capable of infer-
ring motion artifacts from real-world scans successfully, even though only simulated
motion-affected data is used in training.
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(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.9: Short-scan regions for Scan 1.
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(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.10: Short-scan regions for Scan 2.
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(a) View-1 (b) View-2

(c) View-3 (d) View-4
Figure 5.11: Short-scan regions for Scan 3.
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5.7.2 Discussion on Complex Cases

As explained in Section 4.5.3, it is relatively common to encountermultiple instances
of motion within a single full-scan, particularly in pediatric cases. In such situations,
we opted to utilize the volume probability score of the network rather than the final
output. Through this, we can identify a subset with lesser motion artifacts, which is
used for reconstructing a reference volume.

(a) View-1 (0.90) (b) View-2 (0.88)

(c) View-3 (0.76) (d) View-4 (0.94)
Figure 5.12: Short-scan regions of the multiple motion data discussed in Section4.5.3
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As depicted in Figure 5.12, the short-scan reconstruction with minimal motion
artifacts (Figure 5.12c) exhibited the lowest volume probability score (0.76). There-
fore, it was chosen as the reference volume for the subsequent motion compensa-
tion algorithm.

5.8 Conclusion

The findings illustrate the framework’s capability to consistently generate a short-
scan CBCT reconstruction of satisfactory quality to be the reference for the motion
compensation algorithm illustrated in Figure 4.1. Our framework can discriminate
between motion artifacts and other types of artifacts. Moreover, our approach es-
tablishes the viability of effectively training a network with simulated motion data,
showcasing commendable performance when applied to real motion-affected data.
Further validation with patient data, would allow the performance to be evaluated
in diverse populations, which is essential for developing a reliable and robust clinical
tool.





Chapter 6

Motion Compensation without

Detection

6.1 Introduction

In Chapter 4, our goal was to develop a non-iterative patient motion compensation
algorithm. This algorithmwas designed with a clean short-scan reconstruction serv-
ing as a reference for the compensation process. In the current chapter, wewill delve
into a regularization technique that enables us to bypass the motion detection step
discussed in Chapter 5 and directly proceed to the compensation step. Due to the
absence of motion detection, we do not know which projections are motion-free.
Consequently, we executed the compensation process for all projection images.

6.2 Outline of the Chapter

Section 6.3 explains the proposedmethodology, providing a comprehensive descrip-
tion of the regularization technique detailed in Subsection 6.3.2. The experimental
results and subsequent discussion are delivered in Section 6.4. Finally, Section 6.5
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wraps up with a summary, highlighting key insights.

6.3 Method

The pipeline of the proposed method is illustrated in Figure 6.1. An initial reference
volume is reconstructed using all the acquired projections. To enhance the registra-
tion accuracy, the reference reconstruction undergoes regularization before being
reprojected (Section 6.3.2). Each projection is then registered to a synthetic projec-
tion, which is created by reprojecting the reference reconstruction.

Figure 6.1: Pipeline of the Proposed Method

The process of registering 3D to 2D is executed following the same procedure
detailed in Section 4.3.1, with the sole modification being the substitution of the
motion-free short-scan reference volume with a regularized full-scan reference vol-
ume.

6.3.1 Reference Reconstruction

By utilizing all the acquired original projections, the FDK algorithm generates an ini-
tial reference reconstruction (Figure 6.2a). However, this reconstruction is affected
by motion artifacts, including blurriness, streaks, and double contours. Reproject-
ing the reference reconstruction leads to the occurrence of overlapping structures
in the forward projection, which makes their registration with the original projec-
tions more challenging. A regularization step is implemented to refine the reference
reconstruction to overcome this difficulty.
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(a) Reference Reconstruction (b) After Regularization
Figure 6.2: Regularization (The threshold is set to 1400 HU)

6.3.2 Regularization

Regularization of the reference reconstruction is necessary for three main reasons.
Firstly, as mentioned above, motion artifacts like double contours or strong streaks
affect the reference reconstruction. During reprojection, these types of artifacts
may generate ambiguous overlapping structures on the forward projections which
are not present in the real projections. Second, small structures in 2D projections
are very sensitive to motion. Since the optimizer makes a step-by-step modification
of the motion parameters, small structures such as those in the trabecular bone of
the jawmay appear and disappear at each optimization step. They may overlap with
other small or large structures. The third reason for regularization is the presence
of Poisson noise in the original projections which weakens low-contrast structures
even more.

Consequently, reprojecting the reference reconstruction and comparing the orig-
inal and reprojected projections directly becomes challenging. To address this issue,
we focus on identifying the most prominent structures, such as jawbones and teeth,
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by employing implicit regularization with a threshold-based segmentation of the ref-
erence reconstruction as shown in Figure 6.2b. During this particular step, our focus
is on segmenting solely the hard tissues within the reference reconstruction. To ac-
complish this, we substitute any attenuation values exceeding a specific threshold
with a constant value that closely approximates the average attenuation of the hard
tissues. Any values below the threshold are discarded.

6.3.2.1 Threshold Selection

The selection of the threshold is based on the notable difference in attenuation co-
efficient values observed between soft tissues and hard tissues, as illustrated in Fig-
ure 6.3. In instances where less than one-fourth of the scan is affected by motion,
motion artifacts, such as streaks and double contours, typically exhibit attenuation
values lower than those of the jawbones and teeth. Therefore, we determined the
threshold heuristically by identifying the attenuation value at which artifacts are ef-
fectively removed from the regularized volume. Choosing a threshold within this
range (in our case, set at 1400 HU) efficiently eliminates the majority of artifacts
found in the reference volume, as their attenuation coefficient values fall below the
established threshold. The forward projection of the regularized reference volume
results in a synthetic projection with high contrast, as shown in Figure 6.7b. This
synthetic projection significantly contributes to achieving robust registration.

Figure 6.3: Threshold selection based on attenuation coefficient values (HU)
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(a) Regularized Volume (b) Forward Projection
Figure 6.4: Regularization with threshold 800 HU

(a) Regularized Volume (b) Forward Projection
Figure 6.5: Regularization with threshold 1000 HU
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(a) Regularized Volume (b) Forward Projection
Figure 6.6: Regularization with threshold 1200 HU

(a) Regularized Volume (b) Forward Projection
Figure 6.7: Regularization with threshold 1400 HU
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6.4 Experimental Results

6.4.1 Data

Two returning motion data, nodding and tilting were simulated for a duration of
3, and 2 seconds respectively, for a full 360◦ scan of 24 seconds. Additionally, a
non-returning abrupt motion was also simulated, where the patient remains in one
pose for most of the scan duration (approximately 18 seconds), and then suddenly
moves to another pose and remains still for the rest of the scan (for 6 seconds). An
illustration showing the motion-affected (marked in red) and motion-free (marked in
blue) region of scanned projections for the data used in this experiment is presented
in Figure 6.8.

(a) Nodding (b) Tilting

(c) Abrupt motion
Figure 6.8: Illustration showing the motion-affected subset (red) and motion-freesubset (blue) of projections
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6.4.2 Quantitative Results

Table 6.1 provides a quantitative comparison of the motion-affected and motion-
compensated reconstructions with the ground truth, as evaluated by the SSIM and
RMSEmetrics. For nodding and abrupt motion, there was a significant improvement
in SSIM. For tilting motion the improvement was small. Abrupt motion exhibited a
large improvement in RMSE but for nodding and tilting, there was only a moderate
improvement in RMSE for the motion-compensated reconstruction.
Table 6.1: SSIM and RMSE values for different motions [MA=motion-affected, MC
= motion-compensated]

SSIM (↑) RMSE (×10−2)(↓)
Motion type MA MC Diff % MA MC Diff %
Nodding 0.893 0.933 +4.02 2.04 1.31 -0.73
Tilting 0.895 0.897 +0.22 2.23 1.54 -0.69
Abrupt motion 0.799 0.917 +11.80 4.44 1.50 -2.94

6.4.3 Qualitative Results

The qualitative comparison between the ground truth (motion-free), motion-affected,
and motion-compensated reconstructions is shown in Figs. 6.9, 6.10, and 6.11. The
proposed method effectively compensated motion-induced artifacts in nodding and
non-returning abrupt motion, as almost all artifacts were successfully compensated.
In the case of tilting motion, some minor artifacts were still present, but the crucial
diagnostic structures such as the teeth were unaffected. The results show that the
proposed method can successfully compensate for most motion-induced artifacts,
leaving only minor artifacts in some cases.
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(a) Motion-affected (b) Compensated (c) Ground truth
Figure 6.9: Results for nodding motion

(a) Motion-affected (b) Compensated (c) Ground truth
Figure 6.10: Results for tilting motion

(a) Motion-affected (b) Compensated (c) Ground truth
Figure 6.11: Results for non-returning abrupt motion
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6.4.4 Discussion on Complex Cases

The data presented in Section 4.5.3, involvingmultiplemotions that hinder obtaining
a clean short-scan reference volume, was evaluated by incorporating the regulariza-
tion process outlined in Section 6.3.2. Initially, we applied the regularization step
to the entire scan volume and we continued with the 3D-2D registration of original
and forward projected projections. As shown in Figure 6.12c, the resulting recon-
struction still exhibited a higher presence of artifacts, making the diagnostic process
challenging.

In the second test, we opted to regularize the short-scan reference volume, fol-
lowed by 3D-2D registration for all projections. This adjustment was made because
the reference volume still exhibited some motion artifacts. Figure 6.12d demon-
strates a significant enhancement in reconstruction quality. Visible artifacts are suc-
cessfully eliminated. Additionally, notable improvements were observed in both the
SSIM and RMSE values for the case where both motion detection and regularization
have been implemented.

Table 6.2: SSIM and RMSE values for complex motion 4.5.3 [MoD=Motion Detec-tion, REG = Regularization, MA = motion-affected, MC = motion-compensated]

MoD REG SSIM (↑) RMSE (×10−2)(↓)
MA MC Diff % MA MC Diff %

Yes No 0.791 0.898 +10.67 5.33 1.87 -3.46
No Yes 0.791 0.781 -0.97 5.33 5.16 -0.17
Yes Yes 0.791 0.906 +11.52 5.33 1.46 -3.87
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(a) Reconstruction affected by multi-
ple motions

(b) MC reconstruction after motion
detection without regularization

(c) MC reconstruction without mo-
tion detection with regularization

(d) MC reconstruction after Motion
detection with regularization

(e) Ground truth
Figure 6.12: Results for multiple motions with and without regularization/motiondetection (MC = motion-compensated).
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6.5 Conclusion

The results show that in cases where motion affects a limited part of the scan, our
approach, which integrates regularization into the reference reconstruction with-
out a previous detection step, enables the generation of high-quality reconstruc-
tions without requiring multiple full-scan reconstructions during the compensation
phase. Nevertheless, when dealing with cases affected by multiple motions, an opti-
mal strategy involves merging both motion detection and regularization to achieve a
reconstruction devoid of artifacts. To validate the reliability of our proposedmethod
across diverse scenarios, further testing is necessary, particularly involving complex
motions and clinical data.





Chapter 7

Addressing Short-scan Reconstructions

7.1 Introduction

In Chapter 6, we introduced a non-iterative strategy for motion compensation in a
complete 360◦ scan, employing a regularization technique for reference reconstruc-
tion. Building upon the findings from the preceding chapter, the current chapter
proposes a two-stage approach designed to handle patient movements in short-
scan reconstructions (comprising 180◦ plus the fan angle). Short scans are typically
favored in clinical scenarios, as they involve collecting the minimum necessary num-
ber of projections to attain diagnostic quality. This typically results in a shorter scan
duration and reduced radiation exposure for the patient. In contrast to full-scan re-
construction, it is difficult to extract a motion-free subset in short-scan reconstruc-
tion. This is because the scans shorter than 160◦ have more additional artifacts in
the reconstruction arising due to the limited projection angle (Figure 7.1), making it
challenging for the motion detection algorithm to distinguish motion artifacts from
those arising due to the limited projection angle. Consequently, we propose a solu-
tion here that does not rely on motion detection.
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(a) 100◦ (b) 110◦ (c) 120◦

(d) 130◦ (e) 140◦ (f) 150◦
Figure 7.1: Reconstructions with different projection angles.

7.2 Outline of the Chapter

Section 7.3 details the methodology. In Section 7.4, we discuss the outcomes of the
experiments and explore different cases. Section 7.5 outlines adjustments made to
the proposed method for cases with extended patient motion. Lastly, Section 7.6
concludes with a brief summary.

7.3 Method

The proposed method is illustrated in Figure 7.2. The process begins with an initial
motion-affected reference reconstruction generated from the acquired projections.
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This is followed by the same motion compensation technique explained in Section
6.3. After the compensation process is completed, an intermediate reconstruction
is performed using the estimated motion parameters. This intermediate reconstruc-
tion is used as the reference for the next stage of the compensation algorithm. This
process can be repeated until the artifacts are eliminated. A final high-quality re-
construction is performed using the motion parameters estimated in the nth stage.

Figure 7.2: Pipeline of the proposed method

From our experiments, it turned out that after two stages the algorithm reached
convergence. Further intermediate stages were not necessary since they did not
provide any significant improvement in the final result.

7.4 Experimental Results

7.4.1 Data

Our previous findings demonstrate the effectiveness of the compensation algorithm
in addressing various types of motion (nodding, tilting, lateral rotation), including
scenarios involving multiple motions. In this experiment, we sought to assess the
algorithm’s performance across different positions defined by the relative orienta-
tion of the detector to the patient’s head. We simulated nodding motions in three
distinct positions: first with the detector on the right side, followed by one with
the detector in front, and finally, one with the detector on the left side of the pa-
tient’s head. This experimental setup was designed to investigate the algorithm’s
limitations concerning the detector’s position. We simulated three returning nod-
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ding motions, where the patient returns to the initial position, as illustrated in Figure
7.3. Additionally, we simulated three non-returning nodding motions, where the pa-
tient does not return to the initial pose after movement, as illustrated in Figure 7.4.
These scenarios are challenging because non-returning motions create double con-
tours in the reconstruction (Figure 7.10), affecting the majority of projections and
complicating diagnosis. To evaluate the quality of the final reconstruction, we per-
formed a motion-free short-scan reconstruction of 194◦ to serve as a ground truth
for comparison.

(a) View - 1 (b) View - 2 (c) View - 3
Figure 7.3: Illustration showing the motion-affected subset (red) and motion-freesubset (gray) of projections in the short-scan angle for nodding motion (returning)

(a) View - 1 (b) View - 2 (c) View - 3
Figure 7.4: Illustration showing the motion-affected and motion-free subsets fornodding motion (non-returning). ’red’ indicates patient movement, while ’gray’ and’yellow’ signify instances where the patient remains stationary but in distinct poses.
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7.4.2 Returning Motion Results

Figures 7.5, 7.6, and 7.7 present a comparison among the reconstructions affected
bymotion, motion-compensated reconstructions, and the ground truth for the three
test cases of returning nodding motions mentioned above. In all three scenarios, the
second stage of motion compensation notably reduced motion artifacts. It’s impor-
tant to highlight that although someminor artifacts are noticeable, crucial diagnostic
structures remain free from motion artifacts and are clearly visible. The maximum
duration of applied motion is 3 seconds, accounting for approximately one-fourth
of the short-scan duration.

(a) Motion-affected (b) Stage 1

(c) Stage 2 (d) Ground truth
Figure 7.5: Results for returning nodding motion (View-1)
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(a) Motion-affected (b) Stage 1

(c) Stage 2 (d) Ground truth
Figure 7.6: Results for returning nodding motion (View-2)
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(a) Motion-affected (b) Stage 1

(c) Stage 2 (d) Ground truth
Figure 7.7: Results for returning nodding motion (View-3)

Table 7.1 provides a summary of the quantitative evaluations for the three tests
of returning noddingmotions. Notably, there is a substantial enhancement in View-1
and a slight improvement in View-3. However, in View-2, the SSIM score decreases
for the motion-compensated reconstruction. This discrepancy arises because the
SSIM score is computed for the entire 3D volume, encompassing a significant por-
tion of free space where diagnostic structures are absent. Nevertheless, despite
this decrease in SSIM score, the clinical value of the motion-compensated image
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surpasses that of the motion-affected reconstruction.

Table 7.1: SSIM and RMSE values for nodding motions (returning) [MA = motion-affected, MC = motion-compensated]
SSIM (↑) RMSE (×10−2)(↓)

View MA MC Diff % MA MC Diff %
View - 1 0.783 0.826 +4.33 4.22 4.17 -0.05
View - 2 0.837 0.817 -1.98 2.49 2.47 -0.02
View - 3 0.825 0.835 +0.91 3.32 2.85 -0.47

7.4.3 Non-returning Motion

Figures 7.8, 7.10, and 7.11 present a comparison among reconstructions affected by
motion, motion-compensated reconstructions, and the ground truth for the three
instances of non-returning nodding motions outlined in Section 7.4.1. In the case
of View-1, the motion compensation algorithm demonstrated strong performance,
notably reducing motion artifacts. This success is due to the fact that nearly three-
fourths of the scan duration remained unaffected by motion. Consequently, the
regularization technique effectively removed the minor artifacts present in the ref-
erence reconstruction. The SSIM and RMSE scores presented in Table 7.2 are con-
sistent with the qualitative analysis, reflecting similar outcomes.
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(a) Motion-affected (b) Stage 1

(c) Stage 2 (d) Ground truth
Figure 7.8: Results for non-returning nodding motion (View-1)

However, in the remaining two scenarios (View-2 & View-3), despite the simu-
lated patientmovement being brief, the challenge arises from it being a non-returning
motion. This poses challenges for the regularization technique, particularly when
artifacts have higher attenuation values like those of bones and teeth (Figure 7.9).
Consequently, the compensation algorithm struggled to effectively eliminate mo-
tion artifacts in these instances. To address such complex cases, a modification of
the proposed method is detailed in Section 7.5.
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(a) Motion-affected (b) Stage 1
Figure 7.9: Regularization results of non-returning nodding motion (View-2). Thehighlighted area indicates an artifact with a higher attenuation value that persistseven after regularization.

Table 7.2: SSIM and RMSE values for nodding motions (non-returning) [MA =motion-affected, MC = motion-compensated]
SSIM (↑) RMSE (×10−2)(↓)

View MA MC Diff % MA MC Diff %
View - 1 0.743 0.833 +8.97 5.78 2.47 -3.31
View - 2 0.628 0.558 -7.02 7.53 8.26 +0.73
View - 3 0.726 0.750 +2.38 5.95 3.50 -2.45
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(a) Motion-affected (b) Stage 1

(c) Stage 2 (d) Ground truth
Figure 7.10: Results for non-returning nodding motion (View-2)
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(a) Motion-affected (b) Stage 1

(c) Stage 2 (d) Ground truth
Figure 7.11: Results for non-returning nodding motion (View-3)

7.5 Partial Angle Method

In caseswhere a significant number of projections are impacted bymotion in a short-
scan reconstruction (as illustrated in Figures 7.10 and 7.11), the compensation al-
gorithm encounters limitations. To tackle this issue, we introduced the partial angle
compensation approach (Hahn et al., 2017), replacing the first stage of motion com-
pensation with an incremental compensation strategy. Here, a very small subset of
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projections, preferably at the beginning or end of the scan, is considered to recon-
struct an ultra-short-scan reference volume. This method works under the assump-
tion that the patient remains motionless for a short duration, either at the scan’s
beginning or end. The workflow of the proposed method is illustrated in Figure
7.12. Starting with the ultra-short-scan reference volume, we gradually incorporate
a small fraction of the remaining projections, reconstructing a new reference vol-
ume, and compensating these additional projections as they are included. Just like
the previously mentioned short-scan technique outlined in Section 7.3, our modi-
fied approach demonstrated convergence after two stages. Additional intermediary
stages proved unnecessary, as they did not yield any substantial improvement in the
final result.

Figure 7.12: Pipeline of the proposed method

Our experiments revealed that the minimum number of projections needed for
the ultra-short-scan reference volume is 60◦ of projections, which is less than one-
third of the scan. This necessity arises from the absence of gradients in the syn-
thetic forward projection when the projection angle is below 60◦, as depicted in
Figure 7.13. Furthermore, we observed that adding 5 degrees of projections at a
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time proved effective for compensation.

(a) Reconstruction (20◦) (b) After Regularization (20◦) (c) Forward Projection (20◦)

(d) Reconstruction (40◦) (e) After Regularization (40◦) (f) Forward Projection (40◦)

(g) Reconstruction (60◦) (h) After Regularization (60◦) (i) Forward Projection (60◦)
Figure 7.13: Illustration of partial angle reconstructions with different projectionangles. For < 60◦, the forward projection doesn’t have sufficient edges (gradients).
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7.5.1 Results

We assessed the performance of the partial angle method using the two challenging
scenarios (non-returning View-2 and View-3) detailed in Section 7.4.1, where the
short-scan motion compensation algorithm failed. As presented in Table 7.3, the
performance of the partial angle method is significantly larger when compared to
the short-scan method, as evaluated through SSIM and RMSE metrics. Additionally,
the quality of themotion-compensated reconstructions depicted in Figures 7.14 and
7.15 has substantially improved, successfully eliminating almost all artifacts. This
approach shows potential for applications involving large patient movements.
Table 7.3: SSIM and RMSE values for nodding motions (non-returning) using PartialAngle Method [MA = motion-affected, MC = motion-compensated]

SSIM (↑) RMSE (×10−2)(↓)
View MA MC Diff % MA MC Diff %
View - 2 0.628 0.774 +14.52 7.53 3.22 -4.31
View - 3 0.726 0.814 +8.78 5.95 2.51 -3.44
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(a) Motion-affected (b) Stage 1 (Partial angle)

(c) Stage 2 (d) Ground truth
Figure 7.14: Results for non-returning nodding motion (View-2)
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(a) Motion-affected (b) Stage 1 (Partial angle)

(c) Stage 2 (d) Ground truth
Figure 7.15: Results for non-returning nodding motion (View-3)

7.6 Conclusion

The partial angle motion compensation method emerges as a promising solution to
address challenges in maxillofacial cone-beam computed tomography (CBCT) imag-
ing, particularly in instances of prolonged patient movements. Utilizing an incremen-
tal compensation strategy and reconstructing an ultra-short-scan reference volume,
this method effectively improves the quality of motion-compensated reconstruc-
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tions. The demonstrated performance enhancement, indicated by higher SSIM and
lower RMSEmetrics, suggests its potential applicability in clinical settings. However,
it assumes that the patient is stationary either at the beginning or end of the scan,
introducing uncertainty given the unpredictable duration of patient motion. To en-
sure proper functionality in all scenarios, a strategy to obtain a motion-free subset
corresponding to a 60◦ projection angle is necessary.
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Conclusion

8.1 Summary of the Thesis

This thesis outlines methods for compensating motion-induced artifacts in maxillo-
facial CBCT imaging. Several factors like the low dose nature of CBCT, the standing
posture of the patient while scanning, and the need for high-resolution reconstruc-
tions pose challenges to the compensation algorithms. Consequently, we simplified
the compensation algorithm by considering only rigid motions that follow the stan-
dard protocols of CBCT devices. Another critical concern tackled is the time com-
plexity associated with existing compensation algorithms. While many employ iter-
ative reconstruction methods, our implementation adopts a non-iterative approach,
utilizing the FDK reconstruction algorithm to speed up the compensation process
and mitigate the time-intensive nature of iterative reconstruction algorithms.

The firstmethod addresses the compensation ofmotion-induced artifacts in full-
scan (360◦) reconstructions. We implemented three strategies: one involving mo-
tion detection, another incorporating regularization, and a third utilizing both mo-
tion detection and regularization. The first strategy is suitable for scenarios where
a motion-free subset of projection images, covering approximately 180◦ projection
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angle, is available. This subset is employed to reconstruct a reference volume, which,
in turn, is utilized in the compensation process. The second strategy is applicable
when motion affects less than one-fourth of the scan. In this case, regularization is
applied to the initial reconstruction to eliminate motion-induced artifacts, and the
regularized reconstruction serves as the reference volume for compensation. How-
ever, both of these approaches have limitations due to the unpredictable duration of
patient motion. This brings us to the third approach, which combines both motion
detection and regularization. Here, a subset of projections least affected by motion
is considered for reference reconstruction. The resulting reference volume is then
subjected to regularization to eliminate remaining artifacts and is subsequently used
in the compensation process. This approach proves effective in most scenarios, pro-
vided the patient’s movement is not excessive, at least during a part of the scan.

Secondly, we addressed the compensation of motion-induced artifacts in short-
scan (≈ 180◦) reconstructions. Short scans are particularly favored by clinicians as
they enable the reconstruction of a volume with sufficient diagnostic quality by col-
lecting the minimum necessary projections. This approach not only reduces scan
time but also minimizes radiation exposure to the patient. However, detecting mo-
tion in short-scan reconstructions presents a significant challenge, as the shorter
scans exhibit artifacts very similar to motion artifacts. Consequently, we chose the
regularization-based strategy to address motion artifacts in short scans. We imple-
mented a multi-stage approach, repeating the compensation process until achieving
an artifact-free reconstruction. With only two stages, this method effectively com-
pensated for motion affecting less than one-third of the scan duration. However,
challenges arose in scenarios involving prolonged motion. To address this, we intro-
duced a partial-angle motion compensation approach with an incremental compen-
sation strategy. This approach is effective in compensating for prolonged motions
(e.g., non-returning motion), provided the patient remains still for a short duration,
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either at the beginning or at the end of the scan.

8.2 Perspectives

Upon concluding this thesis, we identified certain aspects of the proposed motion
compensation approach that deserve additional investigation and analysis. These
aspects have been categorized into twomain issues: Scientific and Engineering. This
categorization is based on the nature of the investigations, with Scientific issues fo-
cusing on theoretical foundations and conceptual understanding, while Engineering
issues focus on practical implementation, optimization, and technical refinements.

8.2.1 Scientific Issues

8.2.1.1 Motion Detection

The current implementation of the motion detection algorithm assesses multiple
short-scan volumes extracted from a full scan, classifying them as either affected
by motion or motion-free. It is required that these short-scan reconstructions en-
compass a minimum projection angle of 180◦. To broaden its applicability in diverse
scenarios, it is valuable to explore alternative network architectures capable of de-
tecting motion across varying projection angles below 180◦, rather than a fixed one.
A notable challenge emerges when handling projection angles less than 180◦, espe-
cially when the angle is very low. In such cases, the reconstruction lacks sufficient
edges (gradients) and also presents more artifacts due to the limited angle of projec-
tions used. These factors should be taken into account as they create complexities
for the network in identifying a motion-free subset.
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8.2.1.2 Partial-angle Method

The partial-angle compensation method outlined in this thesis shows greater poten-
tial in compensating for prolonged and persistent motion. This can be very helpful
for cases where the patient cannot be idle due to some physiological conditions like
in the case of a Parkinson’s patient. However, it necessitates a motion-free ultra-
short-scan reference volume corresponding to a 60◦ projection angle, to initiate
the compensation process. In such instances, it is beneficial to investigate meth-
ods for obtaining an ultra-short-scan reference to initiate compensation. Various
approaches can be considered, including the utilization of compensation techniques
like the one suggested by Sun et al. (2021), which involves an iterative reconstruc-
tion algorithm during the compensation phase. Upon obtaining projection images
corresponding to a 60◦ angle, the partial angle method can be implemented. This
approach ensures a quicker compensation process compared to applying iterative
compensation for the entire scan.

An alternative approach involves employing motion detection to directly classify
motion-free subsets within the reconstructed volume, as illustrated in Figure 8.1.
This method would also allow us to extract an ultra-short-scan reference volume
for implementing partial-angle compensation.

Figure 8.1: Illustration of motion detection framework for Partial-angle compensa-tion method
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8.2.1.3 Clinical Evaluation

While the rigid motion assumption enables the simulation of realistic motions, it is
crucial to validate the algorithm through its application to actual patient data ob-
tained in a clinical setting. Conducting additional research and validation across var-
ious clinical settings can significantly contribute to establishing the robustness and
versatility of this method in improving the diagnostic quality of maxillofacial CBCT
imaging.

8.2.2 Engineering Issues

The utilization of the FDK reconstruction algorithm in our compensation method
already significantly enhanced the speed of the method. To further expedite the
procedure, we can introduce an interpolation process. Given that head motion is
continuous, certain projections can be skipped during compensation. For example,
if pi represents the current projection for compensation, we can directly compensate
for the pi+5 projection skipping the projections in between. For the projections (pi+1,
pi+2, pi+3, and pi+4), the motion parameters can be interpolated using the updated
motion parameters of pi and pi+5.

Another aspect to consider is integrating an outlier detection mechanism. Given
the continuous nature of motion, if the compensation algorithm results in out-of-
plane motion parameters for a projection over a sequence of successive projections,
this result could be substituted with interpolated motion parameters. This approach
aims to enhance the algorithm’s robustness by handling occasional instances of com-
pensation irregularities, ensuring a smoother and more consistent motion compen-
sation process.
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