- A
s UNIVERSITA www.uniud.it
¢ E¢ ) DEGLI STUDI

¥ DI UDINE

hic sunt futura

‘g

PhD course in:

COMPUTER SCIENCE, MATHEMATICS AND PHYSICS

Cycle XXXVI

Thesis title

VIRTUAL REALITY SYSTEMS FOR
ANXIETY MITIGATION: EXPLORING DESKTOP,
IMMERSIVE AND AUGMENTED REALITY

Candidate Supervisor

MARTA SERAFINI Luca CHITTARO

YEAR 2024



INSTITUTE CONTACTS

Department of Mathematics, Computer Science and Physics
University of Udine

Via delle Scienze, 206

33100 Udine — Italy

+39 0432 558400

https://www.dmif .uniud.it/


https://www.dmif.uniud.it/

A Diletta






Abstract

In recent years, virtual reality (VR) has emerged as a technological tool
that could be used to mitigate anxiety, a condition that significantly im-
pacts the well-being and health of a large population. In the literature, VR
systems for anxiety mitigation can be classified into two main categories:
VR exposure (VRE) therapy systems and VR systems for relaxation train-
ing. However, limited research has been conducted to compare different
display types. This thesis focuses on three different types of anxiety, ex-
ploring and comparing different types of display: desktop VR, immersive
VR, and augmented reality (AR) in both categories of VR systems for
anxiety mitigation. In particular, we propose and evaluate VR systems
designed to mitigate social anxiety-related disorders, i.e., school exam
anxiety and public speaking anxiety, comparing the above mentioned
display types. Then, we propose and assess a VR system with biofeedback
for relaxation training, targeting anxiety mitigation more broadly, com-
paring desktop and immersive VR. We conclude the thesis by evaluating
the therapeutic effects of our VR system with biofeedback for relaxation
training on a clinical trial that involved patients with fibromyalgia.
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Introduction

Anxiety is a condition that affects many individuals and has debilitat-
ing effects. According to the World Health Organization, anxiety and
depression collectively cost the global economy 1$ trillion annually.

A valuable technique for individuals who wish to reduce the anxi-
ety levels they experience is exposure therapy. This technique involves
repeated exposure to the feared situation, leading to desensitization, pro-
gressively reducing the elicited anxiety, and making the situation less
fearful [2]. There are three main approaches to exposure therapy: (1) in
vivo exposure (IVE) that exposes individuals to the feared situation in
real-world environments, (2) imaginal exposure that involves mentally
imaging the feared situation, and (3) virtual reality exposure (VRE) that
uses virtual environments (VEs), i.e., simulated environments created
through computer generated images, to repeatedly expose individuals to
the feared situation.

IVE and imaginal exposure approaches have traditionally been used
in psychology to treat various types of anxiety. Over the past two decades,
VRE has been increasingly used as an alternative to IVE and imaginal
exposure in the treatment of anxiety (e.g., [3-6])).

In recent years, there has been a growing interest in augmented reality
exposure (ARE) as an exposure approach. ARE uses interactive digital
devices, such as computers, smartphones, tablets, or head mounted
displays (HMDs), to virtually represent the feared situation within the
individual’s real-world environment. Unlike VRE, in ARE individuals are
not immersed in the virtual world but are instead exposed to the feared
situation virtually represented inside the real world.

Previous studies have shown that the fear response elicited in ARE is
similar to that elicited in VRE [7}[8]. Moreover, the effectiveness of ARE
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as a treatment tool for specific anxiety disorders has been found to be
comparable to both VRE [9,{10] and IVE [10}11]. Furthermore, outcomes
achieved with ARE in treating specific phobias are maintained during
follow-up assessments [11}/12].

An alternative to exposure therapy for reducing anxiety levels in-
volves the use of relaxation techniques. They could improve personal
well-being [13]] by lowering stress-related symptoms [14,(15]], relieving
anxiety [16118], and controlling postoperative pain [19,20]. Furthermore,
relaxation-based interventions for medical conditions can be beneficial as
an adjunct to standard medical care [21].

In particular, a specific relaxation technique that has been shown to re-
duce stress, anxiety, and depressive symptoms is slow and deep diaphrag-
matic breathing [[15,(17,22]. In addition to conventional instructor-led
classes, breathing exercises can be learned through computer-based tools
such as mobile breathing training apps [23]]. More recently, immersive VR
solutions for learning slow and deep diaphragmatic breathing have also
been proposed [24-27].

In addition to these advancements, some authors have recently in-
cluded biofeedback in VR systems for breathing and relaxation training.
Biofeedback detects users’ affective state by measuring their physiological
activity and “feeds back” the detected information to users in real-time.
In this way, it aims to enable users to learn over time how to change their
physiological activity to enhance health and performance [28], reduce
stress-related symptoms [29], and increase their feeling of well-being [13].
Existing biofeedback systems for relaxation provide users with biofeed-
back on breathing (e.g., [27]), cardiac (e.g., [30])), electrodermal (e.g., [31])),
and brain activity (e.g., [32])).

This thesis explores the use of three different types of displays (i.e.,
desktop VR, immersive VR, and AR) to mitigate anxiety using both
exposure therapy and relaxation techniques. In particular, this thesis:

* Proposes and assesses exposure systems in desktop VR, immer-
sive VR or AR to mitigate specific social anxiety-related disorders,
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namely, oral exam anxiety and public speaking anxiety.

* Proposes and assesses a system with biofeedback for relaxation
training comparing the immersive VR and desktop VR to mitigate
anxiety in general.

* Assesses the system with biofeedback for relaxation training in a

clinical trial.

The thesis is organized as follows. Chapter [1| provides an overview of
the existing literature on VRE systems and VR systems with biofeedback
for relaxation training. The chapter first compares different types of
display used in exposure therapy. It then provides an overview of related
work on VRE and ARE systems for social anxiety-related disorders, i.e.,
exam anxiety and public speaking anxiety. Subsequently, it presents and
compares related research on VR systems with biofeedback for relaxation
training. Chapter [2| focuses on VRE systems for exam anxiety. The
chapter first illustrates the VRE system for oral exam anxiety we propose
in desktop VR. Subsequently, it presents the feasibility and the home
trial studies we conducted to evaluate the effectiveness of the system in
eliciting anxiety in individuals. Chapter (3 focuses on VRE systems for
public speaking anxiety. The chapter first introduces the exposure system
for public speaking anxiety we propose in immersive VR and AR. It then
presents the feasibility study we conducted to assess the effectiveness of
our system in eliciting anxiety in individuals comparing two different
types of display, namely immersive VR and AR. Chapter {4{ focuses on
VR systems with biofeedback for relaxation training. It first describes
the immersive VR system with biofeedback for relaxation training we
propose. Then, the chapter illustrates the two evaluations we conducted
to assess its effectiveness in helping individuals to relax, specifically (i)
comparing real biofeedback with sham biofeedback and (ii) comparing
between immersive VR with desktop VR. Chapter |5/ focuses on a real
clinical setting where we assessed the effectiveness of our immersive VR
system with biofeedback for relaxation training on a sample of patients
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with fibromyalgia. The chapter first explains fibromyalgia, highlighting
its comorbidities with anxiety, and provides an overview of the existing
literature on immersive and non-immersive VR systems for fibromyalgia.
Then, the chapter describes the evaluation we conducted to assess the
effectiveness of our system in helping patients reduce pain and anxiety
levels. Finally, the thesis draws conclusion and outlines future work.



VRE and ARE systems, and VR
systems with biofeedback for

relaxation training

In this chapter we introduce the main topics of this thesis: (i) VRE and
ARE systems for social anxiety-related disorders, and (ii) VR systems
with biofeedback for relaxation training. In particular, in Section we
provide an overview of the different approaches to exposure therapy,
using three different types of displays, i.e., desktop VR, immersive VR,
and AR. In Section we present an overview of related work on
VRE and ARE systems for exam anxiety and public speaking anxiety.
In Section we categorize the types of biofeedback mappings with
users’ physiological parameters within VR systems with biofeedback for
relaxation training. Then, we present and compare related work on VR
systems with biofeedback for relaxation training.

1.1 Different types of display in exposure ther-

apy systems for anxiety mitigation

Over the past two decades, VRE has been increasingly used as an alterna-
tive to IVE and imaginal exposure in the treatment of anxiety [3-6]]. VRE

offers several advantages over IVE and imaginal exposure:
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¢ It is more practical than IVE since it allows for exposures that
might be challenging to implement in vivo (e.g., airplane flight to
treat aviophobia), while maintaining comparable effectiveness in
mitigating anxiety (e.g., [3])).

* It shows equal effectiveness in mitigating different types of anxiety
disorders [3]. Therefore, VRE is a viable alternative for individuals
unwilling or too scared to engage in IVE or have difficulty imagining
the feared situation.

* It allows easier access to feared stimuli than IVE and allows for
full control over the exposure process. Manipulations that would
be impractical in IVE scenarios, such as repeating the takeoff of a
virtual flight multiple times, become feasible in VRE [33].

e It allows for the use of a variety of specifically developed scenarios,
helping in the prevention of the renewal of fear [34].

e It exhibits a low refusal rate as individuals generally prefer it over
IVE [35].

* It ensures the absence of real danger for individuals since the feared

situation is virtually represented.

¢ It guarantees confidentiality to individuals, a feature that may not
always be feasible in IVE. For example, privacy can be compromised
during IVE therapy conducted in an airplane flight [33].

¢ Its exposures are less expensive than IVE exposures, particularly in
specific phobias. For instance, it offers a more economical solution
for treating aviophobia compared to IVE therapy.

While the current literature primarily explores immersive VR systems
for exposure therapy, the use of desktop VR systems remains unexplored.
Although HMDs can increase users’ sense of immersion, they restricts
the use of the system to laboratory settings and to people who own an
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HMD. Conversely, the use of widely available hardware would extend
the accessibility of VRE systems to a broader audience, also at home.
Moreover, although modern HMDs have made significant progress in
limiting symptoms of motion sickness, they still carry the risk of negative
side effects, such as nausea, headaches, and dizziness [36/,37]. On the
other hand, the use of a VRE system using commonly available hardware
would help minimize health risks. Furthermore, existing studies on the
effects of immersive VR on users suggest that VR can lead to more visual
fatigue than traditional screens [38]. Hence, this thesis also considers the
use of desktop VR VRE systems.

Throughout the last decade, several studies have assessed the efficacy
of VRE as a therapy for anxiety disorders. Some of these studies have
compared results obtained on different types of anxiety disorders [3}39,
40]], while others have focused on a specific anxiety disorder, such as
specific phobias [5]/6},/41}42], social anxiety [43-H47], or public speaking
anxiety [43,/48}49].

Multiple studies have shown that VRE reduces anxiety and phobia
symptoms (e.g., [5]) and can lead to significant behavioral changes in
real-life situations (e.g., [41]). Moreover, meta-analyses have indicated
that the efficacy of VRE and IVE are comparable for different anxiety
disorders [3,39,140]], or specifically for social anxiety [46] and public
speaking anxiety [43}/49].

In recent years, ARE has gained increasing interest. Research has
shown that ARE can be equally effective as a treatment tool for specific
anxiety disorders when compared to both VRE [7}8] and IVE [8]9]. Besides
sharing the advantages of VRE, ARE offers the following further benefits:

¢ It facilitates exposure therapy in multiple real-world settings, al-
lowing individuals to experience the virtual representation of the
feared situation while remaining physically present in their real
surroundings. In this way, individuals can experience their feared
situation in the actual places they encounter difficulties, facilitating
the transfer of the acquired skills to the real world.
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¢ It exhibits higher ecological validity than VRE because individuals
remain present in their real surroundings while engaging with the
virtual feared situation.

¢ It reduces the time and costs of system development. Unlike VRE,
which requires the creation of an entire VE, ARE only needs model-

ing the feared situation.

¢ It allows individuals to see their own body instead of a virtual
representation of their body, as seen in VRE. This enables them
to interact with the virtual feared situation using their own body,
thereby enhancing the realism of their experience.

Despite the advantages ARE has over VRE, research on the feasibility
and effectiveness of ARE systems are still limited. Existing ARE systems
almost exclusively focus on the treatment of small animal phobias, pri-
marily spiders (e.g., [9,/11,/50H52]) and cockroaches (e.g., [9}/11}/52-54]),
with two exceptions addressing claustrophobia [8] and acrophobia [7],
respectively.

Given the presented advantages that an ARE system can offer over
a VRE system, it would be valuable to explore further the use of ARE
systems in different types of anxiety disorders like social anxiety and
public speaking anxiety.

In the following subsection, we provide an overview of the existing
literature concerning VRE and ARE systems for social anxiety-related
disorders, specifically exam anxiety and public speaking anxiety, that are
the central topics of this thesis. The subsection focuses on systems that
use computer-generated 3D VEs and virtual agents.
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1.2 VRE and ARE systems for social anxiety-

related disorders

1.2.1 Exam anxiety

In the following, we provide an overview of the existing literature con-
cerning feasibility studies on VRE systems for exam anxiety. Since no
trials in the literature have explored systems that simulate exams using
virtual agents, we also focus on related studies. Specifically, we concen-
trate on trials of VRE systems that simulate one-on-one conversations in
which the user is asked questions by a person assessing his/her skills in

job interview contexts.

Feasibility studies

There are only three proposals of VRE systems for exam anxiety in the
literature [55-57]], while no ARE systems for exam anxiety have been
proposed. Table[1.1|synthetically highlights the main differences between
the existing works.

Table 1.1: Comparison of the main differences of studies conducted on VRE systems for
exam anxiety.

Reference Type of Type of Studied Participants
exam display VR effect
| 1551 Written HMD Elicited 21 university
anxiety students
[56] Written HMD Elicited 22 adolescents
anxiety
| 1571 Written HMD Ng] NS

?NS=Not specified information

TAVE (Test Anxiety Virtual Environments) [55] is an immersive VRE
system that provides users with three VEs, to be experienced in chrono-
logical order: student’s home, representing the day before and then the
morning of the exam; followed by subway journey to the exam location;
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and finally school corridor and classroom where the exam takes place.
A feasibility study was conducted to assess whether the different VEs
of TAVE could elicit significantly different responses in students. The
system was tested on 11 students with high levels of exam anxiety and
ten students with low levels of exam anxiety. After experiencing each VE,
students’ level of anxiety was measured with two self-report question-
naires. Results showed that students with high exam anxiety experienced
higher levels of anxiety than students with low exam anxiety in all the
VEs. However, the level of anxiety in the two groups did not progressively
increase with the sequence of VEs but peaked during the subway journey.

Kwon et al. [56] proposed an immersive VRE system that includes
two VEs: house on the day before the exam and school on the day of
the exam. They assessed the feasibility of the VRE system in inducing
different levels of exam anxiety in adolescents. However, in addition to
experiencing the VEs in an exposure session, participants performed also
a meditation session to regulate anxiety immediately after the exposure
session. The system was tested on 21 adolescents whose general anxiety
and exam anxiety were measured with two self-report questionnaires
at the beginning of the study, before they were exposed to the first VE.
The study also measured participants” HRV with a physiological sensor
during VEs exposure. After each session, adolescents’ level of anxiety was
measured. The main results of the study showed a significant difference
in anxiety only between exposure and meditation sessions. The study
does not instead specify if there were significant differences in perceived
anxiety between the exposure sessions.

Luo et al. [57] developed a VRE system for exam anxiety containing
three VEs aimed at eliciting increasing anxiety levels: home on the day
before the exam, school entrance on the day of the exam, and classroom
where the exam takes place. The system was assessed on middle school
adolescents: unfortunately, while the paper states that participants ex-
perienced varying degrees of anxiety during VE exposures, it does not
illustrate a study that might provide evidence about the system’s ability
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to elicit increasing levels of anxiety.
The VRE systems for exam anxiety described above have three aspects

in common:

1. They concern a written test. In TAVE [55], students are seated in
a classroom and take a written test with multiple-choice, general
knowledge questions. In [56], adolescents are seated in a classroom
where a written test is about to start, but the test itself is not
simulated. In [57], students are seated in a classroom and, after
selecting their preferred subject from a list of five options, proceed
to take a written test with questions from a college entrance test. In
some educational systems, students take oral tests as an adjunct or
an alternative to written tests, and several studies have highlighted
the benefits of oral tests as assessment method [58-60]. The reliance
on oral tests changes from country to country, for example they
are central to the Italian educational system [[61}/62], while the US
educational system prefers written tests [59,/60,/63/64]. As already
mentioned, oral tests elicit higher levels of anxiety than written
tests [65], and the availability of VRE systems for oral tests could
thus benefit a large population of students worldwide. Moreover,
the need for engaging interactions with the professor in oral exams
introduces an additional challenge for students who also suffer
from social anxiety. Therefore, it is crucial to provide students with
scenarios in which they are not only exposed to an exam situation

but also to the interaction with the professor.

2. Current VRE systems for exam anxiety require using an HMD. As
previously described in Section HMDs restrict the use of the
system to laboratory settings and to individuals who own such
devices. Conversely, the use of widely available hardware, such as
computer monitors, would allow a much larger number of students
to benefit from the VRE system, also at home, while also reducing
health risks associated with HMD usage.
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3. The studies on VRE systems for exam anxiety have exposed partici-
pants to the different VEs in a fixed order. In [55], both the group
with high exam anxiety and the group with low exam anxiety were
exposed to the three VEs in chronological order: first the home,
then the subway, then the classroom VE. In [56]], all participants
were exposed to the two VEs in the same order: first the house, then
the school VE. Exposing all participants to the VEs in a fixed order
could lead to order effects, i.e., the participants’ responses to the
VEs could be affected by the participants’ responses elicited in the
previously experienced VEs.

VRE systems for one-on-one conversations in job interview contexts

Existing trials of VRE systems that simulate one-on-one conversations
involve first-person interactions, where users engage in conversations
with a virtual agent that asks work-related questions [66-71]. In partic-
ular, one study investigated the impact of the virtual agent realism on
participants” anxiety levels during interview simulations [68]. Findings
indicated that participants” anxiety was more affected by the virtual inter-
viewer behavior than its degree of realism. Four studies were conducted
using the same VRE system [66}67}69]. Specifically, Hartanto et al. [66]
and Morina et al. [67] showed the feasibility of eliciting anxiety through
virtual social interactions, while Kampmann et al. [69] compared the VRE
therapy with IVE therapy and a waitlist control group. Results showed
that both treatment groups improved social anxiety levels compared with
the waitlist group, with IVE obtaining better results than VRE. Bouchard
et al. [70] compared the same groups using a VRE system that offered par-
ticipants various scenarios for training: public speaking, job interviews,
conversations with supposed relatives, performing under the scrutiny of
strangers, handling criticism, or managing insistence situations. Results
showed that the VRE system was more effective than IVE in treating
social anxiety. Furthermore, Zainal et al. [71] compared a VRE system
that simulated job interviews and informal dinner party scenarios with
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a waitlist control group. Results showed a greater reduction in social
anxiety symptoms, job interview fear, and trait worry among participants
who used the VRE system, in comparison to the waitlist control group.

While the studies of Hartanto et al. [66] and Kwon et al.[68] focused
exclusively on job interview scenarios, other authors explored different
scenarios but none of them addressed oral exams. Among these studies,
three involved participants experiencing all scenarios of the VRE sys-
tem [66}67,69]], while in the remaining studies, participants chose the
scenarios for their training [70}71].

The studies described have the following aspects in common:

* None of them concerns trials of VRE systems that simulate oral
exams. The availability of such systems might benefit a large popu-
lation of students worldwide who are affected by exam anxiety at
different levels of intensity. Indeed, the Organization for Economic
Cooperation and Development found in its report on students” well-
being that 56% of students worldwide experienced high levels of
exam anxiety, even when adequately prepared for tests [72].

® Current VRE systems have never been trialed by participants at
home or in the actual place they are intended to be used. Instead,
they have always been tested within laboratory settings.

¢ Current studies are carried out on systems that require an additional
person using the Wizard of Oz technique to control the virtual agent
behavior [68,69,73], script [67,69,70,/74], or response timing [66].
Only one trial involves a system that does not require this technique,
but it consists of 360° videos with actors following a predefined
script [71].

* No existing trial considered systems that allow users to customize
their conversations with the virtual agent. A greater level of cus-
tomization would provide users with a personalized experience that
closely aligns with their specific exam peculiarities.
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1.2.2 Public speaking anxiety

Literature on VRE systems for public speaking anxiety can be categorized

into two types of studies:

1. Feasibility studies, which aim to assess the effectiveness of the

system in eliciting anxiety levels.

2. Treatment studies, which aim to assess the efficacy of the system in

mitigating anxiety.

Feasibility studies on VRE systems

Among feasibility studies on VRE systems [75H79], two studies compared
anxiety levels and physiological responses of participants when exposed
to real or virtual audiences [75,79].

In [79], authors found that participants experienced significantly
higher anxiety levels while giving a speech in front of a real audience, a
virtual audience, and an empty virtual auditorium than before starting
their speech. Participants’ heart rate (HR) and anxiety levels elicited
by the real and the virtual audiences were similar, while HR and heart
rate variability (HRV) measures revealed that the real audience elicited
significantly higher arousal than the empty virtual auditorium.

A within-subjects study [75] exposed participants to a real audience
and three virtual audiences of different sizes. Results showed similar anx-
iety levels across the audiences, but participants” HR was higher during
the speech task than after the speech task in all conditions. Moreover,
HR was significantly higher in the small virtual audience condition than
the medium and the big audience conditions, but only when the small
audience was the first virtual condition experienced by participants.

Other studies on VRE systems for public speaking anxiety have used
different audience sizes [80-83], but only in [75] the effects of this aspect
on participants were specifically analyzed. It is worth mentioning that
another study investigated the effect of audience size on preservice teach-
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ers [84], finding that facing a big class elicited higher stress and HR levels
compared to a small class.

Treatment studies on VRE systems

Regarding treatment studies, previous research has shown the effective-
ness of VRE systems in reducing public speaking anxiety [80-83,85-88].
Positive outcomes were maintained in follow-ups at one-month [81]] and
three-month [80,/87] intervals. One study has shown that VRE treatment,
compared to a no-treatment condition, reduced participants’ public speak-
ing anxiety levels and lowered their HR [85]. Other studies have shown
that VRE treatments for public speaking anxiety succeeded in lowering
levels of distress [81], anxiety, arousal, and HR [83]. Furthermore, the
comparison between IVE and VRE treatment for public speaking anxiety
in [88] showed that both approaches were effective in reducing anxiety
levels, despite the real audience eliciting higher levels of anxiety than the
virtual audience.

Features of VRE studies

In general, both types of studies on VRE systems for public speaking
anxiety involved participants giving a speech either in front of an empty
room [78,/79,85], or a virtual audience. The virtual audience could have
a predefined behavior that could be neutral [75}[77-79,87], or positive or
negative [77,81)85}86,[88]. The VEs used in these studies can be classified
into three categories:

1. A room with an audience arranged around a single table consisting
from three to 18 virtual agents [75}[77}78,/80-82].

2. A classroom with an audience seated behind tables arranged in
multiple rows, with a number of virtual agents from six to 46 [75|
81183}861-88].
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3. An auditorium with an audience formed by a number of at least 20
virtual agents [79,80,/82}85].

In two studies, participants could personalize the VE and the audience
characteristics [82,83]]. The duration of the speech presented to the virtual
audience varied across the studies. Some speeches lasted from one to three
minutes [77),82,87,88|], while others were five or six minutes long [75}[77,
79,81]. In [83]], the speech duration was 20 minutes, divided into 5-minute
blocks. Regarding the preparation time given to participants, most studies
allowed two to five minutes to prepare the speech [75}|78)79,/81}/83)86}(88].
In contrast, two studies provided participants with longer preparation
periods of two days [77] and two weeks [85], respectively.

Regarding the topic of the speech, it could be predefined for all
participants [75,[79//81-83,/85/|88]], freely chosen by participants [77], or
selected from a limited list of options [78,86]. Eight of these systems
require the intervention of an outside operator, typically the therapist or
experimenter, to trigger audience reactions at the appropriate time, such
as asking the speaker a question [75,77,80//82,85/86]]. Table[I.2]summarizes
the main features of VRE systems for public speaking anxiety.
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ARE studies and VRE vs. ARE studies

There is a research gap regarding the feasibility of ARE systems for pub-
lic speaking anxiety and their effectiveness in eliciting levels of anxiety
and distress. Furthermore, the comparison of immersive VR and AR
in eliciting anxiety in the same feared situation has been explored only
in two previous studies for specific anxiety disorders, showing mixed
results [7[8]. One study [8] found that the exposure to an environment
with claustrophobic characteristics displayed in immersive VR resulted
in higher anxiety levels than when displayed in AR. However, the mea-
surement of participants’ HRV showed the opposite result. In [7], an
immersive VR environment and an AR environment with acrophobic
characteristics elicited similar anxiety levels in participants.

Given the current research gap in ARE systems for public speaking
anxiety, there is an opportunity to explore their potential in eliciting anxi-
ety and distress to provide an exposure environment where individuals
can train to give presentations in front of a virtual audience. Additionally,
further investigation is needed to assess the impact of different audience
sizes in VR and extend research to ARE systems.

Audience gaze behavior studies

Understanding individuals” gaze behavior during a speech in front of a
virtual audience may enhance the design of audience behaviors in systems
for public speaking training. Previous studies have analyzed individuals’
gaze behavior during speech presentations to a virtual audience [75)76,
89-92]. Three studies compared healthy individuals with patients with
social anxiety disorder [76,91] or with high social anxiety levels [90].
Specifically, in [76], participants with social anxiety disorder looked less
at the virtual audience than healthy participants. In [91], participants
with social anxiety disorder looked less at the pre-recorded audience than
healthy participants. Moreover, both groups looked more at audience

agents with negative or neutral behaviors than areas unrelated to the
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audience. In [90]], healthy participants looked significantly less at pre-
recorded audience agents with negative behavior than those with neutral
or positive behavior. In contrast, these differences were not observed in
participants with high social interaction anxiety levels. Moreover, healthy
participants looked significantly more at audience agents with positive
behavior and less at agents with negative behavior than participants with
high social interaction anxiety levels.

In three additional studies [75]89,092], researchers investigated individ-
uals’ gaze behavior while giving a speech in front of a virtual audience.
In [92], female participants who had previously attended a course on
presentation skills looked more at the virtual audience than female partic-
ipants who had not attended any course on presentation skills. In [89],
participants with high public speaking anxiety levels looked less at unin-
terested pre-recorded audience agents compared to interested ones.

A further study [93] assessed the participants’ gaze behavior towards
a virtual audience of 11 members who listened to a virtual speaker’s
speech. Among the results, it emerged that participants looked more at
agents who always looked at them than agents who never looked at them.
It is important to note that in this study, participants had to observe the
virtual audience and did not give a speech in front of them. This might
potentially yield different results.

In summary, the studies in the literature that have investigated gaze
behavior towards the audience during a public speech showed that par-
ticipants with high social anxiety levels looked less at the audience than
healthy participants [76},90,91], and looked more at interested agents than
uninterested agents [89]]. However, it is worth noting that the presented
studies did not investigate whether the behavior of virtual audience
agents influenced participants” gaze behavior [76,(92], and the studies
that did explore this aspect utilized desktop VR systems [90}/91], used
pre-recorded audiences [89-91], or did not employ eye-tracking systems
to collect eye gaze data [75], which may have limited the accuracy of the

collected data. Therefore, there is a need for further investigation into
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individuals” gaze behavior towards the virtual audience during a public

speech.

1.3 VR systems with biofeedback for relaxation
training

After presenting VRE and ARE systems for social anxiety-related disor-
ders, in this subsection we focus on VR systems with biofeedback that use
relaxation training to reduce anxiety levels. Specifically, we first provide
an overview of the types of biofeedback mappings with users’ physio-
logical parameters within VR systems with biofeedback for relaxation
training. Subsequently, we present and compare existing studies on VR
systems with biofeedback for relaxation training.

The Association for Applied Psychophysiology and Biofeedback de-
fines biofeedback as a process that enables individuals to learn how to
change their physiological activity to improve their health and perfor-
mance [28]. Biofeedback employs sensors to measure the user’s physiolog-
ical parameters and then provides the collected information to the user in
real-time. Immediate feedback helps the user gain voluntary control over
the physiological process and induces favorable changes. Over time, these
changes can persist without continuously using instrumentation [28].
Biofeedback can be employed to increase awareness of breathing activity,
as well as other physiological parameters to alleviate stress [94]. Indeed,
increased awareness of breathing leads to anxiety reduction (e.g., [95])
and improved relaxation, (e.g., [96]). For these reasons, slow and deep
breathing is commonly used in anxiety and stress reduction approaches,
(e.g., [15,97]).

VR systems with biofeedback for relaxation training can use either
non-immersive displays (such as PC monitors) or immersive displays
(such as VR HMDs). Table synthetically shows the main features of
such systems. As shown in the table, nine systems reproduce natural
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environments in land, maritime, or underwater settings [26}127,30,32}98-
102]. Three other systems use the VE of an office, a maze, or a scary
mansion to train relaxation during stressful situations [103-105]. Two
systems use an empty VE containing only a single 3D object whose
movements match users’ breathing or skin conductance (SC) [31}/106].
Almost all VR systems with biofeedback for relaxation training employ
a single physiological sensor whose value is mapped into one or more
VE elements. As shown in Table seven systems use physiological
measurements of breathing activity, four systems use HR or HRV, while
other four systems use SC, muscle or brain activity. Only two systems use
more than one physiological measurement: in [32], alpha and theta brain
waves are mapped into two different VE elements; in [103], data from
facial muscle activity, SC and HR are used to derive a single stress value.
It is worth noting that four systems do not use traditional breathing
sensor to record users’ breathing data. They respectively use a hand
controller placed on user’s abdomen [26,(98]], a handmade spirometer-like
device [101], and a microphone [102].

To provide the user with feedback on his/her current physiological
activity, existing VR systems with biofeedback for relaxation training map
user’s physiological parameters into one or more of the following five

categories:

1. Attributes of VE elements: the system changes one or more attributes
of elements within the VE following user’s physiological activity.
These elements are naturally embedded in the VE, e.g., clouds,
plants, or fog. Ten systems map user’s physiological activity into
attributes of VE elements such as color, brightness, position, size,
or quantity, e.g., amount of fog/clouds, or flames of a campfire.
Incorporating feedback into the elements of the VE increases the
salience and attractiveness of feedback, fostering motivation and

focus [24,30]], and improving users engagement.

2. 2D data visualizations: the system employs two-dimensional data
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visualizations to display user’s physiological activity. Unlike the
previous category, these visualizations are overlaid on the VE. They
can take different forms, such as icons, graphs, or circles that change
in response to the user’s physiological activity. Four systems use
2D visualizations. In [105], a heart-shaped 2D icon shows to the
user his/her current HR by increasing the color filling of the icon
as HR increases. In [100], a line graph displays the user’s current
breaths per minute (bpm) with a line, comparing it to another line
that shows the breathing rate of 5.5 bpm. In [27[102], the user can
observe his/her breathing through a circle that grows with each
inhalation and shrinks with each exhalation.

3. Locomotion: user’s breathing activity controls a locomotion technique
to allow the user navigate the VE. Three systems use breath-based
locomotion. In [26]27], the user must maintain slow and deep
breathing to smoothly and continuously navigate the VE. In a non-
immersive platform game described in [101]], the user controls the
vertical position of a virtual fish through his/her inhalations and
exhalations and must collect as many starfish as possible. The
starfish are arranged following a sinusoidal path so the easiest and
most comfortable way to collect them is by maintaining a slow and
continuous deep breathing. It should be noted that when using
immersive displays, a mapping on locomotion may increase the
risk of motion sickness because the user’s point of view moves
continuously while his/her head remains still, causing a sensory

conflict between the visual and vestibular systems [107].

4. Task difficulty: the system adapts the task difficulty to a physiological
parameter of the user. Following the operant conditioning paradigm
(i.e., the method of learning that encourages behavior change by
using rewards and punishments [108]]), the system trains the user
to self-regulate his/her physiological activity in stressful situations.
To facilitate success in the task, the user needs to maintain his/her
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physiological activity under (or above) a predefined threshold value.
Exceeding the threshold indicates increased arousal of the user, who
is penalized by increasing the task difficulty. One system maps
user’s HR on task difficulty [105]. Since increasing task difficulty
may elicit negative emotions and stress in users, this mapping
allows users to train themselves to regulate such emotions in the

presence of stressors [109].

. Virtual character: the system changes the appearance or behavior

of a virtual character based on the physiological activity of the
user. One system maps user’s physiological parameters on a virtual
character [103]. The user’s data from facial muscle activity, SC, and
HR are used to derive the user’s stress level that is embodied into
the affective state and behavior of a virtual character. Higher user’s
stress level leads to worse character’s behavior, e.g., displaying
anger and struggling in the completion of its tasks.
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1.3.1 Design and results of studies

The studies of VR systems with biofeedback for relaxation training can
be categorized in non-comparative studies, within-subjects studies, or
between-subjects studies, as shown in Table Eight systems were
evaluated with a longitudinal study using within-subjects (three studies)
or between-subjects design (five studies). The most frequent sample
size involved from 8 to 25 participants (seven studies). Larger sample
sizes involved 35 to 45 (three studies), 60 to 72 (four studies), 86 to
138 (three studies) participants. One study involved 411 participants.
Table [1.4| summarizes previous studies about the effects of VR systems
with biofeedback for relaxation training.

Measures used in the studies can be categorized into self-reports by
participants (subjective measures) and derived from user’s physiological
parameters (objective measures). As shown in Table level of anxiety
is the most used subjective measure, followed by relaxation, while the
most used objective measures are HR and HRYV, followed by breathing
activity and SC.

In five studies, participants were asked to relax, while in ten studies
they were asked to maintain slow and diaphragmatic breathing following
the rhythm of a pacer or an audio guided meditation. In two studies,
participants were asked to perform meditation exercises.

Regarding objective measures, five studies showed that cardiac (HRV
or HR) parameters improved during or after the use of the system. How-
ever, no study found significantly different values of cardiac parameters
between VR with biofeedback and VR without biofeedback conditions.
Tinga et al. [[106] evaluated instead the immersive VR placebo condition
against the immersive VR biofeedback condition finding a lower HR in
the immersive VR placebo condition than the immersive VR biofeedback
condition. However, it should be kept in mind that the system provides
a primitive and limited immersive VR experience that only displays a

cloud in an empty VE. Regarding subjective measures, twelve studies
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found an improvement in anxiety, relaxation, stress, or pain scores af-
ter using the system. In three studies, no significant differences were
found on subjective measures between biofeedback and non-biofeedback
conditions, but two studies found differences between an immersive
and non-immersive VR biofeedback system [24,30]. The immersive VR
biofeedback system used a rich biofeedback that mapped users” phys-
iological activity on attributes of multiple VE elements, whereas the
non-immersive VR biofeedback system used a simple biofeedback that
mapped users’ physiological activity on the color of a 2D circle. Results
showed that the rich biofeedback led to less mind wandering and both
greater relaxation self-efficacy and focus on the present moment than
the simple biofeedback [24]. Moreover, participants who tried the rich
biofeedback perceived a faster passing of time, expressed greater intention
to use the system, and were more likely to recommend it than participants
who tried the simple biofeedback [30]. Finally, both studies found that
the rich biofeedback resulted in a more enjoyable experience than the
simple biofeedback.

Considering the cost and complexity of adding biofeedback to a VR re-
laxation system, such choice should be adequately supported by evidence.
In particular, the biofeedback system should provide more accurate feed-
back, and make relaxation easier to achieve than the same system without
biofeedback. However, the assessment of the effectiveness of biofeedback
in improving relaxation is rarely addressed in proposals of such VR sys-
tems. A placebo condition should instead be added to the study when
evaluating biofeedback systems. The placebo condition is a control condi-
tion in which unaware users are given a sham treatment instead of the
real one to assess the actual effectiveness of the real treatment. It is com-
monly used in medical studies because factors such as user suggestibility
can lead to measuring positive effects, and improvements in well-being,
even with sham treatments. Therefore, the evaluation of VR systems with
biofeedback should carefully consider how traditional, non-VR systems
with biofeedback have been evaluated in medical studies, e.g., [110-113]],
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and follow those research methods to assess if their proposed treatment
is actually better than a sham treatment. However, among the available
studies of VR systems with biofeedback for relaxation training, only two
considered sham biofeedback [103}[106]. In [[103]], desktop VR was used,
but neither the relaxation effects nor physiological measurements were
analyzed for statistical analysis. In [106], the system provided a very
primitive and limited immersive VR experience (i.e., an empty VE that
only displays a cloud moving towards and away from the user). The
low number of previous studies leads to the need to investigate further
whether the effects of VR systems with biofeedback for relaxation train-
ing are actually due to the use of real biofeedback by comparing it with
placebo biofeedback.
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1.3. VR systems with biofeedback for relaxation training
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Desktop VR as an exposure

method for oral exam anxiety

This chapter proposes a system that exposes individuals to oral exam
scenarios in desktop VR, where a virtual agent acts as an examiner to
induce anxiety. As mentioned in Section the use of an HMD can
enhance users’ sense of immersion but restricts the use of the system to
laboratory settings and to individuals who own an HMD. In contrast,
the use of widely available hardware should allow a broader range of
individuals to access and benefit from the VRE system, also at home.

To be effective, systems for exposure therapy must be able to elicit
anxiety in individuals. Therefore, before using the system as a tool for
anxiety mitigation, it is essential to validate its capacity to elicit anxiety. In
this regard, we have conducted a feasibility study to assess that the three
difficulty levels of our VRE system elicit significantly different levels of
anxiety in individuals. Then, we conducted a qualitative study of a home
trial to gather participants’ insights regarding their subjective experience
with our system.

In the following sections, we first introduce our VRE system for oral
exam anxiety. Subsequently, we provide detailed descriptions of the
feasibility and trial studies we have carried out. The results of these
studies have been respectively published in [117] and [118].
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2.1 The proposed VRE system

The VRE system was developed for Windows and MacOS operating
systems, using Unity version 2021.3.3f1. It simulates oral exams scenarios
in which students customize the pool of questions they might be asked
by the virtual examiner (VX The system is organized in two main
sections: exam customization and exam simulation, both of which will be

explained in detail in the following two subsections.

2.1.1 Exam customization

The student customizes the exam simulation by defining the pool of
questions through a specific interface that is displayed when the system
is launched (Figure 2.1). For each question, the student can also specify
the available time to answer the question, in a range between one and
four minutes. By clicking the “Add” button, the question is added to the
pool of questions.

Before an exam simulation, the system requires:
* A microphone test (described in the following).
* At least ten questions entered.

e The answer times associated by students to their entered questions
had to exhibit a variation, with the maximum difference in the
number of questions sharing the same answer time being no more
than one. This balancing was necessary for experimental purposes
to ensure that the VX asked the student about the same number of
questions (five) and each session had the same length (12 minutes).

By clicking the “Confirm” button, the VRE system checks compliance
with the first two rules described above. By clicking the “Start” button,

if all requirements above are met, the exam simulation starts. If the

IThe virtual examiner (VX) will be referred to with the pronoun “it” for the rest of the
thesis.
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EXAM PERSONALIZATION

Question: |
Answer time: _ minutes

Add

Exam questions:

Tell me about photojournalism. - 1"

What does militant photography mean? - 2'
What is field research? - 3'

Tell me about Grounded theory - 4'

Tell me about digitalization in visual research. - 1*

E e e e &

Figure 2.1: The exam customization section of the proposed VRE system. The interface
was in the participants’ language (Italian). All textual parts have been translated here into
English for the reader’s convenience.

microphone test has not been performed, the VRE system asks the student
to read aloud a neutral sentence (“The square is a geometric figure with
four equal sides”) while the VRE system analyzes the students’ voice
volume. The system detects the maximum sound volume and considers
75% of that value as the minimum sound level threshold to determine
whether the student is speaking or not.

2.1.2 Exam simulation

In the exam simulation, the student is seated in a virtual office, facing a
VX that sits behind a desk, as shown in Figure The 3D model used for
the VX is the “Business_Female_03” character from Microsoft’s Rocketbox
library [[1]. The VX speaks with the voice called “Elsa (Neural)” in the
Azure Cognitive Services text-to-speech (with pitchDelta set to -12).

The simulation offers three levels of difficulty, aiming to elicit three
different anxiety levels in users. Each level uses a different set of behaviors
performed by the VX, which becomes increasingly less friendly as the
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Figure 2.2: Examples of different VX behaviors: nodding to the student in set A (a); one of
the distracted positions in set B (b); head scratching in set C (c).

level of difficulty increases. Specifically, we defined three sets aimed at
making the VX appear respectively friendly (set A), only partially friendly
(set B), and unfriendly (set C). Table describes all behaviors. Behaviors
were chosen based on the indications about their likely effect on users,
available in the literature on non-verbal communication and
virtual agents [1244126]).

In set A, the VX maintained a smiling expression to convey agree-
ment [122] and a positive attitude (IDLE BEHAVIOR in Ta-
ble 2.T). The VX performed all other behaviors in set A with a more
pronounced smile than IDLE BEHAVIOR to make the perception of the
VX facial expression more recognizable, as recommended in [125]. In
addition, to further represent agreement and a positive attitude, set A
included nodding (BEHAVIOR 1) and tilting the head
(BEHAVIOR 2 and BEHAVIOR 5). Placing one hand on the opposite hip
and the other hand on the opposite shoulder (BEHAVIOR 4) were
introduced to represent interest.

In set B, the VX kept a neutral expression on its face, not show-
ing any signs of positive or negative attitude (IDLE BEHAVIOR in Ta-
ble[2.1). Behaviors performed by the VX in set B to convey a neutral or
slightly negative attitude, boredom, or disengagement included shaking
its head (BEHAVIOR 1 in Table 2.T), turning its head away from
participant [119,[124], raising its eyebrows while raising its arms
(BEHAVIOR 4).

In set C, the VX maintained a frowning expression to convey a negative
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Table 2.1: Description of behaviors in A, B, C. The micro-movements mentioned in the IDLE

BEHAVIOR row were obtained through head motion capture of a human actor.

Behavior A B C
IDLE Smiling facial Neutral facial ex- Annoyed facial
BEHAVIOR expression with pression with micro- | expression with
micro-movements movements of the micro-movements
of the head and head and eyes, and | of the head and
eyes, and eye-blink | eye-blink eyes, and eye-blink
BEHAVIOR 1 Smiling and nod- Slowly moving the Looking at the
ding (slowly mov- | head from right student with an
ing the head up to left and left to annoyed expres-
and down three right three times sion, changing the
times) while looking at the | head tilt five times
student with a sad
expression
BEHAVIOR 2 Tilting the head to | Looking distracted, | Looking up with
the left, smiling staring at a spot a reflective expres-
toward the upper sion, then slowly
left corner of the swinging the head
room with an annoyed
expression
BEHAVIOR 3 Looking at the Looking at the Looking at the stu-
student, smiling student, changing dent with annoyed
and changing head position and expression while
head position and | orientation five rubbing the hands
orientation five times on the thighs
times
BEHAVIOR 4 Crossing the arms | Raising the fore- Scratching the
by placing one arms, bringing the head with both
hand on the op- hands to shoulders hands, with an an-
posite hip and the | height on the two noyed expression
other hand on the | sides of the body,
opposite shoulder, | without chang-
looking at the stu- | ing the height of
dent and smiling the elbows, with a
doubtful expression
BEHAVIOR 5 Tilting the head to | Looking at the Texting on a smart-
the right, smiling student, changing phone kept on the
the head tilt five knees under the
times desk, lowering the
head to look at
and smile at the
phone
BEHAVIOR 6 Looking at the Looking distracted, | Checking the time
student, changing turning the head to on the wristwatch
head tilt five times, | the right, then paus- | with an annoyed
smiling ing, then turning expression
the head further to
the right
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attitude [125] (IDLE BEHAVIOR in Table . The VX performed all other
behaviors in set C with a more pronounced frowning face than IDLE
BEHAVIOR to make the perception of the VX facial expression more
recognizable, as recommended in [125]. Behaviors performed by the VX
in set C to convey a negative attitude or discomfort included performing
a frowning and thoughtful expression and then shaking the head [125]
(BEHAVIOR 2 in Table , scratching the head (BEHAVIOR 4) [127]],
facing down [125] to use a smartphone (BEHAVIOR 5), checking the time
on the wristwatch [123] (BEHAVIOR 6).

Each set also included neutral behaviors (i.e., BEHAVIOR 3 and BE-
HAVIOR 6 in set A; BEHAVIOR 3 and BEHAVIOR 5 in set B; BEHAVIOR
1 in set C). In these behaviors, the VX changed head position and ori-
entation several times while maintaining a smiling (A), neutral (B), or
frowning (C) expression.

Each simulation lasts approximately 12 minutes and consists of three
steps:

1. The VX greets the student and tells him/her to get ready to start
the exam.

2. The VX asks a set of questions chosen from the list of questions
defined in the exam customization section. The questions asked
to the student are semi-randomly chosen, ensuring around five
questions with different answer times. After asking a question, the
VX listens to the participant’s answer while performing one of the
behaviors of the selected difficulty every 15 seconds, with an 80%
chance, until the end of the defined answer time for that question.
If the student remains silent for ten consecutive seconds, the VX
proceeds to the next question although the question answer time
has yet to finish. To detect silence from the participant, the VRE
system uses the computer’s microphone to capture noise, excluding
any noise below the minimum threshold defined in the microphone
test.



2.2. Study 1: feasibility study 45

3. The VX informs the student that the exam is over. Once the exam
is finished, the VRE system displays again the exam customization
section.

2.2 Study 1: feasibility study

For this preliminary study we chose not to use the customizing feature in
order to ask exactly the same questions to each participant. In choosing
the subject of the questions, we reasoned that different familiarity of
participants with the topic could affect the level of anxiety they could
experience. To prevent this confounding factor, the questions in the study
concerned a topic (Basics of International Law) that was unrelated to the
participants’ degree curriculum. In addition, we checked that participants
were not possibly familiar with the topic for other reasons. Each question
was followed by 30 seconds of silence, during which the VX performed
three behaviors from the assigned set of behaviors, following the order
illustrated in Table The timing of events was the same in the three
conditions, and is described in detail by Table
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Table 2.2: Script of the oral exam experience. The VX spoke in participants’ language
(Italian), all sentences have been translated here into English for reader’s convenience.

Sequence of events

Behaviors performed by the VX

Opening greeting

The VX says “Good morning. Let’s start with the first
question”

First question

The VX says “Describe to me the general principles
that are universally recognized by civilized nations”

Wait

The VX performs the following sequence of
behaviors from the assigned set (A, B or C):
[IDLE BEHAVIOR] for 5 seconds
[BEHAVIOR 1] for 10 seconds

[IDLE BEHAVIOR] for 5 seconds
[BEHAVIOR 2] for 10 seconds

[IDLE BEHAVIOR] for 3 seconds

Introduction to the
next question

The VX says “Let’s proceed with another topic”

Second question

The VX says “What are the conditions for diplomatic
protection?”

Wait

The VX performs the following sequence of
behaviors from the assigned set (A, B or C):
[IDLE BEHAVIOR] for 5 seconds
[BEHAVIOR 3] for 10 seconds

[IDLE BEHAVIOR] for 5 seconds
[BEHAVIOR 4] for 10 seconds

[IDLE BEHAVIOR] for 3 seconds

Introduction to the
next question

The VX says “Let’s proceed with another question”

Third question

The VX says “Tell me about the European Convention
on Human Rights”

Wait

The VX performs the following sequence of
behaviors from the assigned set (A, B or C):
[IDLE BEHAVIOR] for 5 seconds
[BEHAVIOR 5] for 10 seconds

[IDLE BEHAVIOR] for 5 seconds
[BEHAVIOR 6] for 10 seconds

[IDLE BEHAVIOR] for 3 seconds

Ending greeting

The VX says “That was the last question. It can be
enough. Goodbye”

2.2.1 Hypotheses

We formulated the following hypotheses:

H1. The three conditions would produce three different, increasing val-
ues of anxiety because the three sets of behavior of the VX aim
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at making the VX appear friendly in condition A, only partially
friendly in condition B, and unfriendly in condition C. We expect
that the increasingly less friendly behavior of the VX elicit a corre-
spondingly increasingly higher level of anxiety in participants.

H2. The three conditions would produce three different, increasingly
negative perceptions of VX attitude because the VX has been de-
signed to behave friendly when it performs set A, and to increasingly
reduce its friendliness when it performs sets B and C.

H3. The three conditions would produce three different, decreasing
(respectively increasing) counts of positive (respectively negative)
responses elicited because the VX behavior is more friendly when it
performs set A, less friendly when it performs set B, and unfriendly
when it performs set C. We thus expect that sets A, B, and C
elicit a progressively decreasing (respectively increasing) number of
positive (respectively negative) responses in participants.

2.2.2 Participants

The study was approved by the Institutional Review Board of the Uni-
versity of Udine. A sample of 32 males was recruited for the study.
Participants were volunteers who received no compensation. Their age
ranged between 20 and 35 (M=22.28, SD=2.95), and they were recruited
through direct contact among undergraduate Computer Science students
of the University of Udine. Since the proposed VRE system concerns the
simulation of an oral test, we looked for participants who were likely to
take an oral test in the immediate future as they could be more represen-
tative of the intended users of the system. For this reason, students who
had completed all the exams in their curriculum were not considered
eligible. One participant was excluded from the analysis because he did
not follow the instructions in completing some of the questionnaires.
Figure 2.3 shows the participant flow diagram.
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E; Assessed for eligibility (n=32)
s
5 Excluded (n=0)
©
g0 ! } | } ! }
c 3
£8 Conditions Conditions Conditions Conditions Conditions Conditions
§ u% in sequence in sequence in sequence in sequence in sequence in sequence
= ABC (n=5) BCA (n=5) CAB (n=6) ACB (n=5) BAC (n=6) CBA (n=5)
[ I I I [ I
1 1 1 1 1 1
1 I [ [ I ]
2 Excluded for not following the
%‘ questionnaire instructions (n=1)
c
= Analyzed (n=31)
Figure 2.3: Participant flow diagram.
2.2.3 Visual Annotation Tool (VAT)

One of the goals of this study was to better understand which aspects
of the experience elicit affective responses in participants. To do so, we
wanted to identify the exact time instants that had elicited an affective
response in participants during exposure, distinguishing between posi-
tive responses (i.e., time instants in which participants had felt at ease)
and negative responses (i.e., time instants in which participants had felt
distressed). Given the central role of the VX in the experience, we were
particularly interested in identifying which VX-related factors elicited
such responses in participants. To support the achievement of these
goals, we developed a Visual Annotation Tool (VAT) as a software-based
measuring instrument. The VAT allows one to replay the exposure expe-
rience, and to mark any time instant as positive or negative by pressing
two different keys on the keyboard, made easier to recognize by a red
sticker and a green sticker. Once the replay of the experience is complete,
the VAT displays the marked time instants on a timeline, representing
positive and negative instants as green and red dots, respectively. Then,
each time instant can be selected to replay the corresponding part of the

experience and categorize them in a list of pre-defined categories.
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In this study, we used the VAT as follows. After experiencing the VRE
system, participants used the VAT to replay the three conditions in the
same order they had experienced. Participants were instructed to mark
the time instants that made them feel at ease or distressed during the first
exposure by pressing the green or red key on the keyboard, respectively.
Once the replay of all conditions was complete, the VAT displayed green
and red dots on the timeline for each condition, allowing the experimenter
to identify the specific instants during which the participants respectively
felt at ease or distressed. Figure 2.4|shows the timeline of condition C
with the positive and negative dots identified by one of the participants.

Subsequently, the experimenter used the three timelines to conduct
an interview with participants to investigate the factors that had made
them feel distressed or at ease during exposure. To do so, we used as
selectable categories in the VAT three VX factors (i.e., facial expression,
gaze, and posture), and an additional item “other” that allowed for the
inclusion of free descriptive text. The experimenter selected each marked
time instant to replay the corresponding part of the experience and asked
the participant to indicate which factors had caused the elicited feeling.
Based on participant’s answer, the experimenter categorized the time
instant in the VAT. In Figure the experimenter is examining the replay
of the second time instant from the left in the timeline (the VAT highlights
the selected time instant with a white line below it).

2.2.4 Measures

Social interaction anxiety

We administered the Italian adaptation of the Social Interaction Anxiety
Scale (SIAS) [128] to measure the level of anxiety among participants in
general social interactions. The SIAS is a 19-item self-report questionnaire
which describes anxious reactions that can occur during social interac-
tions [129]. For each item, respondents rate how true the statement is
for them on a 5-point Likert-type scale (0="not at all”, 4="extremely”).
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@ Expression
.o

. Voice

@ other

Figure 2.4: The VAT, as seen by the experimenter. In this screenshot, there is only one time
instant in which the participant felt at ease (represented by the first dot from the left in the
timeline data visualization, colored green) while all other dots (colored red) identify time
instants in which the participant felt distressed. The dot selected by the experimenter is
highlighted by a white line. The items listed in the upper right part of the figure allow the
experimenter to assign one or more categories to the selected dot after interviewing the
participant about that time instant.

Total score ranges from 0 to 76. Higher scores indicate higher social
interaction anxiety. Consistently with the literature on VRE systems for
social anxiety @, we chose to use the SIAS as an instru-
ment to measure participant’s trait anxiety in the specific context of social
interaction.

Anxiety

We used the Visual Analog Scale for Anxiety (VAS-A) as an instrument
to assess participants’ state anxiety during the exposure to each
condition. The scale was a 10 cm long line, with “not at all anxious” and
“very anxious” printed at its left and right ends, respectively. Participants
reported their score by drawing a vertical mark on the scale.
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VX attitude

We administered a 4-item questionnaire (Table that asked participants
to rate aspects of the VX attitude they perceived on a 7-point Likert-type
scale (1="not at all”, 7="very”).

Table 2.3: VX attitude questionnaire items.

Is it angry, tense, nervous?
Is it serene, relaxed, calm?
Is it rude, distracted?

Is it sociable, kind?

= QN =

To calculate the score, the scale of the second and fourth items was
inverted, and the answers were averaged. Higher scores indicate a more
negative attitude. Cronbach’s alpha in the three conditions was respec-
tively 0.70 (A), 0.65 (B), 0.87 (C). We performed an exploratory factor
analysis with principal component extraction and Oblimin rotation to
evaluate factorial validity. Bartlett’s test was significant (p < 0.001 in
all conditions) and KMO was greater than 0.60 in set A (0.66) and set
C (0.75), while it was 0.57 in set B. The analysis confirmed the intended
one-factor structure that explained respectively 56.89% of variance in set
A, 52.31% in set B, 73.12% in set C.

Elicited positive and negative responses

We measure the number of times participants reported a feeling of ease
(positive responses) or distress (negative responses) with the VAT. For
each condition, the two counts were used as an indication of positive and

negative responses elicited.

Factors associated to positive and negative responses

As described in factors associated to positive and negative responses
were collected through the participant’s interview and stored in the VAT.
The aim was to identify the VX factors (and other possible factors) that

had a greater impact in eliciting responses in participants.
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Qualitative interview

After conducting the first part of the interview with the VAT as described
in section we further interviewed participants to gather comments
about how to improve the system. The experimenter asked a sequence of
structured open-ended questions, following the diagram in Figure

The collected interviews were transcribed verbatim from audio record-
ings. Then, following the method in [136], we performed a thematic
analysis to analyze transcripts, identifying and organizing common e
prominent themes. The analysis involved:

1. Reading the transcripts multiple times to familiarize with the data.

2. Coding interesting features in the transcripts and collating relevant
data for each code.

3. Grouping all codes into potential themes, collecting all pertinent
data for each potential theme, organizing themes into levels (e.g.,
main themes or sub-themes within them), and dividing large or
complex themes into one or more sub-themes.

4. Defining the significance of the themes and sub-themes concerning
the coded extracts and all transcripts.

5. Refining each theme and sub-theme, generating clear definitions
and names.

The experimenter performed the steps described above and coded the
data. However, since the process of defining the codes and applying them
to the dataset can be biased by subjective interpretation [137], the validity
and reliability of the themes must be confirmed through additional coding.
Following [138], the data were coded also by an independent external
coder, who was not involved in our research, and used a codebook we
provided. The codebook listed the themes and sub-themes identified by
the thematic analysis. For each code, it provided a label and a complete
description with inclusion and exclusion criteria. We also explained to
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the external coder that he could use multiple codes on the same text
fragment. Both coders used Taguette [139], an open-source web-based
CAQDAS (Computer Assisted Qualitative Data Analysis Software), to

code the data.

To train for an actual exam, would you use an oral

exam simulation system of this type? Consider that the
system can give you the possibility to customize the
questions to reflect the exam you are preparing for

YES NO

v v

How would you use
a system with
these features?

Why would you not
use a system with
these features?

v

If you could change
something, would you
use the system?

Do you have
any suggestions for
improving the system?

YES
\ 4

What would
you change?

Figure 2.5: Flow diagram of the structured qualitative interview. The interview was
conducted in participants’ language (Italian), all sentences have been translated here into
English for reader’s convenience.
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2.2.5 Procedure

We aimed at maintaining study design consistency with previous studies
that assessed the feasibility of VRE systems for social anxiety (e.g., [66,67]),
fear of public speaking (e.g., [77,140]) and exam anxiety [55,56]. Partici-
pants were tested individually in a 50-minute session that started with
filling the SIAS. To prevent the spill over of anxiety elicited by a condition
to the next condition, each condition was preceded by a two-minute
period during which participants sat in a comfortable position while lis-
tening to calm music and watching a series of relaxing images of natural
scenarios (such as forests, pools and hills) through a 24-inches desktop
monitor positioned in front of them. Participants were asked to imagine
being the student in the oral test, and told that they did not need to
answer the questions audibly. After exposure to each condition (A, B, C)
via the desktop monitor, participants filled the VAS-A and VX perception
questionnaires. The same sequence (relax, exposure, questionnaire) was
followed for each condition. Participants were exposed to the three condi-
tions in counterbalanced order as illustrated in detail by Figure After
experiencing all the conditions, participants replayed the conditions in
the same order they were presented previously, using the VAT (described
in Section to mark the time instants of the experience in which they
remembered to have felt at ease or distressed. Finally, participants were
interviewed: for each time instant marked by the participant with the
VAT, the experimenter watched the corresponding part of the experience
in the VAT together with the participant, and discussed with him/her the
reasons why that experience had caused a positive or negative reaction.
Then, the experimenter categorized the participant’s answer in the VAT.
Finally, the experimenter asked a sequence of structured open-ended
questions, following the diagram in Figure
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2.2.6 Quantitative results

All analyses were conducted using SPSS version 29.0.0.0. An ANOVA
repeated measure was used to compare the effects of the VX behaviors (A,
B, C) on VAS-A, VX attitude, and counts of elicited positive and negative
responses. If Mauchly’s test indicated a violated assumption of sphericity,
degrees of freedom were corrected using Greenhouse-Geisser estimates
of sphericity. ANOVA results are shown in Table

Table 2.4: ANOVA results.

Measure | A B C Main effect
Mean | Mean | Mean | F p It
(SD) (SD) (SD)

VAS-A 1.82 3.03 4.15 F(2,60)=21.93 <0.001 | 0.42
1.67) | 1.62) | 2.27)

NAV)ﬂ 2.05 4.60 5.54 F(1.6,59.86)=116.39 <0.001 | 0.8
078) | (1.16) | (1.17)

EPRﬂ 3.71 0.52 0.06 F(1.33,39.94)=86.87 <0.001 0.74
(1.72) | (1.00) | (0.25)

EN * 0.65 2.45 4.77 F(1.68,50.24)=72.64 <0.001 0.71
1.02) | (1.43) | (2.14)

“NAVX=Negative attitude of VX
YEPR=Elicited positive responses
‘ENR=Elicited negative responses

ANOVA revealed a main effect on state anxiety measured with VAS-A,
and Bonferroni post hoc comparison found a significant difference for
all pairs of conditions (A vs. B, p < 0.01; B vs. C, p = 0.01; A vs. C,
p < 0.001) (Figure [2.6).

ANOVA revealed a main effect of VX attitude, and Bonferroni post
hoc comparison found a significant difference for all pairs of conditions
(A vs. B, p <0.001; Avs.C, p <0.001; Bvs. Cp < 0.01) (Figure[2.7).

ANOVA revealed a main effect for both counts of elicited positive and
negative responses. Bonferroni post hoc comparison found a significant
difference for all pairs, both with positive responses (A vs. B, p < 0.001;
A vs. C, p <0.001; Bvs. C, p=0.05) and negative responses (all three

pairs, p < 0.001). (Figures 2.8 and [2.9).
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To explore if participants with different levels of social anxiety were
affected differently by the proposed system, for each dependent variable
we contrasted the group of participants with an above-median score
(n=15) with the group of remaining participants (n=16). The median score
in the SIAS was 30.00 (M=30.06, SD=11.17, range 13-60). A 3 x 2 mixed
design ANOVA (between-subjects: above-median vs. below-median SIAS
scores, within-subjects: A vs. B vs. C) revealed no significant differences
between the two groups for any measure, and no interaction between the

two variables.

2.2.7 Qualitative results

SPSS version 29.0.0.0 was used to compute Cohen’s Kappa to assess inter-
rater reliability [141}142]. The overall kappa coefficient was 0.80, showing
a strong level of agreement [143].

Themes fell into three topic areas:

* Suggestions: themes capturing suggestions for enhancing the system

(Table 2.5).
* System: themes related to system features (Table [2.6).

* Voice: themes related to the VX voice (Table[2.7).

In the following, we summarize the themes and sub-themes of the
three topic areas, also providing sample extracts from the interviews. In
the interview extracts, the parts in round brackets are additional questions
asked during the interview, while the parts in square brackets are words
or phrases added to clarify the sentence.

Suggestions

Table summarizes the themes and sub-themes that belong to the

Suggestions topic area.
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Table 2.5: Themes and sub-themes of the Suggestions topic area.

Theme

Sub-theme

Description

Participants

VX

Animations

Some participants suggested to
increase the level of realism of the
VX animations

P4, P15, P18,
P24, P30

Artificial
Intelligence

Some participants suggested to add
artificial intelligence to the VX to
make it able to recognize students’
correct and wrong answers

P5, P16, P27,
P30

Customization

Some participants suggested to
introduce the possibility of cus-
tomizing the gender, appearance, or
behavior of the VX

P12, P16, P20,
P24

Verbal
requests

Some participants suggested to
make the verbal requests made

by the VX more varied, such as
“explain in more detail”, “make an
example”, etc.

P2, P6, P10,
P11, P21

Physical
appearance

Some participants suggested to
increase the variety of behaviors
and expressions that the VX can
perform

P1, P5, P15,
P26, P29

Set of
behaviors

A few participants suggested to
increase the variety of behaviors
and expressions that the VX can
perform

P1, P7, P16

Voice

Some participants suggested to use
a more realistic voice, varying how
the VX uses it in the three levels of
difficulty

P2, P7, P8, P16,
P25

System

Level of
difficulty

A few participants suggested to
add the ability to manually choose
the level of difficulty on which to
practice the oral exam

P16, P20

Immersion

A few participants were interested
in trying an immersive version of
the system with a headset

P5, P7

VE

Audience

A few participants suggested to add
the presence of an audience to the
VE

P7, P22, P26

Realism

A few participants suggested to
increase the level of realism of the
virtual room

P5, P22

Twenty-one participants offered opinions on the VX. Five of them sug-
gested to improve the realism of the VX physical appearance, while five
suggested to improve the realism of the animations, e.g.:
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Make the character’s attitude slightly more human. [...] I mean,
make it more fluid, less robotic. — P18

Four participants suggested to expand the VX with artificial intelligence
to make it able to understand and possibly correct students” answers, e.g.:

[I would like] it to react to my answers [...]. If I give a wrong
answer or hesitate, the virtual teacher evaluates me, so I realize that
I have to go back to study. — P5

Four participants suggested to make the VX customizable in terms of
appearance or behavior, e.g.:

Maybe being able to customize the appearance of the teacher so [... ]
if, for example, 1 have in mind a professor that causes me stress
[...], being able to give this [virtual] teacher the appearance of the
professor I am afraid of. .. could help me to overcome my anxiety,
make me find a way to succeed in passing the exam. — P16

Three participants suggested to expand the range of actions and emotions
that the VX can exhibit, while five others suggested to expand the diversity
of its verbal requests to the user, e.g.:

Make it a little more engaging, for example by maybe adding ques-
tions, I mean, not just questions and answers, but adding questions
or remarks between the student’s answers. (For example?) Such as,
if the student answers in a certain way, the professor might ask him
“Give me some examples”. — P21

Five participants suggested to improve the VX synthetic voice using a
more realistic one, or vary it among the three sets of behavior, e.g.:

There should be a little bit of change in the tone of voice in which the
teacher asks the questions. Because [...] in the first test, she was
putting [me] a lot at ease and using a certain voice. In the second
and third, she did not put people at ease but she used the same voice.
-P7
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Four participants offered suggestions about the VRE system. Two of them
recommended to provide an immersive mode to use the system with an
HMD, while two others suggested to allow users to choose the level of

difficulty, e.g.:

[I would like] to be able to select whether I want [a more stressful]
context, to train myself [to deal with] a professor who tends to be
mean and therefore can make me very anxious, or whether [...] I
don’t want to have the pressure and anxiety of making mistakes, so
I want [to train with] an examiner [the VX] who is a little more
friendly — P16

Four participants offered suggestions about the VE. Two of them sug-
gested to increase realism, while three others suggested to include an

audience, e.g.:

Seeing that there is an audience of other students behind [you],
watching and listening, makes it all more anxiety-provoking. — P7

System

Table summarizes the themes and sub-themes that belong to the
System topic area.

Six participants were dissatisfied because the system could not ade-
quately replicate the emotions experienced during a real oral test. Two
of them believed that this was due to the fact that they did not have to
answer the questions during the experience, e.g.:

I did not feel much engaged because I was not actually answering
the questions. I mean, I had to watch the VX, but actually the level
of anxiety that you feel in a real test when you have to give the
answers, and maybe you are not prepared and the professor reacts
like that. .. it is a whole different thing. — P6

Twenty participants said they would use the system and explained why.
Six of them would use it as a study technique in preparing for the oral
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Table 2.6: Themes and sub-themes of the System topic area.
Theme Sub-theme Description Participants
Critiques Low Some participants felt that the sys- P1, P6, P11,
emotional tem only partially evoked the emo- | P15, P21, P29
involvement | tions of a real oral test
Purpose Emotional Many participants would use the P4, P7, P8, P9,
preparation system to train themselves in man- P10, P12, P13,
aging the emotional aspects of oral P16, P17, P19,
exams P23, P24, P25,
P28, P30
Study Some participants would use the P2, P4, P6, P20,
method system as a study method to pre- P26, P27
pare for the exam
Intention | If improved A few participants stated that they P1, P15
to use would use the system if it is im-
proved
No A few participants stated they P3, P31
would not use the system in any
case
Yes Many participants stated that they P2, P4, P7, P8,
would use the system P9, P10, P13,
P14, P15, P16,
P17, P18, P19,
P20, P22, P23,
P24, P25, P26,
P27, P28, P30
exam, e.g.:

I would use it more as a training tool to practice and so on, because

it is a tool that can be used to review, to prepare for an exam. (So the

way you would use the system would be as training for the exam?)

Yes exactly, not so much to prepare emotionally, but more to prepare
[about] the things that you should know. — P2

Fifteen participants would use the system to prepare for the different

emotional aspects of the exam, e.g.:

I would use it mainly to train myself to be more relaxed during the

test, because I have noticed that when I am more relaxed, let us say,

I can answer with more ease and not get overwhelmed by various

emotions during an oral test. — P9
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Three participants would only use the system at the highest difficulty
level, e.g.:

I would try to use it in the worst-case scenario. .. so with those facial
expressions that provoked me the most anxiety, to try to maintain
control. — P8

One participant mentioned that he would utilize the system to train
himself to pay greater attention to the examiner during the oral test, e.g.:

[...]11it can also be useful in case you are not used to looking at the
professor during the oral test, in order to develop more attention
towards looking at the professor, which is something that is not
always obvious. — P10

Twenty-five participants stated that they would (or would not) generally
use the system. Two of them would not use it at all, while other two
would use it only after some improvement. Twenty-two participants said
they would use the system. Four of them, stated they would only use it
occasionally, while other four participants said they would be willing to

use the current system while waiting for its more advanced version, e.g.:

I would say yes [I would use it]. However, [while] waiting for the
developers to introduce new features, I would gladly try it out in the
meantime because it still helps to feel heard [...]. It is still a useful
thing. — P30

Voice

Table [2.7| summarizes the themes and sub-themes that belong to the Voice
topic area.

Voice characteristics were discussed by seven participants. Three of them
described the voice as flat and without inflection, e.g.:

I'was unable to feel any particular anxiety or particular tranquility
from the tone of the voice. It sounded a little flat to me. — P25



64 2.2. Study 1: feasibility study

Table 2.7: Themes and sub-themes of the Voice topic area.

Theme Sub-theme Description Participants
Sound Flat A few participants described the VX | P4, P8, P25
voice as flat, without inflections
Neutral A few participants described the VX | P10, P20
voice as neutral
Robotic Some participants described the VX P8, P22, P31
voice as robotic, mechanical
Change Strong Some participants stated that the VX | P11, P18, P30
perception voice was different between (at least
two of the three) conditions
None Some participants stated that VX P2, P7, P13,
voice was the same in the three con- | P19
ditions

The VX voice was described as neutral by two participants and as robotic

and mechanical by three participants, e.g.:

While the movements [of the VX] are quite close to reality, the voice
is very robotic so it is difficult to empathize with the situation. — P8

Seven participants described how the VX voice sounded to them. Three of
them felt that the voice changed with the difficulty level. Four participants
did not report differences in voice between the three levels of difficulty,

e.g.

I found the voice to be somewhat homogeneous in all three tests. And
the only thing that gave me a sense of difference between levels was
the facial expressions, movements, and posture. — P13

2.2.8 Discussion

Results confirmed the feasibility of a desktop VR system for potential
use on VRE for exam anxiety. Indeed, they confirmed our hypotheses on
anxiety (H1): conditions A, B, and C elicited different, increasing anxiety
levels in participants. The ability of the VRE system to elicit different
levels of anxiety extends the findings of other studies of VRE systems
for exam anxiety [55,/56]. Those systems simulated written exams, used



2.2. Study 1: feasibility study 65

immersive VR, and exposed participants to different conditions in a fixed
order. In contrast, our study focused on the simulation of oral exams
using desktop VR and exposed participants to different conditions in a
counterbalanced order to prevent order effects. Moreover, no significant
differences were found between participants with above-median SIAS
scores and the remaining participants. This result supports the feasibility
of the proposed system in eliciting different levels of anxiety regardless
of participants’ trait social anxiety.

Results confirmed our hypothesis on perceived VX attitude (H2): the
three conditions produced increasing negative perceptions. The ability
to elicit increasing levels of anxiety by changing the attitude displayed
by the VX extends the results of the literature. Studies of VRE systems
for fear of public speaking [140,/144] showed that exposure to a group
or crowd of agents with different attitudes can elicit different levels of
anxiety in participants. Our study showed that similar results can be
obtained with a single virtual agent. A previous study showed that the
attitudes of a virtual job interviewer, controlled by the experimenter with
a Wizard-of-Oz technique (i.e., the user perceives a direct interaction with
the virtual job interviewer, while in fact the experimenter decides and
commands the responses of the virtual interviewer in real-time), can elicit
different levels of anxiety [66]. Our study showed how similar effects
can be obtained in a virtual oral exam administered by an agent that is
controlled by sets of predefined behaviors.

Unlike previous virtual agent and VRE studies, we created a virtual
annotation tool (VAT) to identify the time instants in which participants
felt positive or negative affect. The VAT also supported an interview
to collect factors that contributed to participants’ positive or negative
responses. It is worth noting that information collected through the VAT
is also useful for further guiding the development of the system because
it helps in identifying the sources of participants’ ease or distress. By
knowing the different aspects of the VE that cause more at ease or dis-
tress in participants, it is possible to further improve the VRE system
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by inserting the right stressors in the different scenarios of the system.
For these reasons, its use could be considered for other VRE studies.
The VAT allowed us to obtain information that would not have been
collected using the questionnaires alone. Results collected through the
VAT confirmed our hypothesis on elicited positive and negative responses
(H3): the VX behaviors produced three different, decreasing counts of
positive responses elicited and three different, increasing counts of nega-
tive responses elicited. Counts of positive and negative responses elicited
in participants were consistent with the increasing anxiety elicited by the
three conditions (A, B, C), and were also consistent with the increasing
negative perception of VX attitude. Results obtained by using the VAT
in interviewing participants indicated expression and posture of the VX
as particularly influential factors, consistently with previous studies that
highlighted the relevance of virtual agent posture and facial expressions
in eliciting users’ emotions [120]. Several participants remembered they
felt a negative response when the VX suspended eye contact with them,
consistently with studies that highlighted the importance of eye contact
in positive interpersonal interaction [121}[122].

Additional participants’ comments revealed that positive responses
were often elicited when the VX appeared interested and listening, or
calm and relaxed. On the contrary, negative responses were often elicited
when the VX appeared distracted, uninterested, judgmental or impatient.
Some participants mentioned that their negative responses originated
at times from a negative perception of their performance during the
simulation rather than from specific VX behavior.

In summary, participants’ feedback indicated that the facial expres-
sions, posture, eye contact, level of interest, and general attitude of the
VX played a central role in influencing participants’ emotional responses.

In the final interview, the system received a high level of consensus:
20 participants stated that they would use the system; a few others would
use it after some improvement (n=2). Twenty participants would use

it to train for the oral exam (as a study method, n=6; or to learn how
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to manage emotional aspects, n=15). The fact that most participants
would use the system, and the current unavailability of VRE systems for
oral exams, motivate the importance of continuing the research, and of
further development of the system. The thematic analysis described in
Section allowed to identify several comments and suggestions that
can be useful to inform the design of VRE systems for exam anxiety. It
is interesting to note that the aspect of the system on which participants
reflected more frequently was the VX voice. Five participants suggested
to make changes to the VX voice to better reflect the VX attitude. They
suggested improving the VX voice to make it more realistic, less flat, and
more expressive. In particular, one participant suggested introducing
variations in the tone of the VX voice so that when the VX does not put
him at ease, its tone of voice also reflects this discomfort. Studies of
virtual agents have shown that the emotions they convey through facial
expressions, head movements, and voice elicit a greater response in the
user while the agent is speaking rather than listening [74]. For this reason,
changing VX voice to reflect VX attitude may enhance anxiety elicitation in
participants. It is worth noting that three participants believed the VX tone
of voice changed between conditions, while it actually did not. Changes
they perceived went in the direction of consistency with perceived VX
attitude. This can be an interesting aspect for further research because
it suggests that VX behavior and facial expressions may cause illusory
voice changes that are consistent with participants” expectations derived
from behavioral cues.

During the interview, participants identified the three conditions as
three different levels of difficulty, where set A was the easiest level, set
B was the intermediate level while set C was the most difficult level.
The order of difficulty perceived by participants was consistent with
the increasingly negative perception of the VX attitude and the level of
anxiety increasingly elicited.

During the interview, most participants’ suggestions to improve the

system were focused on increasing level of realism in different aspects,
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i.e., quality or variety of animations, appearance of VX or VE, voice or
range of expressions of the VX. In particular, four participants suggested
that the VX should be customizable not only in terms of behavior but
also in appearance, in order to closely resemble the real professor they
feared. Allowing students to personalize the appearance of the VX is
an aspect that should be considered for future improvements of VRE
systems focused on oral exams because a previous study showed that
individuals who conducted an oral presentation before virtual agents
with an appearance similar to real people known to them experienced
higher anxiety than when the presentation was conducted in front of
unfamiliar virtual agents [145]. Likewise, a VX resembling the student’s
real professor in appearance could potentially elicit heightened levels of
anxiety, similar to what he/she might experience during an actual oral
exam.

This study is the first proposal and feasibility study of a VRE system
for exam anxiety that deals with oral exams. While existing VRE systems
for exam anxiety simulate predefined written exams whose questions
cannot be customized, our system allows users to customize questions
and can thus better adapt to students’ needs by offering an experience
closer to the exam they are preparing for. However, there are some
limitations that should be taken into account.

First, the study was conducted on a male sample. Existing literature
has extensively explored substantial evidence from several studies that
females tend to report higher levels of anxiety [146] and more intense
emotional experiences [147}[148] than males. Moreover, females exhibit
higher levels of exam anxiety than males [149|(150]. Replicating this study
with a female sample might produce more pronounced results.

Second, all participants in the study shared a common academic back-
ground in Computer Science, therefore, they all possessed a similar set of
skills, academic experiences, and perspectives related to this discipline.
This common background might not have fully captured the variability

and nuances that could have emerged from participants with different
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academic backgrounds. As a result, the conclusions of this study might
be limited in their generalizability to other fields.

Third, we asked participants to use the VAT to mark the time instants
of the experience in which they remembered feeling at ease or distressed
during the first exposure. This may introduce a potential recall bias.
Participants might have been asked to mark their affective responses
during the first exposure, but we ruled out this possibility to maintain
their focus on the task and enable them to identify more closely with the
role of the student in an oral exam. In this way, they should be more
likely to feel emotions similar to those they would experience during a
real oral exam. Furthermore, we opted to introduce the VAT only after
participants had experienced all three conditions to prevent participants
from focusing during exposure on thinking about which emotions they
should mark later with the VAT, and thus letting their attention remain
primarily on the task.

2.3 Study 2: home trial study

The study goal of the current trial was to investigate users’ subjective
experience with our VRE system over three weeks. In particular, we aimed
to gain a deeper understanding of users’ perceptions and experience of
using our VRE system to mitigate exam anxiety, as well as to identify
potential behavioral changes in participants and assess the impact of the
VRE system on their well-being.

The choice of a three-week study length was made to allow partici-
pants to experience each week a different increasing level of difficulty
where the VX behavior was friendly the first week, partially friendly the
second week, and unfriendly the third week. The three levels of difficulty
used in this trial study correspond to conditions A, B, and C we used in
the feasibility study described in Section

We conducted the study on undergraduate students who were asked to

use the system at home on their computers at least once a week to ensure
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that they experienced all difficulty levels at least once. Then, they were
interviewed at the end of the three weeks. We followed a qualitative rather
than quantitative method to obtain insights from participants because
open answers can bring to light nuances in how each user experiences
the VRE system and help improving the system to make it more useful to
users and their well-being.

2.3.1 Participants

The study was approved by the Institutional Review Board of the Univer-
sity of Udine, and involved 32 participants (16 males, 16 females). They
were recruited through email among undergraduate students of the same
university. They were invited to test the VRE system on their own com-
puter for three weeks and were informed the system simulated an oral
exam with a virtual examiner, allowing them to customize the questions
asked. They were also informed that the system required a Windows or
MacOS computer with a microphone and internet connection, and that
they could keep the system as compensation for their participation. As
with the feasibility study described previously in Section participants
were sought among those who were going to take an oral exam in the
near future, as they could be more representative of the VRE system
intended users. To ensure this, students who had already completed all
the exams in their curriculum were not recruited. Recruitment resulted in
the enrollment of 32 students from different faculties, and each of them
consented to participate in the evaluation. After using the system for three
weeks, participants were invited via email to the final interview. Eleven
participants could not attend the interview for the following reasons: four
did not use the VRE system at least once a week as required, due to
lack of time; one broke the computer during the evaluation period, and
six did not answer the email. The 21 interviewed participants (6 males,
15 females) filled a demographic questionnaire in which they provided
information about their gender, age range, and the number of oral exams
they took during their university studies (Table [2.8).



2.3. Study 2: home trial study 71

Table 2.8: Participants’ gender, age range, and number of oral exams experienced during
university studies.

Participant Gender Age range Number of
oral exams

P1 Female 18-20 4
P2 Male 21-23 4
P3 Female 35+ 16
P4 Male 18-20 2
P5 Male 21-23 20
P6 Male 21-23 12
P7 Male 24-26 17
P8 Female 18-20 2
P9 Male 21-23 6
P10 Female 21-23 9
P11 Female 21-23 15
P12 Female 21-23 5
P13 Male 21-23 22
P14 Female 21-23 8
P15 Female 35+ 10
P16 Male 18-20 6
P17 Male 21-23 10
P18 Female 24-26 6
P19 Male 21-23 5
P20 Female 24-26 11
P21 Female 35+ 2

2.3.2 Measures

Qualitative interview

We conducted interviews with participants, during which we posed a
series of structured open-ended questions outlined in Table The inter-
views resulted in 186 minutes of audio recordings that were transcribed
verbatim. Following the methodology detailed in [136], we performed a
thematic analysis, adhering to the same procedure as employed in the
feasibility study, as explained in Section [2.2.4}

2.3.3 Procedure

The study was conducted during the June-July exam period at our uni-
versity to allow participants using the VRE system in the preparation of
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Table 2.9: Interview protocol. The interview was conducted in the participants’ language
(Italian), all items have been translated here into English for reader’s convenience

1 For three weeks, you freely used the system to simulate oral exams. How did
you use the system?

2 How was your experience with the system?

3 How did you feel and what did you think when you were using the system?
Do you think that these three weeks of using the system have affected you in
any aspect?

In light of the three weeks of use, what is your opinion of the system?

What do you think are the pros and cons of the system?

Is there anything you would change or improve in the system?

The system increased the level of difficulty each week. Have you noticed any
changes from week to week?

'S

Q| 3| o G1

the oral exams they intended to take in that session.

Participants sent their signed informed consent via email and received
the VRE system through a link provided via email. The study included
two meetings with participants, one at the beginning and one at the end
of the three weeks of use of the VRE system. To facilitate participation,
the meetings were conducted remotely. In the first meeting, participants
were individually contacted via video call. They were informed that
the study aimed to evaluate a system that virtually exposed students to
the oral exam before taking the actual exam with a real professor. They
were instructed about how to use the system to experience simulated
oral exams conducted in their language, i.e., Italian. They were invited
to use the system when they preferred, but asked to ensure a minimum
usage of at least once a week as the system automatically advanced its
level on a weekly basis, presenting a virtual examiner whose behavior
become progressively more challenging to engage with. The participant
was also briefed about the anonymity of the collected data. Then, the
experimenter assigned the participant a randomly generated ID code
and a password to use the VRE system. The ID code was also used to
save participants’ data and guarantee the trial would increase in difficulty
each week, starting from the initial day of system usage over three weeks.
The association between a code and the name of the participant was
not saved by the experimenter to guarantee participants” privacy. At
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first access, after entering credentials, participants filled the demographic
questionnaire, displayed within the VRE system. Then, they were told
that the experimenter remained available to clarify any doubts. They
were also informed that, after the three-week period, the VRE system was
going to stop working, and they were going to be contacted for the final
interview.

At the end of the three-week period, participants were individually
video called for the second meeting. Participants were interviewed fol-
lowing a semi-structured approach to gather information about their
experience (see Table [2.9|for the interview protocol). If necessary, further
questions were asked to examine interesting issues spontaneously raised
by participants. After participants’ consent, the interviews were recorded
and were saved with the assigned ID code to ensure participants’ privacy.
At the end of the interview, participants were thanked for their participa-
tion and their ID code was permanently reactivated as they could keep
the VRE system as compensation.

2.3.4 Results

The level of agreement among coders was assessed using Cohen’s kappa
[141}/142]. The overall kappa coefficient was 0.72, which indicates substan-
tial agreement [151]]. The results of the thematic analysis are organized
into three topic areas:

e System: themes related to VRE system features (Table [2.10);

* Influence on the user: themes related to aspects of the VRE system
that have influenced the user in some way (Table ;

e Suggestions: themes capturing suggestions for enhancing the VRE

system (Table 2.12).

In the following, we summarize the themes and sub-themes of the
three topic areas, also providing sample extracts from the interviews. In
the interview extracts, the parts in round brackets are additional questions
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asked during the interview, while the parts in square brackets are words

or phrases added to clarify the sentence.

System

Table summarizes the themes and sub-themes that belong to the
System topic area.

Twenty participants reported positive aspects of the system. Eleven of
them felt that the system was helpful as a study method to prepare for
the exam. Six of them felt that the system was also helpful in training

them to handle the emotional aspects of exams, e.g.:

[The system] makes you practice so it puts you in the same condition
as the actual oral exam. There is also the professor, and you have
to speak, because if you stay silent, [the VX] changes the question,
which is the same thing that also happens in the actual oral exam:
you can’t just stay silent, and you also have to show and feel yourself
confident. [...] The problem is getting questions and having to
speak. Very often in oral exams the real problem is having to speak
in front of a person rather than knowing the topics, so [in] this, [the
system] already helps a lot. (So can it help also on the emotional
side?) Yes, in my opinion [it can help] especially on that front. — P6

Five participants found it beneficial to interact with a virtual human.
Among them, one participant mentioned a preference for training with
the VX due to feeling embarrassed when repeating in front of someone.
Additionally, two others appreciated interact with the VX because it gave
the impression of listening to them, e.g.:

Certainly, having a person who you know is listening to you [is
a benefit] because if I ask [someone] to listen to me when I am
preparing for exams [when] maybe I need to repeat, of course I notice
that they are not paying attention or they're listening just to be nice
tome[...]. Instead, she [the VX] seemed to be listening, [...] more
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Table 2.10: Themes and sub-themes of the System topic area.
Theme Sub-theme Description Participants
Merits Exam The VRE system supports exam P1, P4, P5, Pe6,
preparation preparation both as a study P8, P9, P11,
method and in managing emo- P12, P14, P15,
tional aspects P17
Virtual human | The VX is a virtual human who P3, P5, P13,
listens to participants P15, P19
Ease of use The VRE system is simple to use | P7, P10, P18
Silence The VX moves on to the next P3, P8, P9,
detection question when the participant P15, P21
remains silent
VX way of The VX speaks in an appropriate | P11, P20
speaking and varied way
Oral The VRE system trains partici- P4, P6, P8,
presentation pants to give oral presentations P12, P15, P17,
P19, P21
Customization | The VRE system supports the P11, P15, P16,
of questions customization of questions and P17, P21
and answer answer times
time
Random-order | The VX asks questions in ran- P1, P3, P10,
questions dom order P13
Critiques Answer time Specific aspects of question an- P1, P4, Pe,
swer time are criticized (e.g., the | P14
length of the maximum answer
time)
Questions Specific aspects of questions P2, P4, P5, P7,
balancing balancing are criticized (e.g., P10, P11, P13,
excessive constraints) P19, P20
Graphical Specific graphical aspects are P9, P20, P21
aspect criticized (e.g., the look of the
VX)
Interactivity The level of interaction with the P3, P16
VX is low
Perception VX behavior Participants perceived that the P1, P3, P5, P9,
of difficulty VX behavior changed over time P10, P11, P12,
level change P15
Conversation Participants perceived that the P3, P4, P7,
pace pace of conversation with the VX | P17
increased over time
None Participants perceived no change | P2, P6, PS,
in the difficulty level over the P13, P16, P18,
three weeks P19, P20, P21,
P14
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participatory, and you felt a little more duty to answer correctly. —
P3

Three participants said that the system was intuitive and easy to use, e.g.:

The interface was easy to use, so it was easy to understand how to
create new questions. — P18

Five participants appreciated that the system detected periods of silence.
One of them found it useful for not wasting time when she completed her
answer before the end of the set answer time. The other four participants
found it a helpful way to learn not to remain silent for prolonged time,
e.g.:
I have seen that [the VX] responds well when [ finish [my answer],
in the sense that when I finish the topic or if I don’t know what to
answet, [...] it goes in 10 seconds to the next question, [...] and
during the oral exam it seemed even less [seconds], because maybe if
I was hesitant for a moment, it seemed like 3 seconds had passed and
instead she changed the question. So, this is another hint because it
means that I am thinking too long. — P3

Two participants expressed appreciation for the VX way of speaking,
noting its appropriateness and variation in responses, e.g.:

I also say a lot of variety in [the VX] transition between questions.
It was not repetitive at all so I liked how it was able to stop and move
[to another question]. [For example, it said] “Good, let’s move on to
the next topic” [or] “Very good, let’s move on to...” [...] that was
interesting, I mean, very varied. [... ] It was nice and pleasant that
it introduced these little sentences and didn’t directly jump out to
the next question. [...] I liked it. — P20

Eight participants appreciated the ability to customize the system, with
two of them finding the customization of questions particularly useful.
The other three participants found benefits in assigning a answer time to
each question, e.g.:
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Definitely giving yourself time to answer questions is helpful. It'’s a
task that I have never done, and I realized in trying to answer that
[...]it’s not so trivial to talk for 4 minutes uninterruptedly about
maybe a narrow topic. So, on this [aspect] yes, it definitely helped. —
P17

Moreover, one participant considered the possibility of customizing ques-
tions a useful method for realizing what topics the examiner is most likely
to ask in the exam, e.g.:

It helps the repetition [of the subject] but also the study during the
last days, for example, because it gives you the conscientiousness
and awareness of where your weaknesses are and what questions
maybe you could revise. Also, the idea of deciding the questions [is
useful], because we insert the questions, not the system itself. It is
very useful because it [the system] stimulates you to be on the other
side to identify yourself with the examiner and to stop for a moment
and think about what parts of the program it might ask more, versus
what it might maybe skip. — P1

Four of them found it useful that the VX asked the questions in random
order, e.g.:

The aspect that I had appreciated the most is the fact that [the VX]
re-proposed the questions to me randomly, so I had no idea what
question it was going to ask me, and that helped keep me a little
bit more, let’s say, on my toes or at least with a higher attention
threshold because if you already know the order of the questions,
obviously you also mentally prepare yourself beforehand to answer
them, instead in this case it was not feasible. — P3

Sixteen participants were dissatisfied with specific aspects of the system.
Four participants criticized aspects of answer time of the questions. Two of
them found it restrictive to manually set a answer time for each question,
while the other two felt that the maximum answer time allowed was too
short, e.g.:
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Sometimes the problem was that some questions [...] took more
than 4 minutes [to answer] and so maybe I couldn’t always finish
[answering the question]. — P6

Nine participants found that the requirement of questions balancing was
excessively limiting, e.g.:

The fact of having the questions well distributed in terms of time is
maybe [...] a little too constraining because maybe one can have a
type of questions that are all quite fast [to answer]. So, maybe you
have to insert a little bit longer [response] times and then let [the
VX] move on to the next question. It's almost, let’s say, a trick but
it would not be part of the proper use of the system. — P2

Three participants criticized specific graphical aspects. One of them
did not like the system’s graphics, and two others claimed the VX or
environment were creepy or austere, e.g.:

I have to say that I personally found it very austere, very grim as
an environment. The teacher was very austere. .. with very dark
tints. .. Maybe it was the environment itself that was a bit anxiety-
provoking. [...] Teachers are actually like that. But...I don’t
know. ..such an austere figure...dressed in that way...[...] it's
very austere the look of the teacher, however I understand that the
teacher’s office is not a kindergarten, and you can’t put so many
colors [in the VE]. This [aspect] stuck out though. — P20

Two participants complained about the limited interactivity of the VX,
e.g..

[The VX] is still a machine and unfortunately does not interact. —
P3

All participants were asked whether they perceived an increase in diffi-
culty over the three weeks of use. Eight participants noted that the VX
changed its behavior over time, e.g.:
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As the weeks went by, obviously the difficulty increased, and you
could feel the level of weight [of the oral exam]. I mean, interfacing
with someone who makes a weird face at me or puts her hands in her
hair is a bit odd. [...] I have noticed the difference in the way the
teacher behaved: first, she looked at you, reassured you, then at the
third level, she barely looked at you occasionally, [...] I noticed this
increase in difficulty also in facial expressions. — P11

Four participants felt that the pace of conversation with the VX voice
rushed over time, e.g.:

Especially in the last [week], I saw that [the VX] was a little more
concise, in the sense that if I didn’t answer quickly, she changed
the question immediately and increased the number of questions if 1
answered faster. — P4

Ten participants reported not noticing any changes in difficulty, e.g.:

I haven’t noticed this particular increase in difficulty, maybe it’s
something related to, I don’t know, [...] personal conception of
difficulty. — P2

Influence of the user

Table summarizes the themes and sub-themes that belong to the
Influence of the user topic area.

Nineteen participants reported whether they perceived any changes
in their behaviors and attitudes during the period of using the system.
Six of them reported that the system increased their awareness of their
exam preparation level, e.g.:

I could tell you that maybe I have more awareness of my degree of
preparation because, even though it is a system, a virtual thing, still
it is something external that helps me in my study. It's not like
asking the question to yourself and then answering yourself. [...] In
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Table 2.11: Themes and sub-themes of the Influence of the user topic area.
Theme Sub-theme Description Participants
Attitudes and Awareness The VRE system helped partici- P1, P4, P11,
behaviors pants become more aware of their | P12, P14, P15
level of preparation for the exam
Confidence The VRE system helped partici- P8, P10, P15
pants feel more confident about
the exam
Attention The VRE system led participants | P5, P11
to language to pay more attention to language
production production during oral exam
simulation
Encourage- The VRE system motivated partic- | P2, P5, P9,
ment to ipants to study more P19
study
None Participants perceived no changes | P3, P7, P13,
in themselves while using the P16, P18, P20,
VRE system P21
Emotions and Emotions While using the VRE system, P8, P11, P15
feelings enhancement | participants experienced different
emotions that improved over time
Feeling of When using the VRE system, P1, P14
real exam participants experienced a feeling
similar to taking a real exam
Less anxiety | When using the VRE system, Pe, P18
participants experienced reduced
anxiety compared to what they
feel during a real oral exam
Time When using the VRE system, P3, P14
pressure participants felt time pressure in
answering the VX questions
Tranquility When using the VRE system, P2, P10, P11,
participants felt quiet P17, P20
Comfort When using the VRE system, P4, P8, P15,
participants felt at ease P16, P20
Focus When using the VRE system, P2, P5, P19
participants were focused on the
oral exam simulation
Oddity of While using the VRE system, P8, P12
talking with | participants felt odd talking with
a virtual the VX
character
Real experience Participants report a real-life P1, P9, P11

experience of how the use of the
VRE system has affected their
lives

my opinion it's very useful for studying, also because by answering

[the questions], I noticed my gaps, the things I understood, the
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things [I understood] less, which things I needed to focus more on. ..
-Pl4

Three participants experienced an increase in their confidence, e.g.:

I needed something to [help me prepare for] exams because I was
struggling to prepare on my own, especially for oral exams, [I needed
to train myself to] answer in front of the professor. [...] I got along
very well [with the system]. [. .. ] It is nice, it is a very nice program,
now I feel much more confident. — P15

Two participants found the system useful in assessing the quality of their
responses and, consequently, enhancing their performance, e.g.:

[The system] made me think about how I could interact [with the
VX1 and how I could recheck myself when I was exposing the answers
[to questions], so, [for example], not going too fast, trying to be more
descriptive, and to focus on what [the VX] is telling me and not
what’s going on around me. [...] [The system] helped me to be
a little more realistic and concrete about a little bit of fear and a
little bit of anxiety that I can feel during the exam. Actually, when
I study just by reading the book and the notes, I don’t have [this
feeling] because I ask myself the questions and I don’t have any fear
or thought about what I'm saying, how I come across. — P11

Four participants stated that the system pushed them to study more, e.g.:

[The system] influenced me in the sense that maybe [before using the
system] I tended to study without repeating so much and I studied
a lot by transcribing and doing summaries, then I spoke very little.
Instead [the system] certainly stimulated me to repeat more because
obviously I had to speak. — P19

Seven participants did not perceive any change, e.g.:

No, I don't think so. I haven’t noticed any particular change. — P7



82 2.3. Study 2: home trial study

Seventeen participants told how they felt while trying the system. Three
of them noted that over time they improved their perceived emotions

during exam simulations, e.g.:

The first times it felt a little strange because I knew that I was
talking by myself, to a certain extent. Ehm. . . instead after a while,
the last week in particular, 1 felt comfortable, always a little bit under
pressure because it was a kind of exam, however, I had no fears or
problems of any kind. [...] I felt more confident in the exposure and
actually the last time just less pressure than the other times. The
first time I was more agitated, from the later ones it [the agitation]
went down more and more. — P8

Two participants stated that they experienced the same feelings as during

a real exam, e.g.:

I felt a little bit like in the exam, you know? So [I felt] maybe a little
bit...in awe let’s say. [. .. ] The virtual examiner also simulated the
facial expressions that a professor may have during the exam, so I
felt just like I was at an exam, maybe not in presence, but maybe at
a distance [exam], however, still an exam. — P1

Two participants felt that they experienced less anxiety than in a real

eXam, e.g.:

I thought I was there though, obviously, with less anxiety [than a
real exam]. I think it is also the goal of the system as well, which is
to start practicing speaking but with maybe a little bit less anxiety
at the beginning, because when you go to do a real oral [exam] you
have a lot of it [anxiety]. — P6

Two participants felt that they were in a hurry to answer the question and
felt time pressure, e.g.:

When 1 wasn't looking at the screen, I was quiet, whereas if I was
staring at her [the VX] who had a little. .. cold look, and then never
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knowing how she was going to answer, I mean, I was a little bit in
a hurry to answer faster. [...] When she was asking the random
questions, I couldn’t remember the [response] time I had put for
that question, you know, so [...] I was in a hurry just to tell her
everything because I was afraid that maybe it was a one-minute
question, and I wouldn’t be able to say in short time at least the
minimum. — P3

Five participants felt calm while using the system, e.g.:
I was quiet, because obviously at home I had no stress. — P2
Five of them felt at ease, e.g.:

The fact that I knew a little bit about the subject put me at ease with
the [exam] simulation. Probably if I hadn'’t already studied some
things, yes, having the teacher there would have had some effect on
me. — P20

Three participants stated they were focused while using the system, e.g.:

I'was quite focused on what I was saying. . . it’s clearly not like taking
a real exam, however, it’s also not like repeating yourself. — P5

Two participants felt strange talking alone, e.g.:

Initially, I felt a little uncomfortable because I was talking to some-
thing that doesn’t actually exist, however, afterwards, I also got
unstuck and it was also a way for me to get unstuck in general. —
P12

Three participants shared a real-life experience of how the use of the
system has affected their lives. One of them found the system particularly
useful for training herself to handle the examiner’s different attitudes
during the exam, e.g.:

[The system] is all super well done. Even the mimicry of the pro-
fessor’s facial expressions. I mean, I just happened [after using
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the system] on an oral exam to have an examiner who made facial
expressions while I was speaking. And so, since I took the high
school degree last year, I was used to taking exams with the mask
[because of Covid-19], [this exam instead] was different. However,
I was already prepared [to handle different examiner moods], you
know, under this aspect because indeed with the mask the professor
can make as many faces as he wants that you don’t see them anyway.
Instead [in this case] the system helped me in this thing that, then,
actually happened [in the real exam]. — P1

Among the other two participants, one reported achieving a very good
grade on the exam after training with the system, while the other received
identical questions on the real exam as those he had practiced with using

the system, e.g.:

There was a PowerPoint presentation to be given. Then [...] the
professor asked me some questions. I had already prepared about
ten of the questions he might ask [... . I had practiced them in the
morning with this system here. [The professor] asked me some of
those [questions], not all of them but some. — P9

Suggestions

Table summarizes the themes and sub-themes that belong to the

Suggestions topic area.

Ten participants provided different suggestions to improve the exam
simulation section of the system. Two participants proposed the imple-
mentation of artificial intelligence in the VX to enable it to ask subsequent

question based on the answers received to the previous question, e.g.:

It would be nice if in the cases where one doesn’t know [the answer],
so there are those moments of silence, [the VX] asks questions on
similar topics or the same [topic]l. .. ] because in the end this is what
happens in the actual oral exams as well. — P6
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Table 2.12: Themes and sub-themes of the Suggestions topic area.

Theme Sub-theme Description Participants
Exam Artificial Add artificial intelligence to the Pe6, P16
simulation intelligence VX to enhance the quality of
conversations

Move on Provide alternative ways to move P8, P13

to the next on to the next question

question

Timer Add a visible timer to track the P3, P9

elapsed answer time or the time
spent in silence by participants

Exam length Increase the exam length P6, P15
Answer Add the recognition of the correct- | P2, P3, P21
analysis ness of participants’ answers

New features | Add specific new features to the P2, P9, P17
exam simulation section

Exam New features | Add specific new features to the P7, P9, P12
customization exam customization section
Answer time Change specific aspects of answer | P3, P4, P6,
time of questions P14, P15
Questions Make the questions balancing P2, P4, P11,
balancing constraints less rigid P13, P19, P20

Two participants suggested alternative methods to move on to the next
question after ten seconds of silence or once the assigned answer time for

the current question expires, e.g.:

I would have appreciated if [the system] recognized that I was still
speaking and alerted me instead of moving on to the next question. —
P8

Two participants suggested including a timer in the exam simulation to
indicate the seconds of silence already passed or the time already elapsed

to answer the current question, e.g.:

It would be helpful to have a reference to the allocated time for
the question [...] because when I enter the question [in the exam
customization section] I can gauge whether I can express the concept
within a short time or if I need a few more minutes. But then, when I
was saying it [the concept] during the exam, a bit because of tension,
I could not remember how many minutes I have set. — P3



86 2.3. Study 2: home trial study

Two participants proposed the extension of the total duration of the exam

simulation to better resemble the length of a real exam, e.g.:

Make the exam last not 12 minutes but maybe 15 or 30 minutes
because usually, in my case at least, a real oral exam takes 30

[minutes] up to an hour. — P15

Three participants proposed enhancing the system to enable it to differen-
tiate between correct and incorrect responses provided by the user when

answering VX questions, e.g.:

It might be a good idea to record the [correct answers to] questions
[...]. Maybe the system could compare the [correct answer to the]
question set with what I am going to say during the exam. Maybe,
I don’t know, finding keywords or key concepts. This would help
so much because I understand if I am going in the right direction,
because, obviously, I might have said anything other than the correct
answer to the question and it [the system] cannot know that [in the

current version]. — P3

Three participants have suggested integrating new features into the oral
exam simulation. Specifically, they proposed the inclusion of the capabil-
ity to record the simulation, the addition of a virtual webcam to emulate
an oral exam conducted remotely, and the integration of a chat room

where a virtual audience participates remotely to the oral exam, e.g.:

If you are, for example, on Teams, one thing that elicits more anxiety
is to make it seem as if there are a lot of people connecting [to listen
to you]. — P9

Thirteen participants provided suggestions to improve exam personaliza-
tion. Specifically, two participants would like to resize the system window
during customization. Another participant suggested introducing the
possibility of inserting correct responses to questions to offer an addi-
tional study modality of the system where the VX explains to students

the expected answers for each question, e.g.:
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One useful thing would be the study modality, [...] that is, when
you enter the question [in the exam customization section], you also
enter the answer [...]. [The VX] asks you the question and [...]
reads you the answer. — P9

Five participants offered suggestions concerning the answer time of the
questions. Specifically, one participant expressed a preference for having
no limit on the length of answer times, while the other four preferred
longer answer times, e.g.:

Perhaps I would leave the length [of the answer] more free. In the
sense that there could also be longer question answer times than 4
minutes. There are probably subjects for which twice the amount of
time may be required. — P3

Six participants would like more freedom in entering questions because
they found the question balancing mechanism too rigid, e.g.:

I would eliminate the rigidity [that the system requires] in choosing
the [response] times, so if I insert four questions, it [the system]
wants one of one minute, one of two [minutes], one of three [minutes],
and one of four [minutes]. If I want to put four [questions with
answer times] of four minutes, [... ] there would be more freedom in
choosing the methodology of answering, also based on the professors
you have because there are some who want very quick answers and
professors who make you talk for even 15 minutes straight. — P13

In summary, in the final interview, some participants also provided
details regarding their usage frequency on the system. They reported
using it three times weekly (n=2), twice (n=2), or once a week and a few
hours or days before the actual exam (n=2). Some participants also stated
that they used the system to prepare for a single exam (n=8) or multiple
exams (n=3).

The VRE system received overall positive feedback (n=20). Participants
highlighted its utility as a study method (n=11), and its merits for training
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in oral presentations (n=8) and in coping with emotions during exams
(n=6). Positive aspects included customizable questions and answer times
(n=5), detection of silence (n=5), interaction with the VX (n=4), user-
friendly interface (n=3), and the way the VX spoke (n=2). However, 16
participants also expressed dissatisfaction with certain aspects of the
application, citing rigidity of the question balancing requirements (n=9),
answer time constraints (n=4), the look of the VX, the VE, or the VRE
system (n=3), and limited interactivity of the VX (n=2). Eight participants
noted changes in the VX behavior as the difficulty level increased or
observed an accelerated conversation pace (n=4), while others observed
no change (n=10).

Regarding influence on users, participants noted positive changes in
awareness of their preparation level (n=6), study motivation (n=4), self-
confidence (n=3), and presentation quality (n=2). Regarding emotions,
some users reported feeling calm (n=5), at ease (n=5), or focused (n=3)
during VRE system use, with a few experiencing enhanced emotions over
time during exam simulations (n=3). A few participants experienced the
feeling of a real exam (n=2) or felt less anxiety than during a real exam
(n=2). A few felt time pressure (n=2) or found it odd to talk to a virtual
character (n=2). Three participants shared experiences in which the VRE
system positively affected their real exam performance.

Seventeen participants suggested improvements, including increased
flexibility in entering questions (n=6) and answer time (n=5), new features
such as recognizing the correctness of user’s answers (n=3), alternative
ways to move to the next question (n=2), a timer that indicates silences
or time elapsed in answering the current question (n=2), integration of
artificial intelligence to enhance conversations quality (n=2), and the
extension of the total simulation duration (n=2).

2.3.5 Discussion

Overall, the analysis of the interviews suggests that the VRE system
might provide a valuable assistance to students in developing emotional
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skills to cope effectively with oral exams. Indeed, several participants
reported benefits in this regard (n=9), noting improvements in awareness
(n=6) and confidence (n=3). The improvement in participants’ confidence
and awareness is consistent with findings from a previous study where
exposure to various scenarios within a VRE system, including a job
interview with a group of virtual interviewers, heightened participants’
confidence [131]). In addition, three participants noted an improvement in
their emotional state over time during the simulations, moving from an
initial agitation to a gradual increase in confidence. This improvement
over time was also found in a previous study showing that exposure to
verbal interactions with virtual agents leads to increased self-efficacy [133].

The VRE system was also considered effective as a study method
(n=11), serving as a valuable tool for practicing oral presentation (n=8),
promoting heightened attention to language production (n=2), and fos-
tering increased study motivation (n=4). These aspects support the ef-
fectiveness of the VRE system in providing users with exam simulations
similar to real-world situations. The customization of questions and their
randomized presentation by the VX contributes to this realism, allow-
ing users to train within a safe environment to develop cognitive skills,
identify areas for improvement, and address knowledge gaps.

The thematic analysis revealed key themes related to the features of
the VRE system: question balancing (n=9), customization of questions
and answer times (n=9), silence detection (n=5), and the presence of a
virtual human (n=5). Regarding the customization of answer times, three
participants found it beneficial to foster time-management skills, trying to
answer exhaustively within the set time without exceeding it. In contrast,
four participants found it restrictive and suggested either removing (n=1)
or extending (n=4) the maximum answer time. Furthermore, nine partici-
pants expressed reservations about the question balancing requirement,
and six of them would make it more flexible. It should be noted that
the both answer time and question balancing were added to the system

for experimental purposes to guarantee that each session in the trial
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contained about five questions in a 12-minute simulation session. The
regular version of the VRE system does not need to enforce balancing
requirements. However, considering the appreciation of some users re-
garding the requirement of setting an answer time to each question, it is
worth keeping it as an optional feature to enhance user customization.

Participants appreciated the silence detection feature. One partici-
pant found it beneficial in preventing wasted time, while the other four
highlighted its utility in increasing awareness of silent intervals while
thinking of responses. This result is unexpected, as the original goal of
silence detection was to facilitate the transition to the next question when
the student had nothing more to say and a considerable amount of time
remained available for that response. It suggests that silence detection
may help improve students” awareness of their silence durations, helping
in learning to answer more promptly to show greater preparation and
confidence.

Participants also acknowledged the value of a virtual human presence,
as they perceived that the VX was listening to them. This perception could
foster a sense of trust between the student and the VX, thereby enhancing
the student’s perception that the VX cares about his/her educational
progress, which is important to the student’s overall well-being [152].

The emotions and feelings reported by participants, such as focus
during the exam simulation, the sense of time pressure, and the feeling of
a real exam, suggest that the VRE system can effectively simulate exams
by eliciting emotions similar to those experienced during real exams. This
is consistent with previous research showing that the VR is a valuable tool
for simulating written exams and eliciting emotional responses in students
with high test anxiety [55]. Among the various emotions reported by
participants, two of them explicitly mentioned experiencing less anxiety
than a real exam. This result was expected as it is consistent with the
study by Valls-Ratés et al. [88], which showed that a virtual audience in a
VRE system for public speaking anxiety elicited lower anxiety levels than
a real audience while effectively reducing anxiety levels in participants.
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Eight participants noticed that the VX friendliness decreased over
time. Since individuals may emotionally react to the behaviors of virtual
agents [153]], participants” awareness of these changes is noteworthy. The
VRE system may influence participant’s emotional state by adjusting
VX behaviors positively or negatively [74]. Interestingly, four partici-
pants perceived that the VX moved quicker to the next question as the
difficulty increased, although this did not actually happen. This fact mo-
tivates further research because it suggests that the unfriendly behavior
of the VX may give participants the illusion that the VX is increasing the
conversation pace.

Considering that three participants expressed reservations about the
appearance of the VX or the VE, future VRE applications for oral exams
might consider allowing users to customize the appearance of the VX and
the VE. However, it should be kept in mind that an excessively detailed
replication of the real professor’s office is unnecessary for the exposure
scenario to achieve effective results [154]. The thematic analysis presented
in Section enabled the collection of numerous comments and sug-
gestions that may be valuable in guiding the design of VRE systems for
exam anxiety. The gathered suggestions indicate participants’ desire for a
system providing comprehensive support for exam preparation through
an intelligent VX. The VX would access the correctness of participants’
answers (n=3) and propose additional questions based on their answers to
previous questions (n=2). Other novel features were also suggested, such
as recording sessions for later review (n=1), including a visible timer in
the VE to monitor elapsed time (n=2), and using a webcam to capture the
participant during the exam simulation to intensify the feeling of being
observed and elicit a higher level of anxiety, as one can experience during
a real remote oral exam (n=2). Another participant suggested adding
an always visible chat window in which a virtual audience of students
would comment on the participant’s oral presentation to amplify him/her
anxiety about giving a bad impression (n=1). Overall, the suggestions
underscore participants’ interest in a system that contributes to their com-
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prehensive oral exam preparation, offering scenarios capable of eliciting
anxiety to train them to manage their emotions and thus increase their
overall well-being.

Real-life experiences shared by three participants provide further
insight. For example, one participant highlighted the VX effectiveness
in practicing the handling of negative facial expressions, citing the VX
accurate replication of a professor’s expressions. She found this training
beneficial during a real oral exam where the professor exhibited behaviors
similar to those experienced in the VRE system. Another student reported
receiving during a real exam some questions identical to the ones he had
entered into the application. Another student reported that by using
the VRE system, she gradually gained confidence and calmness during
exam simulations, and she thought this positively impacted the actual
exam result, in which she scored high. This outcome is consistent with an
earlier study in which students who practiced for a public presentation
by speaking in front of an audience tended to outperform those who
practiced alone [155].

To summarize, insights gathered from interviews suggests several
features and aspects that participants would like to find in a VRE system
for exam anxiety focused on oral exams. Such systems should allow users
to customize the pool of questions they wish to use for their training,
giving them the freedom to decide whether to set an answer time for
each question. These questions should be proposed in random order by
the VX, and users should decide the total duration of the simulation, the
difficulty level of the behavior the VX should display, and the number of
anxiety-provoking elements in the VE (e.g., a readable timer on the VX
desk). Finally, the VRE system should include a feature to detect when
users remain silent.

A limitation of our study lies in the absence of quantitative data re-
garding the duration of system usage by each participant. We relied only
on spontaneously self-reported data provided by participants during the

final interviews. Additionally, the study aimed to gain a deeper under-



2.4. Final discussion 93

standing of users’ perceptions and experience of using the VRE system
and did not quantitatively investigate the system’s efficacy in reducing
participants” exam anxiety and improving their self-efficacy. Therefore,
future studies will be based on a quantitative longitudinal design to
investigate in depth whether continued use of the VRE system signifi-
cantly affects these variables. These studies will incorporate automatic
logging methods to precisely quantify the VRE system usage and other
potential user behaviors. This enhancement should aim to facilitate a
more comprehensive assessment of the influence that VRE system usage
may have on participants” perceptions and feedback.

2.4 Final discussion

Results of the feasibility study described in Section 2.2]and the home trial
study described in Section [2.3|suggest that the proposed VRE system has
the potential to be a valuable tool for dealing with exam anxiety.

In the feasibility study, findings indicated that the system is able to
elicit different levels of anxiety through variations in VX behavior. In
addition, the study showed that the three types of VX behavior produced
three different, decreasing counts of positive responses elicited and three
different, increasing counts of negative responses elicited.

Results of the home trial study extended the analysis of the previous
study, revealing that participants perceive the VRE system as a valuable
tool for developing emotional skills beneficial in managing oral exams.
The customization of questions and their random presentation by the VX
contributed to a realistic experience that was greatly appreciated by the
participants. In particular, participants reported enhancements in aware-
ness, confidence, and emotional state over time during the simulations.

Both studies identified a demand for customization of the VX, particu-
larly its voice and appearance, to make the experience more tailored to
students” individual needs.

In summary, the results from both studies suggest that the proposed
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VRE system for oral exam anxiety is promising in supporting students in
preparing for oral exams by providing a simulated environment that aims
to improve emotions management and cognitive skills to cope effectively

with such situations.
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Immersive VR vs. AR as an
exposure method for public

speaking anxiety

In Chapter 2| we proposed a VRE system for oral exam anxiety, using a
virtual agent as stressor in desktop VR. In this chapter we go one step
further by shifting our focus to VRE and ARE systems for another social
anxiety-related condition: public speaking anxiety.

This chapter proposes a system that exposes individuals to public
speaking scenarios, where they are required to deliver a speech in front
of a virtual audience. Although, as we explained in Section AR
offers advantages over immersive VR, such as allowing individuals to
practice public speaking in real-world settings, only VRE systems for
public speaking anxiety exist in the literature, while ARE systems for the
same purpose are lacking.

Before assessing our exposure system for public speaking anxiety, we
conducted a preliminary study to investigate whether the user’s percep-
tion of the virtual agent changes when shown in immersive VR vs. AR
environments. The study results showed that the transition from immer-
sive VR to AR seems to change the perception of virtual agents [156],
further motivating the need to compare our system that uses virtual
agents in immersive VR and AR.

Similarly to the system described in Chapter 2 we conducted a fea-
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sibility study to assess whether our system can effectively elicit anxiety
and distress. This assessment involved a comparison between a small
and a big virtual audience scenario displayed in both immersive VR
and AR environments. To enhance the depth of our analysis, we used
eye-tracking to gather data on participants” gaze patterns during public
speaking scenarios.

In the following sections, we first introduce our exposure system
for public speaking anxiety. Then, we provide a detailed description of
the feasibility study we have conducted to assess its efficacy in eliciting
anxiety. The results of this study have been documented in [157].

3.1 The proposed system

3.1.1 The immersive VR and AR environments

The proposed system provides immersive VR and AR display types to see
through an HMD the immersive VR and AR environments, respectively.

In immersive VR, the HMD allows users to see a virtual reproduction
of the room where the study takes place, with 20 virtual chairs positioned
in the center on which a virtual audience is seated. The chairs are placed
in staggered rows (i.e., they are arranged in a checkerboard pattern) to
minimize the occurrence of virtual agents in the audience being occluded
by other agents. The immersive VR environment includes a timer placed
on the floor in front of the user, on the right side. The timer is a device
that displays a countdown, indicating the remaining time for users to
complete their speech. In addition, users can see that they have a neutral
human virtual embodiment that moves according to their hands and head
tracked by the HMD, as shown in Figure The embodiment’s feet
positioning is determined using inverse kinematics.

In AR mode, the HMD is used in video passthrough mode, allowing
users to see the actual room in which they are using the system. Users can
see the AR environment that consists of the following virtual elements



3.1. The proposed system 97

Figure 3.1: Screenshots of the proposed system captured from the left eye of the HMD
during an exposure session. The figure on the left displays the big audience in immersive
VR mode, where the user sees a neutral human virtual embodiment that moves accordingly
to the user’s head and hands. The figure on the right displays the big audience in AR mode,
where the user can see his/her own body.

superimposed on the real world: the chairs of the audience, the audience,
and the timer. They can also see their own body, as shown in Figure 3.1}

The proposed system also offers two different sizes of virtual audi-
ence: a small audience of four virtual agents, and a big audience of 16
virtual agents. The immersive VR environment and the AR environment
experienced by users are depicted in Figure

3.1.2 The virtual audience

The virtual audience consists of an equal number of adult female and
male virtual agents of different ages, all dressed in business or formal
clothes. Table (3.1 shows virtual agents chosen from the characters in the
Microsoft Rocketbox library [1]] to form the two virtual audience sizes.
Each virtual agent is assigned a fixed position (i.e., in different sessions,
every virtual agent is placed on the same chair). In the small audience,
each virtual agent is seated in a chair within a distinct row, in a position

visible to the user. In the big audience, the arrangement of virtual agents is
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Table 3.1: Chosen virtual agents in the Microsoft Rocketbox library .

VZFlsize Virtual agent name Virtual agent gender
“Business_Female_01” Female

Small “Business_Female_02" Female
“Business_Male_01" Male
“Business_Male_03" Male
“Business_Female_01" Female
“Business_Female_02” Female
“Female_Adult 01" Female
“Female_Adult_02” Female
“Female_Adult_05” Female
“Female_Adult_09” Female
“Female_Adult_14" Female

Big “Female_Adult_15" Female
“Business_Male_01" Male
“Business_Male_03" Male
“Business_Male_04" Male
“Business_Male_06" Male
“Male_Adult 02" Male
“Male_Adult_03” Male
“Male_Adult 07" Male
“Male_Adult_13” Male

"VA=Virtual audience

designed to minimize agents being hidden by other agents. In particular,

the first three rows are fully occupied by virtual agents, while subsequent
rows have a few empty chairs. Figure shows the arrangement of
virtual agents in both virtual audience sizes.

Figure 3.2: Small audience (left) and big audience (right) displayed in immersive VR mode,
seen from the user’s viewpoint.
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During the exposure session, virtual agents blink their eyes and main-
tain a sitting idle animation. Specifically, virtual agents can exhibit four
distinct sitting idle animations per gender, characterized by variations in
hand and leg postures. The use of various idle animations aims to create
a diversified and realistic audience, enhancing their resemblance to a real
audience.

3.1.3 Behavior of the virtual audience

Each virtual agent exhibits one of the following behaviors during the

exposure session:

1. Looking at the user throughout the session.
2. Ignoring the user throughout the session.

3. Initially ignoring the user and starting to look at the user for the
remainder of the session when the user looks at it for one second.

4. Initially looking at the user, and starting to ignore the user for the
remainder of the session when the user looks at it for one second.

In the small audience, each virtual agent exhibits a distinct behavior, as
shown in Figure In the big audience, virtual agents are divided into
four groups, each consisting of four agents, with each group exhibiting
a distinct behavior. To ensure homogeneous distribution of the four
behaviors within the virtual audience, virtual agents are seated in a way
that prevents any row of chairs from having multiple agents performing
the same behavior. Figure 3.3|shows the behaviors of virtual agents in
small and big audience.

Behaviors (1) and (2) can be considered static behaviors since the
virtual agents performing them always look at the user or never look
at the user during the session. Conversely, behaviors (3) and (4) can be
considered dynamic behaviors, as the virtual agents performing them

change their gaze during the session. These four behaviors exhibited
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by virtual agents can be grouped into two categories: directed behavior
and averted behavior, each of which includes a static and dynamic gaze
behavior. Thus, directed behavior contains behaviors (1) and (3), while
averted behavior contains behaviors (2) and (4).

Figure 3.3: Small audience (left) and big audience (right) in immersive VR mode, seen from
the top. The white icons, shaped as a star, circle, triangle, and square, represent respectively
the behaviors (1), (2), (3), (4) performed by each virtual agent and described in section

3.1.4 The exposure session and the speech task

Each exposure session of the proposed system is preceded by a calibration
phase, during which the system calibrates eye-tracking, ambient noise,
and embodiment height.

Eye-tracking calibration ensures the accurate collection of gaze data.
Once eye-tracking calibration is done, the user begins to see the environ-
ment with the timer device and the empty chairs in the selected display
type (immersive VR or AR). This allows the user to familiarize with the

environment during subsequent calibrations.
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Ambient noise calibration establishes a noise threshold to distinguish
user speech from surrounding noise. This threshold is used to measure
the user’s speech time while excluding ambient noise. The speech time
represent the duration, in seconds, that the user spends speaking during
the speech task in the exposure session. This calibration involves five
seconds of silence, during which the user remains still and silent while
the system records ambient noise using a microphone. Then, the system
sets the noise threshold at 120% of the highest noise level detected during
calibration. This threshold value was chosen empirically to account for
additional noise resulting, for example, from footsteps the user might
make while giving the speech.

Embodiment height calibration is only required for immersive VR
mode and involves adapting the virtual representation of the user’s body,
i.e., height and proportions, to match the user’s actual height.

After the calibration phase, the exposure session begins. The user’s
view is temporarily filled with a blank black screen for five seconds to
prevent the virtual audience from suddenly appearing on the chairs. Once
the environment is visible again, the user sees the chairs populated with
the virtual audience of the selected size (small or big).

During the exposure phase, the user is required to perform a 3-minute
speech task, in which he/she gives a speech to the virtual audience.
The speech task begins 30 seconds after the virtual audience is visible,
allowing the user to familiarize with its presence. The user’s gaze on
virtual agents performing dynamic behaviors does not elicit a change in
virtual agents’ gaze, which will only occur during the speech task. Once
the 30 seconds are over, the timer device displays a blank green screen for
two seconds, indicating to the user the start of the speech task: the timer
device displays a three-minute countdown, during which the user gives a
speech to the virtual audience. When the countdown reaches zero, the
environment darkens, and the user is surrounded by an empty scenario,
indicating the end of the exposure session.
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3.1.5 Data collection of the proposed system

During each exposure session, the system collects two types of data:
session data and eye-tracking data. The session data includes display
type and virtual audience size experienced by the user, as well as the
speech time. Eye-tracking data is gathered using the embedded eye-
tracking system of the HMD. This data is collected at each frame and
includes the following information: timestamp, position and orientation
of the HMD, orientation of the combined gaze ray from both eyes, and
gaze information indicating whether the user’s gaze hit a predefined area
of interest (AQOI) within the environment. The AQOI can be the virtual
agents’ head (AOI heads) or the timer (AOI timer). The presence or
absence of a hit on an AOI is determined by checking if the gaze ray
intersects with a collider around the AOL If the user’s gaze hits an AOI
head, the system logs the name of the corresponding virtual agent and

its behavior.

3.2 Feasibility study

In the following, we will refer to the group of participants as follows:
VR-S group for those who tried the small audience in immersive VR,
VR-B for the big audience in immersive VR, AR-S for the small audience
in AR, and AR-B for the big-audience in AR.

3.2.1 Hypotheses
We formulated the following hypotheses:

H1. The proposed system elicits anxiety and distress levels in both
immersive VR and AR modes because VRE systems for public
speaking anxiety are able to elicit anxiety in participants [75H79], and
ARE systems are able to elicit anxiety in other anxiety disorders such
as small animal phobia, claustrophobia, and acrophobia (e.g., [7,8,
158].)
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H2.

H3.

H4.

HS.

The proposed system elicits comparable anxiety and distress levels
in both immersive VR and AR modes because VRE and ARE systems
elicit similar levels of anxiety in other types of anxiety such as
acrophobia [7], and cockroach and spider phobias [10,52].

The big audience elicits higher anxiety and distress levels compared
to the small audience because a bigger classroom of virtual students
induces higher stress levels than a smaller one [84].

Participants” gaze on AOI heads decreases as their public speaking
anxiety, anxiety level, and distress level increase because individuals
with high levels of public speaking anxiety tend to reduce their gaze
toward the audience [76,91]. Moreover, participants’ gaze on the
AOI timer increases as their public speaking anxiety, anxiety level,
and distress level increase because individuals with higher social
anxiety tend to look more at non-social regions than the virtual
audience [91]. Additionally, we intend to explore whether there
are differences in participants’ gaze behavior when exposed to the

small vs. big audience.

Participants look more at virtual agents displaying directed behavior
compared to those displaying averted behavior because individuals
look more at interested or positive pre-recorded audience agents
than uninterested or negative pre-recorded audience agents [89,90].

3.2.2 Participants

An a priori power analysis was conducted using the tool G*Power version

3.1.9.4 [159] to determine the minimum sample size required to test the

study hypotheses. Results indicated that the required sample size to

achieve 90% power for detecting a small effect, at a significance criterion
of a=0.05, was N=96 for ANOVA repeated measures, within-between

interaction.
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The study involved a sample of 99 participants (83 males, 14 females,
two non-binary). They were undergraduate students in Computer Science
at our university, with ages ranging from 20 to 45 (M=22.01, SD=2.78).
We asked participants if they were regular VR or AR HMD users: only
five participants reported regular usage (hundreds of hours of use). All
other participants reported instead between 0 to 50 hours of use (M=1.89,
SD=5.86). Finally, we used the 17-item Public Speaking Anxiety Scale
questionnaire [[160] to assess participants” level of public speaking anxiety
(M=48.14,SD=11.78).

Participants were assigned to the four groups in such a way that:

1. Each group had a similar number of participants (VR-S: n=25, VR-B:

n=25, AR-S: n=25, AR-B: n=24).

2. The four groups were similar in terms of gender (VR-S: 21M, 4F,
ONB; AR-S: 21M, 3F, 1NB; VR-B: 21M, 3F, INB; AR-B: 20M, 4F, ONB),

age, public speaking anxiety scores, and hours of HMD usage of

non-regular VR users (Table 3.2).

3. The two non-binary participants were assigned to different groups.

Table 3.2: Means and standard deviations of gender, age, public speaking anxiety scores,
and hours of HMD usage of non-regular VR users in VR-S, AR-S, VR-B, and AR-B.

Measure VR-S AR-S VR-B AR-B
M (SD) M (SD) M (SD) M (SD)
Age 22.20 21.80 21.92 22.13
(1.53) (1.73) (1.73) (4.91)
Public speaking 48.92 47.56 48.72 47.33
anxiety scores (10.32) (11.68) (14.28) (11.07)
Hours of HMD 1.50 (2.36) | 1.95(5.10) | 0.96 (1.71) | 3.17
(10.19)

We confirm the lack of significant differences between the four groups
through a Pearson Chi-square test on male and female gender, and a
one-way ANOVA on age, hours of HMD usage, and public speaking

anxiety score.
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3.2.3 Materials

The proposed system was developed using the Unity 2020.3.39f game
engine and runs on a PC equipped with a 2.5 GHz base clock Intel i9
11900 processor, 32 GB RAM, and an Nvidia 3090 graphic card. The HMD
was a Varjo XR-3, a mixed-reality HMD with a horizontal field of view
of 115° both in immersive VR and AR. The HMD is equipped with an
integrated eye-tracking and hand tracking system.

3.2.4 Measures

All questionnaires listed in the following were administered to partici-
pants through the PsyToolkit tool [161,[162].

Public speaking anxiety

To measure participants” public speaking anxiety, we administered the
Public Speaking Anxiety Scale questionnaire (PSAS) [160]. The PSAS
is a 17-item self-report scale that assesses cognitive, behavioral, and
physiological indicators of public speaking anxiety. Participants rate their
degree of agreement with PSAS statements on a 5-point Likert-type scale
(1="not at all”, 5="extremely”). Total score ranges from 17 to 85, with
higher scores indicating higher levels of public speaking anxiety.

Anxiety

To measure participants’ current transient state of anxiety both before
and during their speech task, we administered the State-Trait Anxiety
Inventory (STAI-S) [163]. This scale includes 20 items and uses a 4-point
Likert-type scale (1="not at all”, 4="very much”) to rate each response.
Total score ranges from 20 to 80, with higher scores indicating higher
levels of state anxiety. Before starting the exposure session, participants
were asked to provide feedback on their actual state. After the exposure
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session, they were asked to provide feedback on their highest state anxiety
perceived during the speech task.

Distress

To measure the level of distress perceived by participants both before
and during the speech task, we administered the Subjective Unit of
Distress (SUD). The SUD is a single-item self-report distress measure
that employs a scale from 0 to 100, with five anchors: 0 (“no distress”),
25 (“mild distress”), 50 (“moderate distress”), 75 (“severe distress”), 100
(“very severe distress”). Before starting the exposure session, participants
were asked to provide feedback on their actual distress state. After the
exposure session, they were asked to provide feedback on their highest
state distress perceived during the speech task.

Eye-tracking data

To measure participants” eye gaze towards the AOIs (i.e., AOI heads and
AQI timer) during the exposure session, we analyzed their eye-tracking
data and computed two metrics: dwell time and fixations count. Dwell
time refers to the amount of time participants spent looking at a specific
AOIL Fixations count represents the total number of fixations participants
made on the AOIs. We considered a fixation each time participants’ gaze
activity lasted 150ms or longer [164]. Dwell time and fixations count were
measured for all virtual agents in the four groups.

3.2.5 Procedure

Written consent for participation in the study was obtained from partici-
pants and the evaluation of the system was approved by the Institutional
Review Board of the University of Udine. The experimenter verbally
briefed participants about the anonymity of the collected data and in-
formed them that the system involved using an HMD for immersive



3.2. Feasibility study 107

VR and AR to do presentations in front of a virtual audience. Partic-
ipants filled the demographic, PSAS, STAI-S, and SUD questionnaires.
Participants were balanced in the VR-5, VR-B, AR-S, and AR-B groups, as
described in Section Then, the experimenter informed participants
that they were about to make a public presentation using the system.
The experimenter instructed participants to imagine themselves at a big
company that is seeking to hire an IT professional. Participants were
asked to give a brief self-presentation to the company’s IT team, who
came to listen to their speech.

Before speaking to the audience, participants had three minutes to
prepare their three-minute speech. While preparing their presentation,
they were allowed to take written notes, but they could not keep them
during the speech task. Once the preparation time elapsed, the experi-
menter asked participants to stand in a specific place in the room and
helped them to wear the Varjo XR-3 HMD.

The experimenter guided participants through the process of calibrat-
ing eye-tracking, then asked them to remain silent for five seconds to set
the ambient noise threshold. In VR-S and VR-B groups, the embodiment
height was also calibrated. After that, the experimenter informed par-
ticipants that once the session began, they would stand in front of the
company’s IT team. They were further advised that, after 30 seconds, the
timer within the virtual scene would prompt them with a blank green
screen to initiate their speech, informing them that the three-minute
countdown is started so they can start their speech. The experimenter
used the initial 30 seconds of the session to leave the room. Once the timer
reached zero, the immersive VR or AR environment was replaced with
an empty scenario, indicating the end of the session. The experimenter
entered the room and helped participants remove the HMD. Participants
filled the STAI-S and SUD questionnaires and where thanked for their

participation.
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3.3 Results

All the analyses were conducted using SPSS version 29.0.0.0. Table
reports means and standard deviations of public speaking anxiety, anxiety
levels, and distress levels measured before the exposure session (pre-
session) and during the speech task (during-session) for each group.

Table 3.3: Means and standard deviations of public speaking anxiety, anxiety, and distress.

Measures VR-S AR-S VR-B AR-B
M (SD) M (SD) M (SD) M (SD)
Public speaking | 48.92 47.56 48.72 47.33
anxiety (10.32) (11.68) (14.28) (11.07)
Anxiety 36.88 38.24 41.00 35.17
pre-session (10.20) (9.83) (11.57) (10.91)
Anxiety 47.48 46.88 48.36 42.37
during-session (13.39) (14.25) (15.14) (13.36)
Distress 15.88 22.08 19.48 16.63
pre-session (18.43) (18.72) (20.64) (18.08)
Distress 45.80 42.00 40.48 38.13
during-session (25.40) (26.94) (29.73) (25.38)

3.3.1 Anxiety

STAI-S scores (Figure were submitted to a 2 X 2 x 2 mixed design
ANOVA, after checking its assumptions were met, in which display type
(immersive VR or AR) and audience size (small or big) served as between-
subject variables, and time of measurement (pre-session, during-session)
served as the within-subject variable.

Statistically significant results revealed a main effect of time of mea-
surement, F(1,95) = 40.37, p < 0.001, 17%, = 0.30, while the main effect of
display type and audience size, and interactions were not significant.

We thus explored the significant main effect using Bonferroni cor-
rection, considering the effects of time of measurement separately for
each display type and for each audience size. The difference between

pre-session and during-session anxiety was statistically significant in all
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groups (VR-S: p < 0.001; AR-S: p < 0.01; VR-B: p = 0.01; AR-B: p = 0.01),
with during-session anxiety significantly higher than pre-session anxiety.

Anxiety
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Figure 3.4: Means of the anxiety score at pre-session and during-session. Capped vertical
bars indicate £ SE. The **, *** signs indicate differences with p-values respectively < 0.01,
< 0.001.

3.3.2 Distress

Kolmogorov-Smirnov normality test was performed on SUD scores. Since
in some cases they were not normally distributed, the data were subject
to square root transformation, as indicated in [165]. The transformed data
of SUDS scores (Figure 3.5) were submitted to a 2 x 2 x 2 mixed design
ANOVA, in which display type and audience size served as between-
subject variables, and time of measurement (pre-session, during-session)
served as the within-subject variable.

Statistically significant results revealed a main effect of time of mea-
surement, F(1,95) = 77.10, p < 0.001, 17% = 0.45, while the main effect
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of display type and audience size, and interactions were not significant.
The analysis of simple main effect using Bonferroni correction revealed
that the difference between pre-session and during-session distress was
statistically significant in all groups (p < 0.001), with during-session
distress significantly higher than pre-session distress.

Distress
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Figure 3.5: Means of the distress score at pre-session and during-session. Capped vertical
bars indicate £+ SE. The *** signs indicate differences with p-values respectively < 0.01,
< 0.001.

3.3.3 Eye-tracking data
AOI timer

Among participants, eight outlier were found based on their dwell
time measures on timer, thus they were excluded from the analysis.
Kolmogorov-Smirnov normality test was performed on timer dwell time.
Since in some cases the values were not normally distributed, they were
subjected to a log,, transformation, as indicated in [165]. A 2 x 2 ANOVA
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was conducted with display type and audience size as factors, and timer
dwell time as dependent variable. There were no differences in dwell time
between immersive VR and AR, and between small and big audience.
Moreover, there was no interaction between display type and audience

size (Figure [3.6).
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Figure 3.6: Means of AOI timer dwell time (left) and AOI heads dwell time (right) during
the speech task. Capped vertical bars indicate £ SE. The * and ** signs indicate differences
with p-values respectively < 0.05, < 0.01.

Among the participants, five outliers were found based on their fixa-
tions count measures on timer, thus they were excluded from the analysis.
Kolmogorov-Smirnov normality test was performed on fixations count
measured on timer. Since in some cases the values were not normally dis-
tributed, they were subjected to a log,, transformation. A 2 x 2 ANOVA
was conducted with display type and audience size as factors, and timer
fixations count as dependent variable. There were no differences in dwell
time between immersive VR and AR, and between small and big audience.
Moreover, there was no interaction between display type and audience
size (Figure3.7).

A Pearson correlation was computed to assess possible relationships
between timer dwell time and three anxiety measures: public speaking

anxiety scores, the difference between during-session anxiety scores and
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pre-session anxiety scores (STAI-diff), and the difference between during-
session distress scores and pre-session distress scores (SUD-diff).
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@VR-B 9.84 @VR-B 184.00
BAR-B 8.00 EAR-B 178.71

Figure 3.7: Means of AQI timer fixations count (left) and AOI heads fixations count (right)
during the speech task. Capped vertical bars indicate 4= SE. The *** signs indicate differences
with p-values < 0.001.

The following statistically significant correlations were found:

* A moderate positive correlation between AOI timer dwell time and
public speaking anxiety scores in the AR-S group (r = 0.48, n = 23,
p = 0.02).

* A large positive correlation between AOI timer dwell time and
STAI-diff in the VR-B (r = 0.58, n = 22, p < 0.01) and AR-S groups
(r=05,n=23, p=0.02).

e A large positive correlation between AOI timer dwell time and
SUD-diff in VR-B group (r = 0.61, n = 22, p < 0.01).
AOI heads

Dwell time measurements on each virtual agent’s head were summed to
obtain a single variable indicating the total time participants spent looking
at virtual agents” heads during their speech task. Similarly, fixations count
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measurements on each virtual agent’s head were summed to obtain a
single variable indicating the total number of fixations participant made
on the virtual agents” heads during their speech task.

A 2 x 2 ANOVA was conducted with display type and audience size
as factors, and AOI heads dwell time as dependent variable. A statistically
significant effect of audience size was found, F(1,95) = 13.97, p < 0.001,
17,2, = 0.13. The analysis of simple main effect using Bonferroni correction
revealed that the difference between small (VR-S: M=38.47, SD=27.50; AR-
S: M=42.76, SD=28.08) and big audience (VR-B: M=64.41, SD=28.81; AR-B:
M=59.18, SD=28.34) was significant in both immersive VR (p < 0.01) and
AR (p < 0.05) (Figure 3.6).

A 2 x 2 ANOVA was conducted with display type and audience size
as factors, and AOI heads fixations count as dependent variable. A
statistically significant effect of audience size was found, F(1,95) = 40.30,
p < 0.001, 17;27 = 0.30. The analysis of simple main effect using Bonferroni
correction revealed that the difference between small (VR-S: M=96.76,
SD=53.85; AR-S: M=98.99, SD=56.66) and big audience (VR-B: M=184.00,
SD=66.52; AR-B: M=178.71, SD=81.87) was significant in both display

types (p < 0.001) (Figure 3.7).

Participants’ gaze behavior on virtual agents

To investigate whether participants looked at virtual agents that stare at
them or ignored them, dwell time measurements on virtual agents with
a static or dynamic directed behavior were summed to obtain a single
variable indicating the total time participants looked at the heads of the
virtual agents with a directed behavior. Similarly, dwell time measure-
ments on virtual agents with a static or dynamic averted behavior were
summed to obtain a single variable indicating the total time participants
looked at the heads of the virtual agents with an averted behavior.
Among the participants, two outliers were found based on their dwell
time measures on the two behavior variables, thus they were excluded
from the analysis. Kolmogorov-Smirnov normality test was performed
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on the two variables. Since in some cases the values were not normally
distributed, a log,, transformation was applied.

A 2 x 2 ANOVA repeated measures was conducted for each audience
size. The analysis used display type as between-subject variable, and
virtual agents’ behavior as within-subject variable.

In the small audience, no statistically significant main effect of vir-
tual agents’ behavior was found. On the contrary, in the big audience,
a statistically significant effect of virtual agents’ behavior was found,
F(1,46) = 57.54, p < 0.001, 17% = 0.56. The analysis of simple main
effects using Bonferroni correction revealed that participants significantly
looked more at virtual agents with directed behavior (VR-B: M=61.67,
SD=23.21; AR-B: M=36.91, SD=17.28) than virtual agents with averted
behavior (VR-B: M=22.73, SD=11.03; AR-B: M=24.63, SD=10.63) in both
display types (p < 0.001) (Figure B.8).
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@VR - Averted 18.49 EVR - Averted 2273
BAR - Averted 21.33 BAR - Averted 24.63

Figure 3.8: Means of dwell time on virtual agents’ heads with directed and averted behaviors
in the small audience (left) and in the big audience (right). Capped vertical bars indicate £+
SE. The *** signs indicate differences with p-values 0.001.

Fixations count on virtual agents with a static or dynamic directed
behavior were summed to obtain a single variable indicating the total
number of times participants looked at the heads of the virtual agents
with a directed behavior. Similarly, fixations count on virtual agents with

a static or dynamic averted behavior were summed to obtain a single
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variable indicating the total number of times participants looked at the
heads of the virtual agents with an averted behavior.

A 2 x 2 ANOVA repeated measures was conducted for each audience
size. The analysis used display type as between-subject variable, and
virtual agents’ behavior as within-subject variable. In the small audience,
a statistically significant effect of virtual agents’ behavior was found,
F(1,48) = 7.39, p < 0.01, 17; = 0.13. The analysis of simple main effect
using Bonferroni correction revealed that participants looked at virtual
agents with directed behavior (VR-S: M=55.00, SD=43.73; AR-5: M=57.76,
SD=38.86) more times than virtual agents with averted behavior (VR-S:
M=41.76, SD=23.74; AR-S: M=41.12, SD=24.04), but the difference was
statistically significant only in AR display type (p < 0.05).

In the big audience, a statistically significant effect of virtual agents’
behavior was found, F(1,47) = 61.91, p < 0.001, 17% = 0.57. The analysis
of simple main effect using Bonferroni correction revealed that partici-
pants looked at virtual agents with directed behavior (VR-B: M=112.64,
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OVR- Directed 55.00 OVR - Directed 112.64
D AR- Directed 57.76 OAR - Directed 103.00
EVR - Averted 41.76 EVR - Averted 71.36
B AR - Averted 41.12 B AR - Averted 75.71

Figure 3.9: Means of fixations count on virtual agents” heads with directed and averted
behaviors in the small audience (left) and in the big audience (right). Capped vertical bars
indicate £ SE. The * and *** signs indicate differences with p-values respectively < 0.05 and
< 0.001.
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SD=42.89; AR-B: M=103.00, SD=49.04) significantly more than virtual
agents with averted behavior (VR-B: M=71.36, SD=30.96; AR-B: M=75.71,
SD=35.86) in both display types (p < 0.001) (Figure [3.9).

3.4 Discussion

Results have confirmed the first hypothesis H1. The analysis of the STAI-
S scores and SUD scores revealed a significant increase in participants’
anxiety and distress levels during the speech task compared to before the
exposure session. These findings are consistent with previous studies [75-
79], where VRE systems for public speaking anxiety were able to elicit
anxiety in participants. Moreover, these findings extend the existing
research on ARE systems [7,8,158], which were designed for small animals
phobia [158]], acrophobia [7], and claustrophobia [§]. In contrast, our study
focused on public speaking anxiety and results support the feasibility of
the proposed system in eliciting anxiety and distress in a public speaking
situation in both immersive VR and AR modes.

Results have confirmed the second hypothesis H2. Although the a
priori power analysis used in the study was adequate to detect significant
differences between the groups, the analysis of STAI-S scores and SUD
scores revealed that anxiety and distress experienced by participants in
immersive VR and AR modes were similar. These findings are in line
with [7], which compared the use of VR and AR modes in a system pre-
senting acrophobic scenarios. The study showed that both immersive VR
and AR elicited comparable levels of anxiety in participants. In our study,
we obtained similar results within the context of public speaking anxiety,
thus contributing to the growing body of research on the effectiveness of
immersive VR and AR modes in eliciting anxiety responses. Our results
may seem in contrast with the findings in [8], which instead showed that
a claustrophobic scenario elicited significantly different anxiety levels in
immersive VR than in AR. However, it is important to note that in [8],

participants were exposed to the AR claustrophobic scenario inside a real
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elevator, whereas they experienced the immersive VR scenario displaying
a virtual elevator inside a room while seated on a chair. These differences
in participants’ experiences could have contributed to varying subjective
and physiological anxiety levels of participants during the exposure. Our
study, instead, ensured that the immersive VR and AR environments
were identical and replicated the actual physical environment in which
participants experienced them. Indeed, the immersive VR environment
was the exact virtual reproduction of the real environment where the
study took place, visible through the headset in AR mode (Figure [3.1).

Results have not supported the third hypothesis H3. They showed
that the small audience and the big audience elicited similar anxiety and
distress levels. These results are consistent with outcomes in [75] that
did not find differences in anxiety levels between the different audience
sizes. Although in [75] the authors also reported a significant increase in
participants” HR in the small audience scenario compared to the other
audience sizes, it should be noted that the study used a within-subjects
design, and the significant different in HR measures was found only when
the small audience was the first scenario experienced by the participants.
Our results differ from those in [84], which found that a big audience
elicited higher stress levels and HR than a small audience. However,
it is important to highlight the several differences between that study
and ours. In [84], participants experienced the system twice in two
weeks, and at each session, they were randomly assigned to either the
big or the small audience. The system simulated a classroom setting,
aiming to help preservice teachers become familiar with an audience
of adolescent students who were programmed to misbehave during the
session (e.g., throwing paper balls, hitting the neighbor). In contrast,
our study employed a between-subjects design, where participants were
exposed to a single public speaking scenario. Participants delivered a
public speech in front of a small or big audience that behaved neutrally,
and was displayed in either immersive VR or AR.

Results have provided only partial support for the fourth hypothesis
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H4. Indeed, we found no significant correlations between AOI heads
dwell time and public speaking anxiety, STAI-diff, or SUDS-diff scores.
These findings might suggest that participants with higher anxiety lev-
els might have tended to look at the timer as a coping mechanism to
manage their anxiety or as a means of diverting attention away from
their anxiety [166]. Unlike the AOI timer, results on AOI heads fixations
count and dwell time revealed that participants looked more times at the
virtual agents” heads in the big audience than in the small audience in
both display modes. These findings might be attributed to the higher
number of virtual agents in the big audience compared to those in the
small audience: participants have shifted their gaze focus among the
different agents, resulting in an overall increase in the total fixations
count. Similarly, in the small audience participants have shifted their gaze
focus fewer times among the four virtual agents to spend more time on
each one during each fixation. However, results obtained on dwell time
have shown that participants spent more time looking at virtual agents’
heads in the big audience than in the small audience. This suggests that
participants have spent more time looking at non-virtual agent objects
during their speech task. Since the virtual agents” heads in a public speak-
ing context are likely to be the most anxiety-provoking stimuli of the
environment, we can suppose that participants may have employed the
coping mechanism of diverting attention away from anxiety-provoking
stimuli to manage their anxiety during the speech. Further research is
necessary to explore the eye gaze pattern followed by participants during
their speech and investigate how this pattern differs between small and
big audiences.

Results have confirmed the fifth hypothesis H5. The analysis of dwell
time and fixations count on virtual agents” heads with directed behavior
and virtual agents with averted behavior revealed that participants looked
more at virtual agents with directed behavior than those with averted
behavior. Our findings are consistent with a previous study [93] that
examined participants” gaze behavior while observing a virtual audience.
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The study showed that virtual agents who stared at the participants the
whole session were significantly more looked at by participants than
those who never looked at participants. We showed that the results are
the same when participants were asked to give a speech in front of a
virtual audience.

Since positive and negative audiences are generally represented by
agents attentive to the speaker and distracted agents, respectively [167],
we can consider our results aligned with those in [89]] and [90]. In [89],
healthy participants looked more at interested audience agents than unin-
terested ones, while in [90] participants looked more at positive audience
agents than neutral agents and more at neutral agents than negative ones,
but this difference was found only in participants with low social interac-
tion anxiety levels. In our results, we expected to obtain outcomes more
similar to studies conducted on healthy individuals than patients with
diagnosed social anxiety disorder. Indeed, our sample did not display
pathological public speaking anxiety scores: the PSAS average scores we
obtained in the four groups were below 49 (see Section [3.2.2), which is
lower than the cutoff score of 73, as defined by the PSAS for diagnosing
significant and impairing public speaking anxiety [160]. Moreover, since
studies described in [89] and [90] used systems with pre-recorded audi-
ences of real individuals, our study contributed to the existing literature
by showing that participants tended to look more at interested audience
agents than uninterested ones, also when the audience consisted of 3D
computer-generated virtual agents showed in immersive VR as well as
AR.

We are the first to propose a system for training public speaking
in AR and to assess its impact on participants’ anxiety and distress
levels. Furthermore, our study is the first to compare participants” anxiety
and distress levels experienced in the same environment displayed in
immersive VR vs. AR while speaking in front of a virtual audience.
However, there are some limitations that should be considered.

First, all participants enrolled in our study were undergraduate stu-
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dents who shared a common academic background in Computer Science,
which may limit the generalizability of the findings.

Second, the study was conducted on a predominantly male sample.
As mentioned earlier is Section the possible consequences of a
predominant male sample on anxiety measures have been examined in
the literature: several studies show that females tend to report greater
anxiety [146] and higher intensities of emotional experiences [147}/148]
than males. Moreover, females experience higher levels of anxiety in
public speaking situations compared to males [168,169]. Therefore, if
male predominance in our sample influenced the results, it might have
attenuated the intensity of anxiety. To further validate our findings, a
direct comparison between our female sample and a randomly selected
male sample of the same size was not feasible due to the limited number
of participants in each group. As an alternative approach, we excluded
females from our sample and conducted a 2x2x2 mixed design ANOVA
on STAI-S scores and SUDS scores. The obtained results aligned with
our original findings. Specifically, a main effect of time of measurement
was found in both STAI-S (F(1,79) = 47.59, p < 0.001, 17;27 = 0.38)
and SUDS scores (F(1,79) = 86.99, p < 0.001, 77;2, = 0.52), while the
main effect of display type, audience size, and interactions were not
significant. Subsequent analysis using Bonferroni correction showed
that the difference between pre-session and during-session anxiety and
distress were statistically significant in all groups (STAI-S scores: p < 0.01
in VR-S, VR-B, and AR-S, p < 0.001 in AR-B; SUDS scores: p < 0.001 in
all groups).
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Immersive VR vs. desktop VR
with biofeedback for relaxation

training

In previous chapters, we have focused on VRE systems for anxiety mitiga-
tion comparing immersive VR, desktop VR, and AR. In this chapter, we
shift our focus to the other category of VR systems for anxiety mitigation,
that is VR systems with biofeedback for relaxation training. We present
an immersive VR system that uses biofeedback mechanisms. The assess-
ment of this system involved two studies, each serving a specific purpose.
The first, aimed to assess the effectiveness of biofeedback mechanisms in
reducing anxiety. The second study compared the system in immersive
vs. desktop VR.

In the following sections, we first introduce our VR system with
biofeedback for relaxation training. Then, we describe the study con-
ducted on healthy individuals, comparing the relaxation effects achieved
with real and sham biofeedback. Results of this study have been docu-
mented in [170]. Subsequently, we described the second study, which
involved the comparison of the system in immersive VR and desktop VR.
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4.1 The proposed system

This section describes in detail our VR system with biofeedback for
relaxation training. First, we illustrate the VR experience, then we analyze
the employed biofeedback mechanisms.

4.1.1 The VR experience

The VE was developed in Unity 2020.3.27f and is a stylized visual rep-
resentation of a coastal nature environment with a long, narrow beach
facing the sea. Three islands of various sizes are close to the shore, and a
windmill stands on the largest island (Figure (4.1 (a)).

Rocks, grass, trees, bushes, and crystals are arranged in the VE fol-
lowing the indication in [171]], that compared six natural VEs, each with
a different percentage of greenery covering from 10 to 70% of the entire
space, showing that the most effective natural environment for reducing
negative mood had 10-30% of the scene covered by vegetation. The user
sits on a wooden bench with a bush at his/her right (Figure (b)). We
called the VE “Crystals Archipelago” after the many crystals scattered
around it.

The experience begins around sunset with the VE initially covered in
fog (Figure4.1|(c)). To enhance the experience, a variety of environmental
sounds are played. A calming background music soundtrack and the
sounds of wind, waves, and gears that move the windmill blades are
played during the whole experience. Moreover, some environmental
sounds are reproduced at specific times, such as when the crystals glow
and when the user interacts with the bush.

The VR experience involves the user as the main character of a story
narrated by a voice-over. Initially, the voice-over describes the Crystals
Archipelago as a magical land that can connect with the user through
magical crystals. The voice-over then explains that the user’s life spirit
is infused into nearby crystals and spread to all the other crystals in the
Archipelago, bringing them all in synch with the user and making the
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Figure 4.1: (a) Scenery of the Crystals Archipelago; (b) The bench on which the participant
sits during the entire experience; (c) Fog in the VE, seen from the user’s viewpoint; (d)
Jamming of the windmill blades; (e) Fruits on the trees light up and light particles gently
rise upward from all the crystals in the finale, from the user’s viewpoint; (f) Fireflies flying
away and drawing light trails in the finale, from the user’s viewpoint.

entire world respond to him/her. The user is told that in this way he/she
can explore his/her abilities by first clearing the surrounding fog. After
trying that, the user is invited to perform other actions (touching the
bush, releasing fireflies into the world) and tasks (making the night fall
by relaxing). At the end of the experience, night comes, the fireflies fly
away into the sky (Figure (), and the voice-over concludes the story,
informing the user that the experience is over and inviting him/her to
return soon to the Archipelago.
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Structure of the VR experience
The VR experience is organized into five phases:
1. System calibration.
2. Clearing the fog.
3. Interaction with the bush.
4. Making the night fall.
5. Finale.

In the first phase, the system needs to be calibrated to the amplitude
of the specific user’s breathing by detecting the user’s maximum and
minimum chest expansion values. To this purpose, the experience begins
with the voice-over that asks the user to take three deep breaths. Then, the
system monitors all user’s breaths for 60 seconds, storing the maximum
and minimum expansion values detected by the sensor. During this time,
two crystals in front of the user keep increasing their brightness until
they emit some sparks at the end of the interval. Subsequently, a light
trail sparks from the two crystals and moves to reach the different groups
of crystals in the VE, brightening them. Then, to bring user’s attention
to the windmill blades and the foliage, the voice-over asks the user to
observe their movement (Table [4.1), which from now on follows user’s
breathing.

In the second phase, the voice-over instructs the user about how to
breathe slowly and deeply with the diaphragm and encourages him/her
to do it to clear the VE of fog and maintain it clear. This task lasts for
three minutes after which any remaining fog is cleared by the system to
allow the user to move to the next phase.

In the third phase, the user hears the sound of rustling leaves coming
from the bush at his/her right and the voice-over invites him/her to
touch it. As the user touches the bush, fireflies come out of it and slowly
fly near the user. If the user does not interact with the bush within 20
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Table 4.1: Sentences uttered by the voice-over to direct users’ visual attention during the
VR experience. The voice-over was in Italian, all sentences have been translated here into
English for reader’s convenience.

VR experience phase Sentence

First phase Your life spirit shines in the crystals and has reached
every fiber of the environment. Observe the movement
of the windmill blades. Also, observe the movement of
the leaves of the trees around you.

Second phase Breathe slowly and deeply to clear the fog that sur-
rounds you, and try to keep the environment free from
fog.

The first time the participant Breathing too quickly damages the windmill.

exhibits a respiratory rate
above 6 bpm, from the second
phase to the end of the fourth

phase

Third phase Also the fireflies are synchronized with you. Your
energy flows in everything.

Fourth phase Try to relax deeply to let the night fall. Then, try to

maintain it.

seconds, fireflies automatically come out of the bush to allow the user to
move to the next phase.

In the fourth phase, the voice-over informs the user that the sunset
time is approaching and asks him /her to deeply relax to allow the night
fall and then to keep the world in night conditions. The task lasts for three
minutes after which night automatically takes over if the environment is
not already in full night conditions.

The fifth phase marks the end of the experience and is meant as a
final, emotion-evoking reward. The background music changes from calm
to more lively, and the fruits on the trees light up. Additionally, light
particles gently rise upward from all the crystals (Figure [4.1| (e)). Finally,
the fireflies begin to fly skyward, leaving behind light trails in the night
(Figure |4.1] (f)). While they are flying away, the voice-over tells the user
they are saying goodbye, then it greets the user and invites him/her to
return to the Crystals Archipelago soon.

During the VR experience, the voice-over subtly suggests which ele-
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ments on the VE the user should pay attention to, but does not mention if
and how physiological parameters control the movement or appearance
of those elements. Table 4.1] contains the sentences of the voice-over used

to direct user’s visual attention.

4.1.2 Biofeedback mechanisms

The system uses an external application to receive physiological data
recorded by a Thought Technology ProComp Infiniti encoder and pro-
cesses them in real-time with a sampling rate of 10 Hz. An elastic girth
sensor is placed over the user’s abdomen to measure breathing activity;
SC is recorded through a pair of Ag/AgCI electrodes placed in the center
of the palm and the carpus of the left hand, respectively; HR is recorded
through a photoplethysmograph placed on the distal phalanx of the mid-
dle finger of the left hand. Multiple sensors are used to monitor whether
the user is in a state of relaxation and capture different aspects of bodily
responses. Specifically, breathing activity data indicates whether user’s
breathing is slow and deep, while electrodermal and cardiac activity data
indicate whether user’s SC and HR are decreasing, respectively. User’s
breathing activity, SC and HR affect the way the VE looks and behaves.
Table 4.2| provides an overview of the mappings we introduced.

Breathing biofeedback

Breathing data are normalized during the first phase of the VR experience
so that the maximum and minimum chest expansion correspond to 1 and
0, respectively. If chest expansion is higher than a threshold of 0.7, the
inhalation is considered deep; if it is lower than a threshold of 0.45, the
exhalation is considered deep. Ten times a second, the rate of change
of chest expansion is computed to determine whether user’s breathing
was slow by taking the two consecutive most recent breathing values,
subtracting the older value from the more recent one, and dividing the
result by the time elapsed between the two breathing values. If the result
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Table 4.2: Mapping of physiological parameters in the VE.

Parameter

Mapping in the VE

Related
references

Exhalation

From the final part of the first phase until the end

of the experience: sound of wind blowing; increase
in volume of the sound of wind blowing if the ex-
halation is deep; increase in leaf swing on trees

and bushes; increase in volume and pitch of the
sound of windmill gears and rotation speed of wind-
mill blades (the faster the exhalation, the faster the
speed and the higher the volume and pitch); wind-
mill blades glow yellow if the exhalation is deep.
During the second phase of the experience: increase in
amount of fog if the previous inhalation has not been
slow or has not been deep; reduction in amount of fog
and increase in fog distance from the user if a slow,
deep inhalation is followed by a slow, deep exhalation

2627130} |
100} T08l[172]
173]

Inhalation

From the final part of the first phase until the end of
the experience: decrease in leaf swing of trees and
bushes; constant decrease in rotation speed of wind-
mill blades (the longer the inhalation, the lower the
speed); windmill blades glow pink if the inhalation is
deep

[26l27/1108] |

Respiratory
rate

From the second phase until the end of the fourth
phase: red sparks come out of the windmill blades
and windmill blades wobble if respiratory rate is
greater than 6 bpm

[108]

Rate of SC
change

During the fourth phase: change of sun and moon po-
sitions (the lower the rate of SC change, the lower the
sun position until it disappears beyond the horizon
and the higher the moon position, causing night to
fall)

[B1]

HR

From the third phase until the end of the fourth phase:
flashing rate of fireflies

[74]

is lower than 0.7 during inhalation or 0.8 during exhalation, the user is

breathing slowly. The two values were empirically obtained by simulating

a respiratory rate of 6 bpm, which is typically used in breathing training
systems (e.g., [23]/175,/176]).
Once the user’s minimum and maximum chest expansion values have

been detected, the user can control the wind in the VE through his/her

breathing activity until the end of the VR experience. Each time the user

inhales, the leaves of the trees and bushes slow down their swing. When
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the user exhales, they swing faster up to a maximum value. If the user
holds the breath, the swinging speed decreases until the leaves completely
stop. Every exhalation is accompanied by the sound of wind blowing,
which increases in volume if the exhalation is deep. The choice to map
wind to breathing stems from the fact that when an individual exhales, the
produced air displacement feels like a light breeze. The visual feedback of
leaves swinging is accompanied by congruent auditory feedback of wind
blowing to enhance the sense of relaxation in the VE [172]. The windmill
blades behave similarly: the rotation speed of the blades depends on the
speed of exhalation (the faster the exhalation, the faster the speed). In
addition, as the rotation speed of the windmill blades increases during
exhalation, the volume and pitch of the sound of the gears also increase
up to a maximum value. On the contrary, during inhalations, the rotation
speed of the blades slows down constantly, regardless of the speed of
inhalation. This mapping of windmill blades uses the same metaphor of
the pinwheel: the air produced by an individual during exhalation makes
the pinwheel rotate, but the individual’s inhalation does not affect the
rotation of the pinwheel, which therefore slows down over time.

To indicate whether the user is performing slow and deep breathing,
the windmill blades glow pink during a deep inhalation and yellow
during a deep exhalation. In the literature, there are two studies that use
color [26] and lighting [27] of elements in the VE to differentiate between
inhalations and exhalations, regardless of their depth. In our system, the
color of the windmill blades changes only when breathing is deep, and
discriminates between inhalation and exhalation, to help the user identify
and distinguish deep breaths from more shallow breaths.

If the user is breathing faster than 6 bpm, the windmill blades jam:
they slow down abruptly, wobble and emit red sparks (Figure (d)).
This damage to the windmill blades sends a negative feedback to the
user for breathing incorrectly. We have included it in the experience
following the operant conditioning paradigm [108]: to motivate users to
make more effort in the task, in addition to audio-visual rewards when
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they maintain slow and deep breathing, this aversive feedback plays the
role of an explicit punishment when they do not follow the recommended
behavior.

During the second phase of the VR experience, the user performs
the task of maintaining slow and deep breathing over time to clear the
environment from fog. The system uses two parameters to determine
fog behavior: a distance parameter controls the distance of fog from the
user, a threshold parameter controls the amount of fog and varies be-
tween a minimum and a maximum value corresponding to the maximum
amount of fog and the absence of fog, respectively. If the user takes a
slow and deep inhalation followed by a slow and deep exhalation, dur-
ing exhalation the two parameters distance and threshold continuously
increase. Thus, the longer the exhalation, the greater the distance of fog
from the user and the smaller the amount of fog. If user’s breathing is
not deep or slow, the threshold parameter decreases thus the amount of
fog increases. In the literature, there are three studies that use a similar
mapping: in [100], the fog in the VE dissolves if the user maintains the
breathing rate between 5.5 and 6 bpm for one minute; in [30]], similarly,
the sky clears of clouds if user’s HRV value increases above a threshold
value; in [173], the fog in the VE decreases as user’s SC levels decrease
and increases as they increase. Our system, as in [173], changes the
amount of fog with each user’s breath. In this way, the system helps
users immediately understand if they are performing breathing properly,
allowing them to correct their breathing patterns if necessary.

SC biofeedback

During the fourth phase of the VR experience, the user relaxes to make
the night fall. The system adopts a biofeedback mechanism similar to [31].
In that system, one scenario consists of an empty VE that only displays
a sun high in the sky. As users relax, their SC decreases, causing an
increase in the speed at which the sun moves across the sky until it sets
beyond the horizon line, bringing the night to fall. Then, further decrease
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in user’s SC causes an increase in the speed at which the moon moves
across the sky until it reaches the zenith. If the user does not relax and
thus his/her SC increases, the speed at which the sun (and then the moon)
moves slows down. Our system uses a similar biofeedback mechanism: a
decrease in SC results in a change in the environment light originating
from the sun, whose position and intensity decrease until it no longer
contributes to VE illumination. At the same time, the moon position and
intensity increase.

Unlike the system described in [31], in our system the sun and the
moon are not graphically represented by 3D objects but are directional
lights whose position and intensity are changed according to user’s SC.
The position of the sun and the moon are changed according to rate of
SC change (which is computed in the same way as the rate of change of
chest expansion): if the rate of SC change is negative, the position of the
sun lowers towards the horizon until a minimum value, decreasing in
intensity and, at the same time, the position of the moon rises towards

the zenith until a maximum value, increasing in intensity.

HR biofeedback

During the third phase of the VR experience fireflies emerge from the
bush and fly around the user until the end of the fourth phase. User’s
HR is mapped into the flashing rate of fireflies. This type of biofeedback
draws on the concept used in many first-person video games where the
circular red transparent texture overlay is faded in and out over the entire
user’s view following the rhythm of a preset heartbeat sound. In [174],
this way of displaying user’s HR with a flashing texture was the most
effective for participants to accurately assess their HR, compared to two
alternative visualizations.
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4.2 Study 1: real vs. sham biofeedback

We conducted a between-subjects study to investigate whether the pro-
posed VR experience has relaxation effects and to explore the possible
role played by biofeedback. From now on, we will use the term Biofeed-
back (BIO) group to refer to the group of participants who tried the
system with real biofeedback, i.e., they controlled the VE with their real-
time physiological activity. In contrast, the term Sham (SHA) group will
refer to participants who tried the system with sham biofeedback, i.e.,
changes in the VE were controlled by physiological data recordings from

a previous user, randomly selected from the BIO group.

421 Hypotheses

We formulated the following hypotheses:

H1. The VR experience relaxes users because the designed VE represents
a natural scenario, and exposure to natural environments, both
real [177,/178] and virtual [172}/179,[180], can reduce stress and

anxiety.

H2. Biofeedback enhances the relaxation effect of the VR experience
because participants in the BIO group receive real-time feedback
on their physiological activity and this can help them in changing
it, potentially achieving greater relaxation compared to users of
the SHA group, which do not receive real feedback about their

performance.

H3. Biofeedback increases sense of presence in the VE because alter-
ations of the VE through physiological changes in biofeedback may
increase attractiveness of feedback [30] and we posit that this could
positively influence sense of presence perceived by users. While
immersive VR is known for its ability to induce a high sense of
presence [181-183], little is known about if biofeedback influences
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sense of presence. In [32] an immersive VR system with biofeed-
back achieved a greater sense of presence than immersive and
non-immersive VR versions of the same system without biofeed-
back, but the difference was not statistically significant. Moreover,
no study of sense of presence in biofeedback systems has considered
a placebo (sham biofeedback) condition.

4.2.2 Participants

The study involved a sample of 35 participants (26 males, 9 females),
who were volunteers that received no compensation and were recruited
through direct contact, email, and the social channels of our university.
Their age ranged from 19 to 48 (M=26.60, SD=7.23), and they were un-
dergraduate students from different faculties or university employees.
We asked participants if they were regular VR headset users: only two
participants reported regular usage (several hundred hours of use). All
other participants reported instead between 0 to 80 hours of use. Finally,
we asked participants to complete the 20-item STAI-S questionnaire [163]]
to assess their current transient state of anxiety (M=32.31, SD=5.42) and
the 20-item STAI-T questionnaire [163] to assess their relatively stable
personality trait related to anxiety (M=40.66, SD=9.38). Participants were
assigned to two groups so that:

1. Each group had a similar number of participants (BIO: n=18; SHA:
n=17).

2. The two groups were similar in terms of gender (BIO: 14M, 4F; SHA:
12M, 5F), age, regular use of VR HMDs (BIO: 1 “yes”, 17 “no”; SHA:
1 “yes”, 16 “no”), state anxiety, and trait anxiety scores (Table .

3. Each of the two participants who were regular VR HMDs users was

assigned to a different group.

We confirmed the lack of significant differences between the two groups
through a Pearson Chi-square test on gender, and an unrelated t-test for
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age, hours of VR HMDs usage, state and trait anxiety scores. The analysis
excluded four participants due to VR HMD shutdown (n=1), artifacts in
the recorded data caused by participant’s cough (n=1), and unannounced
fire alarm tests in the university building during two sessions (n=2). As a
result, the analysis was conducted on 31 participants (BIO: n=16; SHA:
n=15).

Table 4.3: Means and standard deviations of gender, age, non-regular VR HMD users, state
anxiety, and trait anxiety in BIO and SHA groups.

Measure BIO M(SD) SHA M(SD)
Age 26.50 (7.14) 26.71 (7.54)
Non-regular use | 3.06 (7.37) 5.63 (19.88)
of VR HMDs

State anxiety 32.72 (6.27) 31.88 (4.51)
Trait anxiety 40.39 (9.87) 40.94 (9.13)

4.2.3 Measures

All questionnaires listed in the following were administered to partici-
pants through the PsyToolkit tool [161}162].

Anxiety

To measure the possible relaxation effects given by the VR experience,
we administered the STAI-S questionnaire [[163], described previously in
Section before and after the use of the system.

Sense of presence

To measure sense of presence, we administered the Igroup Presence
Questionnaire (IPQ) that asks participants to rate 14 items on a 7-point
Likert scale, ranging from 0 to 6 [184]. The questionnaire includes a
general item related to the sense of “being there”, and three subscales for
the independent dimensions of “spatial presence” (5 items), “involvement”
(4 items), and “experienced realism” (4 items).
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Perceived biofeedback quality and ease of tasks

After the VR experience, we employed a customized biofeedback ques-
tionnaire where participants rated eight items on a 7-point Likert-type
scale (1="not at all”, 7="a lot”) to assess perceived biofeedback quality
(the first six items in Table and the ease of performing the relaxation
tasks of clearing the fog and making the night fall (the two last items
in Table [4.4). Participants’ ratings of the first six items were averaged to
form a reliable scale of perceived biofeedback quality (Cronbach’s a#=0.76).
Participants’ rating of the last two items were averaged to form a reliable
scale of ease of performing the relaxation tasks (Cronbach’s #=0.60).

Table 4.4: Biofeedback questionnaire items. The questionnaire was filled out in Italian, all
items have been translated here into English for reader’s convenience.

1 During the experience, I had the impression that I was controlling the wind with
my breathing.

2 During the experience, I had the impression that the leaves of trees and bushes
moved according to my breathing.

3 | During the experience, I had the impression that the movement of the windmill
blades followed my breathing.

4 | During the experience, I had the impression that the flashing of fireflies was
slower when I was more relaxed.

5 | During the phase of the experience in which I had the task of clearing the fog, I
had the impression that the fog cleared if I breathed slowly and deeply.

6 During the phase of the experience in which I had the task of making night fall,
I'had the impression that night fell when I relaxed.

7 | During the phase of the experience in which I had the task of clearing the fog, I
found it easy to maintain slow, deep breathing.

8 During the phase of the experience in which I had the task of making night fall,
I found it easy to relax.

Experienced emotions

The Positive and Negative Affect Schedule (PANAS) contains two scales,
each comprising 10 items that measure the presence of positive (PANAS-
PA) and negative emotions (PANAS-NA) [185]. For each of seven specific
moments of the VR experience they had tried, we asked participants to
rate, on a 5-point Likert-type scale (1="very little or not at all”, 5="a lot”),
to what extent each PANAS item described how they felt. A different
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screenshot was shown for a specific moment to help users recall it: be-
ginning of the experience in the Crystals Archipelago, brightening of the
crystals, task of clearing the fog, jamming of the windmill, appearance of
fireflies, task of making night fall, final departure of the fireflies. We used
the difference between the PANAS-PA score and the PANAS-NA score
during the two relaxation tasks of clearing the fog (Task1, hereinafter) and
making the night fall (Task2, hereinafter) to assess whether the experience

primarily elicited positive emotions.

Interview

As a last step, each participant was interviewed. In the first part of
the interview, the experimenter showed participants a grid of images
containing all the screenshots used with the PANAS questionnaire and
invited them to provide any comment they wished to make about the
events depicted (“These are the images you saw in the questionnaire.
Is there anything you would like to say about the events depicted?”).
The second part of the interview focused on exploring the strengths and

weaknesses of the experience, following the sequence shown in Figure [4.2}

Objective measures

The analysis of physiological data focused on Task1 and Task2. We used
the Ledalab SC analysis software [186] to divide SC data into the tonic
and phasic components, corresponding to skin conductance level (SCL)
and skin conductance response (SCR), respectively. We then applied a
Butterworth low-pass filter from the NeuroKit [187] Python library to
remove any artifacts. As suggested by [188]], we calculated the mean
value of SCL and the number of spikes per minute of SCR, considering
an amplitude greater than 0.05 uS. Additionally, we used NeuroKit to
compute respiratory rate (RR) from the recorded girth sensor data. As
mentioned in Section the system record physiological data through
a Thought Technology ProComp Infiniti encoder using an external appli-
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{ What did you enjoy about the experience? }

{ What did you dislike about the experience? J

[ Did you experience any kind of discomfort? ]

Yes No
4[ Would you use this virtual experience to relax? ]7
When would you use it? Why wouldn't you use it?

[ Do you have any suggestions for improving @ No If you could change something, would ]

the VE and the overall experience? you use the virtual experience?

Yes

What would you change?

improving the VE and the overall

Do you have other suggestions for
experience?

Figure 4.2: Flow diagram of the second part of the interview. The interview was conducted
in Italian, all sentences have been translated here into English for reader’s convenience.

cation that acquires the data in real-time with a sampling rage of 10 Hz.
Since a sampling rate of 500 Hz is recommended, and lower sampling
rates can cause inaccuracy of HRV analysis [189], we also recorded cardiac
activity at 500 Hz using a blood volume pulse finger clip sensor placed
on the distal phalanx of the index finger of the left hand and connected
to a BioSignalsPlux encoder. To compute HRV for analysis, we used
the OpenSignals software. In particular, we derived the following three
highly correlated measures [190]:

1. The square root of the mean squared difference of successive NN
intervals (RMSSD).
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2. The number of interval differences of successive NN intervals
greater than 50 ms (NN50).

3. The proportion derived by dividing NN50 by the total number of
NN intervals (pNN50).

4.2.4 Procedure

Written consent for participation in the study was obtained from par-
ticipants and the evaluation of the system was approved by the Insti-
tutional Review Board of the University of Udine. The experimenter
verbally briefed participants about the anonymity of the collected data
and informed them that the VR experience involved using a HMD and
physiological sensors. Then, participants sat on a swivel chair and filled
the demographic, STAIL-S, and STAI-T questionnaires. Participants were
balanced in the BIO and SHA groups as described in Section [£.2.2}

Figure 4.3: Virtual living room where baseline of participants’ physiological activity was
recorded for three minutes.
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The experimenter applied physiological sensors to participants, helped
them wear an Oculus Quest 2 HMD, and gave them one Quest Touch
controller to hold with their right hand.

Participants were asked to choose a comfortable position. Then, they
were immersed in a neutral VE representing a living room (Figure [4.3),
while the baseline of physiological activity was recorded for three minutes.
Afterwards, they tried the Crystals Archipelago experience that lasted 11
minutes.

After the experience, the experimenter helped participants remove the
VR HMD and physiological sensors and asked them to fill the following
questionnaires: STAI-S, IPQ, biofeedback questionnaire, and PANAS.
Finally, they were interviewed and thanked for their participation.

4.2.5 Results

All the analyses were conducted using SPSS version 28.0.1.0. Table
reports means and standard deviation of all self-reported measures for

each group.

Table 4.5: Mean and standard deviation of all self-reported measures for each group.

Measure BIO M(SD) SHA M(SD)
STAI-S before VR experience 32.31 (6.54) 31.93 (4.15)
STAI-S after VR experience 24.75 (3.57) 28.53 (5.71)
Sense of presence

IPQ total 4.16 (0.66) 3.58 (0.80)
Being there 5.31 (0.87) 4.60 (1.24)
Spatial presence 4.86 (0.77) 4.15 (1.33)
Involvement 4.75 (1.07) 4.38 (1.17)
Experienced realism 2.39 (1.18) 1.82 (0.89)
Biofeedback questionnaire

Perceived biofeedback quality 5.57 (0.80) 4.22 (1.15)
Ease of performing the relaxation tasks 4.84 (1.15) 4.93 (1.05)
PANAS

Difference between PANAS-PA and PANAS- 17.31 (9.44) 9.73 (7.94)
NA in Taskl

Difference between PANAS-PA and PANAS- 16.50 (12.19) 13.80 (9.32)
NA in Task2
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Table 4.6 reports mean and standard deviation of all objective mea-
sures collected during baseline, and during the execution of the two
relaxation tasks.

Table 4.6: Mean and standard deviation of all objective measures for baseline, Task1, Task2.

Measure Baseline M(SD) Task1l M(SD) Task2 M(SD)
RR 16.92 (2.75) 7.41 (2.04) 11.64 (4.36)
SCL 8.35 (5.00) 8.06 (5.70) 7.50 (5.66)
SCR 3.30 (1.14) 2.00 (0.59) 1.81 (0.67)
RMSSD 39.03 (15.73) 48.94 (25.84) 43.71 (20.12)
NN50 42.10 (27.20) 50.06 (33.19) 40.61 (29.01)
pNN50 0.19 (0.13) 0.22 (0.15) 0.18 (0.13)
Anxiety

STAI-S scores were submitted to a 2 X 2 mixed design ANOVA, after
checking its assumptions were met, in which group served as the between-

36

32 NG

30

Before VR experience After VR experience

—BIO SHA

Figure 4.4: Group by time of measurement interaction in STAI-S scores. Capped vertical
bars indicate &= SE. The *, *** signs indicate statistically significant differences with p-values
respectively < 0.05, < 0.001.
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subject variable, and time of measurement (before and after the VR
experience) served as the within-subject variable. Statistically significant
results revealed a main effect of time of measurement, F(1,29) = 31.46,
p < 0.001, 77;2, = 0.52, and a group by time of measurement interaction,
F(1.29) = 454, p < 0.05, 7 = 0.14, as illustrated in Figure

As suggested in [165], we analyzed each simple effect using Bonferroni
correction, considering the effects of time of measurement separately for
each group and the effects of group separately at each time of measure-
ment. STAL-S results showed a significant decrease in scores after the
experience in both groups (BIO: p < 0.001; SHA: p < 0.05), and a signif-
icant difference in scores between the two groups after the experience
(p < 0.05).

Objective measures

Kolmogorov-Smirnov normality test was performed on RR, SCL, SCR,
RMSSD, NN50 and pNN50 data collected during baseline, Task1, and
Task2. Since in some cases RMSSD was not normally distributed, that
data were subjected to a log;, transformation, as indicated in [165}[191].
Physiological data collected during Taskl and Task2 were submitted
to two distinct 2 x 2 mixed design ANOVA in which group served as
the between-subject variable, and time of measurement (baseline and
relaxation task) served as the within-subject variable.

In Taskl, statistically significant results revealed a main effect of time of
measurement on:

* RR: F(1,29) = 240.07, p < 0.001, 17 = 0.89, Figure [t.5 (a).
* SCR: F(1,29) = 59.77, p < 0.001, 113 = 0.67, Figure 4.5/ (b).
* NN50: F(1,29) = 4.67, p < 0.05, 73 = 0.14, Figure 1.5 (c).
e RMSSD: F(1,29) = 9.14, p < 0.01, 53 = 0.24, Figure [4.5/(d).

In Task?2, statistically significant results revealed a main effect of time of

measurement on:
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* RR: F(1,29) = 53.44,p < 0.001, 3 = 0.65, Figure[4.6|(a).
* SCR: F(1,29) = 46.60, p < 0.001, 73 = 0.62, Figure [4.6| (b).
* SCL: F(1,29) = 449, p < 0.05, 73 = 0.13, Figure [4.6] (c).

* RMSSD: F(1,29) = 4.29, p < 0.05, 73 = 0.13, Figure[4.6] (d).
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Figure 4.5: Group by time of measurement in objective measures with statistically significant
results in Taskl. Capped vertical bars indicate = SE. The *, **, and *** signs indicate
statistically significant differences with p-values respectively < 0.05, < 0.01, and < 0.001. (a)
RR (a); (b) SCR; (c) NN50; (d) RMSSD.
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Moreover, a group by time of measurement interaction was found for
RMSSD, F(1,29) = 4,43, p < 0.05, 11% = 0.13. The analysis of simple
effects with Bonferroni correction revealed a significant difference be-
tween baseline and Task2 but only in the BIO group (p < 0.01) while no
statistically significant differences were found between groups (Figure

(£)-
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Figure 4.6: Group by time of measurement in objective measures with statistically significant
results in Task2. Capped vertical bars indicate & SE. The *, **, and *** signs indicate
statistically significant differences with p-values respectively < 0.05, < 0.01, and < 0.001. (a)
RR; (b) SCR; (c) SCL; (d) RMSSD; the ** sign on the BIO group line indicates a significant
difference between baseline and Task2.
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Sense of presence

An unrelated t-test was used to compare sense of presence in the two
groups (Figure £.7). The BIO group had higher IPQ total values than
the SHA group. The difference between means was significant in the
total IPQ score, £(29) = 2.2, p < 0.05, two-tailed, Cohen’s d = 0.79. No
statistically significant differences were found for the subscales.

6

+

0

Being there

Spatial presence

Involvement

Experienced realism

IPQ Total

[mBio

5.31

4.86

4.75

2.39

4.16

4.15

4.38

1.82

3.58

|DsHA 460

Figure 4.7: Means of sense of presence. Capped vertical bars indicate £ SE. The * sign
indicates statistically significant difference with p-value < 0.05.

Perceived biofeedback quality and ease of tasks

A Shapiro-Wilk normality test on the two scales of the biofeedback ques-
tionnaire data indicated that data followed a Gaussian distribution. An
unrelated t-test performed on the scale “perceived biofeedback quality”
and the scale “ease of performing the relaxation tasks” revealed that the
BIO group perceived a higher biofeedback quality than the SHA group,
t(29) = 0.21, p < 0.001, two-tailed, Cohen’s d = 1.37 (Figure [£.8). No
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Figure 4.8: Means of scores of the biofeedback questionnaire. Capped vertical bars indicate
+ SE.

statistically significant differences were found between the groups on the

ease of performing the relaxation tasks.

Experienced emotions

The mean scores of PANAS-PA felt by participants during the seven
specific moments of the VR experience were higher than the mean scores
of PANAS-NA. Negative emotions were generally higher in the SHA
group than in the BIO group. All specific moments but one were shown
to all participants during the experience: the exception is the windmill
jamming that could occur from the second phase until the end of the
fourth phase only if the recording of physiological activity indicated fast
and shallow breathing (BIO: n=7; SHA: n=4).

An unrelated t-test on the difference between PANAS-PA and PANAS-
NA during the two tasks of relaxation revealed that in Taskl the BIO
group and the SHA group were significantly different, #(29) = 2.41,
p < 0.05, two-tailed, Cohen’s d = 0.87 (Figure . No statistically
significant differences were found for Task2.
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Figure 4.9: Difference between PANAS-PA and PANAS-NA in Taskl. Capped vertical bars
indicate + SE. The * sign indicates statistically significant difference with p-value < 0.05.

Interview

During the first part of the interview, seven participants stated that they
particularly enjoyed the fireflies. Three of them reported they felt sad to
see the fireflies fly away at the end of the experience. One participant in
the BIO group reported experiencing frustration and insecurity while per-
forming the two relaxation tasks: although he thought he was following
instructions well, he felt that the VE was not changing as he expected and
had the impression that the VE was reflecting his own insecurity.

In the second part of the interview, participants expressed appreciation
for the following aspects of the experience: scenery (BIO: n=12; SHA:
n=12), the two relaxation tasks (BIO: n=8; SHA: n=5), colors (BIO: n=1;
SHA: n=5), fireflies (SHA: n=4), storytelling (BIO: n=1; SHA: n=2) and
virtual hand (BIO: n=2).

The aspects of the experience that participants did not appreciate were
instead: a feeling of not controlling the environment (SHA: n=4), a lack
of interactivity (SHA: n=3), low realism of the VE (BIO: n=2; SHA: n=1),
the slow pace of Task1 (BIO: n=3; SHA: n=1) or of the whole experience
(BIO: n=1; SHA: n=1), limited use of the hand controller (BIO: n=1), and
having only one hand in the VE instead of a full embodiment (BIO: n=1;
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SHA: n=1). Some participants experienced discomfort when trying slow,
deep diaphragmatic breathing because they found it difficult (BIO: n=1)
or because they did not understand whether they were performing it well
(BIO: n=1; SHA: n=3).

Twenty-six participants would use the VR experience as a tool to relax
(BIO: n=15; SHA: n=11). In particular, some of them would use it in
the evening (BIO: n=8; SHA: n=7), to calm down and not think about
problems (BIO: n=1; SHA: n=3), or before an exam or a deadline (BIO:
n=1; SHA: n=1). Three participants said they would not use it (BIO: n=1;
SHA: n=2), while two participants of the SHA group would use it only
after some changes that is a faster experience (n=1) or a multiplayer mode
(n=1).

The most frequently mentioned suggestions for improvement were
the following: allow moving around the VE (BIO: n=1; SHA: n=2), add
more interactions (SHA: n=3), decrease the duration of the experience
(SHA: n=2), and change the appearance of the bush (BIO: n=1; SHA: n=1).

4.2.6 Discussion

Results have confirmed our hypothesis that the VR experience relaxes
users (H1). The analysis of the STAI-S scores revealed that participants
significantly enhanced their level of relaxation after the VR experience.
This is aligned with the results on [178}]192], where spending time in
nature had positive effects on stress levels. Similarly, [193}(194] found
that natural VEs induced relaxation and restore attentional resources.
The presence of “clouds, sunsets, and leaves moving in a breeze” in the
VR experience may have contributed to participants’ relaxation. Indeed,
according to [192], such natural elements can stimulate fascination in
individuals, thus improving the effectiveness of restorative experiences.
The significantly improved level of relaxation in participants after the
VR experience was also found in results obtained on objective measures:
RR and SCR significantly decreased, and RMSSD and NNb50 signifi-
cantly increased during Taskl, while RR, SCR, and SCL significantly
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decreased, and RMSSD significantly increased during Task2. These re-
sults obtained on breathing, cardiac, and electrodermal parameters are
in line with those found in previous studies, where the exposure to VR
systems with biofeedback for relaxation training significantly increased
HRYV parameters [24,30] or significantly decreased in HR [30}99]. Since
diaphragmatic breathing stimulates relaxation [195,196]], diaphragmatic
breathing taught to participants during Taskl may have enhanced the
overall level of relaxation achieved by them. Previous studies also showed
that diaphragmatic breathing improves mood [15], reducing stress and
anxiety levels [15/16,/196]. In our study, STAI-S scores highlighted a sig-
nificant reduction in anxiety levels after the VR experience. This is in line
with results found in previous studies on VR systems with biofeedback
for relaxation training [24,27,99,116]], where the comparison of partici-
pants’ self-reported state anxiety before and after exposure to the system
resulted in a significant decrease in self-reported state anxiety. Finally,
since in the final interview participants reported that they would use the
system to relax (n=26), we can conclude that they perceived the relaxation
effect induced by the VR experience, and this motivated their willingness
to use the system again.

Results have confirmed our hypothesis that biofeedback enhances the
relaxation effect of the VR experience (H2). More precisely, the analysis
of the STAI-S scores revealed that the BIO group achieved a significantly
higher level of relaxation than the SHA group after the VR experience.
Moreover, the analysis of the objective measures found that RMSSD signif-
icantly increased in the BIO group but not in the SHA group during Task2.
When evaluating biofeedback systems for relaxation training, comparing
real biofeedback with a placebo condition is necessary to determine the
role actually played by biofeedback. However, in the literature, only two
previous studies have evaluated a VR system with biofeedback for relax-
ation training by comparing it with a sham biofeedback [103}[106]. One
of the studies used non-immersive VR and focused on comparing two
algorithms for stress detection, only one of which performed significantly
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better than sham biofeedback [103]. The study did not analyze relax-
ation effects and performed statistical analysis only on a questionnaire
that assessed the biofeedback quality perceived by participants. In our
study, the biofeedback quality perceived by participants was positively
influenced by real biofeedback. This finding can be attributed to the
selection of the visual and auditory feedback used in the VR experience.
Such feedback facilitated participants in the BIO group to perceive the
effects on their physiological activity in the VE, which is important for
reinforcement learning [197]]. Ease of performing the relaxation tasks was
instead perceived similarly by both groups, which achieved relatively high
values. The second study that considered a placebo condition focused on
relaxation [106]], and concluded that sham biofeedback was better than
real biofeedback, resulting in a lower HR. The disparity between this
finding and ours could be explained by the extreme differences between
their system and our system. In [106], the system consisted of an empty
immersive VE that only displayed a cloud whose movements towards
and away from the user corresponded to the user’s breathing, whereas
in the placebo condition, the cloud moved back and forth every three
seconds. In contrast, as illustrated in detail in Section our system
is a much more complex, natural VE where rich biofeedback influences
different elements of the VE through various mechanisms and using
multiple physiological parameters. While simple forms of biofeedback
stimuli may carry the risk of becoming monotonous [198}199], this risk
can be reduced by feedback displayed in various changes to a natural VE,
which could improve motivation and reduce distractions [30]. Moreover,
proceeding through the various steps of the narrative that our system
provides could keep user’s curiosity and attention alive, and also be
rewarding. In particular, our system associated Taskl and Task2 with
two different rewards: achieving a clear sky and a beautiful nighttime
setting, respectively. Overall, the VR experience elicited positive emotions
in participants, as shown by the PANAS results. Although the windmill

jamming was an element of the experience designed as negative feedback,
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the PANAS results found that seeing the windmill jamming during the
VR experience (n=11) made participants feel mostly attentive and alert.
This finding is in line with the operant conditioning paradigm [108]]: to
prevent the occurrence of the aversive feedback (the windmill jamming),
participants might have improved their concentration to better perform
the recommended behavior (slow breathing in this case). The difference
between PANAS-PA and PANAS-NA experienced during Taskl was sig-
nificantly greater for the BIO group than the SHA group. Since breathing
can be consciously controlled and was used to perform the task of clearing
the fog, participants in the SHA group were likely less helped because
they could not see stimuli in the VE that fully corresponded to their real
breathing activity. This may have provoked greater negative emotions
and fewer positive emotions compared to the BIO group. Indeed, the final
interview highlighted that sham biofeedback decreased the degree of sat-
isfaction with the VR experience because all participants who expressed
dissatisfaction with poor interaction with the VR environment (n=3) or
felt unable to control the VR environment (n=4) belonged to the SHA
group. Additionally, the two participants who would have preferred a
shorter duration of the experience also belonged to the SHA group. This
supports the possibility that the SHA group experienced more feelings of
boredom than the BIO group, and this difference is due to the absence
of real biofeedback that allows for greater motivation and focus during
the VR experience [26]. In addition, three out of four participants who
said they had difficulty understanding if they were performing the task
correctly belonged to the SHA group. This is consistent with the role of
biofeedback in helping participants improve their sense of control over
the VR environment and their physiological parameters.

Results have confirmed our hypothesis that biofeedback increases
sense of presence in the VR experience (H3). We found a statistically sig-
nificant result regarding sense of presence, where the IPQ total score was
higher with real biofeedback than with sham biofeedback. In both groups,
sense of presence scores were high (between 4 and 6 in a 0 to 6 scale) for



150 4.2. Study 1: real vs. sham biofeedback

the sense of being there as well as for spatial presence and involvement
subscales. Only realism scores were low in the two conditions, but this
was expected, given the design choice to use stylized fantasy graphics.
The present study extends previous results on biofeedback and presence
by considering an immersive VR placebo condition. A previous study
found that an immersive VR system with biofeedback obtained higher
sense of presence than the same system without biofeedback in both
immersive and desktop VR, but the difference in sense of presence felt
by participants with the three versions of the system was not statistically
significant [32]]. In our study, the higher sense of presence felt by the BIO
group than the SHA group may have also influenced the result obtained
with the PANAS, where the difference between PANAS-PA and PANAS-
NA experienced was significantly higher in the BIO group than the SHA
group. Since the BIO group experienced a greater sense of presence, and
affective state can be influenced by presence [200], this may have led to a
greater emotional impact on the BIO group than the SHA group.

In summary, our study showed that the VR experience improved
the level of relaxation in both groups. Specifically, real biofeedback
produced better results than sham biofeedback in terms of both relaxation
and sense of presence. These results highlight the importance of the
role that biofeedback can play in VR systems for relaxation training to
increase sense of presence felt by users and to achieve higher levels of
relaxation than those that would be obtained using the same system
without biofeedback.

However, it should be noted that our study was not focused on
identify which specific aspect of the VR experience had the greatest impact
on our outcomes. Further research should investigate the individual
contributions of the visual and auditory elements of the VR experience,
the two relaxation tasks, and the role of storytelling, to better understand
how each of these aspects influenced the relaxation effects experienced
by participants.

Furthermore, our study did not assess the duration of the relaxation
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effect after the VR experience and did not explore its potential longi-
tudinal effects. A previous study has shown that users can improve
their diaphragmatic breathing over time, thereby achieving deeper relax-
ation [26]. Additionally, Bossenbroek et al. [115] found that the use of
the VR system with biofeedback described in [27] induced relaxation in a
clinical sample that persisted for approximately two hours. Future studies
should therefore extend our single-session VR experience to a study with
multiple training sessions to investigate the duration of relaxation effects

and other possible long-term effects.

4.3 Study 2: desktop vs. immersive VR

After having assessed with the study described in Section [4.2] that the
system relaxes and biofeedback enhances the level of relaxation, we want
to compare our system in immersive versus desktop VR. In this study, we
evaluated a sample of healthy individuals who experienced our system
with biofeedback in desktop VR. We then compared the results of this
study with those collected in the previous study by the BIO group who
tested the system with biofeedback in immersive VR. From now on, we
will use the term DSK group to refer to the group of participants who
tried the system in desktop VR, and the term IMM group to refer to the
group of participants who tried the system in immersive VR.

4.3.1 Hypotheses

We formulated the following hypotheses:

H1. The desktop version of the VR experience relaxes users because
the previous study, as described in Section showed that the
natural scenery of the designed VE relaxes users when experienced
in immersive VR. Furthermore, previous studies have shown that
videos featuring natural settings experienced through desktop mon-

itors can have a significant effect on users’ relaxation by improving



152

4.3. Study 2: desktop vs. immersive VR

H2.

H3.

H4.

their mood [201], increasing positive emotions [202], and reducing
stress [203]]. Thus, we expect the VR experience relax users also
when tried in desktop VR. As shown in Table four desktop VR
systems in the literature use biofeedback mechanisms, but studies
conducted on these systems have not analyzed the effects of relax-
ation [1035105]. Only in [101] the HRV of participants was analyzed,
with the RMSSD indicating an improvement in relaxation levels
during system usage (see Table [1.4).

The immersive version of the VR experience increases sense of
presence in the VE because immersive VR systems induce a greater
sense of presence than desktop VR [181}/183]].

As the sense of presence increases, the level of relaxation increases
because in VRE systems designed to induce anxiety in users, the
sense of presence is positively correlated with perceived anxiety
[204]. Therefore, in our system for relaxation training, a higher
sense of presence should correspond to a higher level of relaxation.

Immersive VR relaxes more than desktop VR because the greater
sense of presence perceived in immersive VR leads to achieve higher
levels of relaxation than in desktop VR. The heightened sense of
presence perceived in immersive VR should make the participants
feel engaged, enabling them to be more focused on Taskl and Task2,
and this can improve their relaxation. In [32], a VR system with
biofeedback in immersive VR achieved greater relaxation levels than
the same system without biofeedback in desktop VR. Nevertheless,
no study has yet explored the variations in relaxation achieved
through a VR system with biofeedback when comparing the same
system in both desktop VR and immersive VR.
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4.3.2 Participants

The study involved a sample of 16 participants (10 males, 6 females),
who were volunteers that received no compensation and were recruited
through direct contact. They were undergraduate students from different
faculties or workers who were former university students. Their age
ranged from 22 to 29 (M=26.19, SD=2.37).

We asked participants if they regularly played first-person video
games: five participants answered positively, declaring an average of 2.75
hours of gaming per week (SD=2.31). All other participants reported
playing first-person video games for an average of 1.96 hours of gaming
per week (SD=0.93).

All 16 participants were assigned to the DSK group. We compared
the results obtained by the DSK group with those obtained by the IMM
group, previously identified as the BIO group in Section

We confirmed the lack of significant differences between the DSK
and IMM groups through a Pearson Chi-square test on gender and an
unrelated f-test for age, state anxiety scores, and trait anxiety scores

(Table [4.7).

Table 4.7: Means and standard deviations of age, state anxiety, and trait anxiety in the DSK
and IMM groups.

Measure DSK M(SD) IMM M(SD)
Age 26.19 (2.37) 26.44 (7.59)
State anxiety 33.13 (9.37) 32.31 (6.54)
Trait anxiety 39.81 (8.44) 39.56 (10.09)

4.3.3 Measures

In this study we employed the same subjective and objective measures
used in the previous study, as described in Section Questionnaires
STAI-S, IPQ, biofeedback questionnaire, and PANAS were administered
to participants through the PsyToolkit tool [161,162].
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Desktop VR system with biofeedback

The VR experience in desktop VR is identical to the original experience
in immersive VR except for two aspects. First, the user sees the VR
experience through a 17-inches desktop monitor and moves his/her view
using a mouse. The user can perform a 360° horizontal rotation and
a 45° vertical rotation upward and downward to reproduce the same
movements that he/she could perform with an HMD. Second, since in
desktop VR the user does not have a controller, during the third phase of
the VR experience the user can interact with the bush by pressing a button
that shows up in that specific phase (Figure (a)). Once pressed the
button, it disappears, and a virtual hand, identical to the one employed
in immersive VR, appears and touches the bush, thus fireflies come out of
it and slowly fly near the user (Figure (b)). If the user does not press
the button within 20 seconds, the virtual hand automatically appears,
touches the bush, releasing fireflies to allow the user to move on to the

next phase.

Y -
Tocca il cespuglio

Figure 4.10: Third phase of the VR experience in desktop VR. (a) The button appears,
inviting the user to press it; (b) the virtual hand touches the bush and fireflies come out
from it.
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4.3.4 Procedure

Written consent for participation in the study was obtained from partici-
pants and the evaluation of the system was approved by the Institutional
Review Board of the University of Udine. The experimenter verbally
briefed participants about the anonymity of the collected data and in-
formed them that the VR experience involved using a desktop monitor
and physiological sensors. Then, participants sat on a chair and filled
the demographic, STAI-S, and STAI-T questionnaires. The experimenter
applied physiological sensors to participants, and provided them with a
mouse to use with their right hand (all participants were right-handed)
to control the viewpoint within the VE. Participants were asked to choose
a comfortable position. Then, they watched the same virtual living room
used in the study described in Section using a 17-inches desktop
monitor positioned in front of them. The baseline of their physiologi-
cal activity was recorded for three minutes. Afterwards, they tried the
Crystals Archipelago experience that lasted 11 minutes.

After the experience, the experimenter helped participants remove the
physiological sensors and asked them to fill the following questionnaires:
STAI-S, IPQ), biofeedback questionnaire, and PANAS. Finally, they were
interviewed and thanked for their participation.

4.3.5 Results

All the analyses were conducted using SPSS version 29.0.0.0. Table
reports means and standard deviations of all self-reported measures
for each group. Table 4.9 reports means and standard deviations of all
objective measures collected during baseline, and during the execution of

the two relaxation tasks.

Anxiety

STAI-S scores were submitted to a 2 x 2 mixed design ANOVA, after
checking its assumptions were met, in which group (IMM and DSK)
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Table 4.8: Means and standard deviations of all self-reported measures for each group.

Measure DSK M(SD) IMM M(SD)
STAI-S before VR experience 33.13 (9.37) 32.31 (6.54)
STAI-S after VR experience 29.13 (5.21) 24.75 (3.57)
Sense of presence

IPQ total 3.07 (1.12) 4.16 (0.66)
Being there 3.69 (1.58) 5.31 (0.87)
Spatial presence 3.64 (1.39) 4.86 (0.77)
Involvement 3.52 (1.20) 4.75 (1.07)
Experienced realism 1.77 (1.22) 2.39 (1.18)
Biofeedback questionnaire

Perceived biofeedback quality 5.41 (1.22) 5.57 (0.80)
Ease of performing the relaxation tasks 4.84 (1.14) 4.84 (1.15)
PANAS

Difference between PANAS-PA and 10.85 (6.27) 15.69 (6.54)
PANAS-NA

Table 4.9: Mean and standard deviation of all objective measures for baseline, Task1, Task2.

Measure Baseline M(SD) Task1l M(SD) Task2 M(SD)
RR 17.04 (3.11) 7.53 (2.12) 10.53 (3.53)
SCL 8.53 (4.61) 9.65 (5.62) 8.23 (5.25)
SCR 347 (L11) 2.99 (1.24) 2.18 (1.02)
RMSSD 37.28 (17.52) 52.69 (27.83) 43.38 (21.96)
NN50 38.53 (29.04) 50.69 (31.79) 37.16 (30.26)
PNN50 0.18 (0.16) 0.23 (0.16) 0.17 (0.14)

served as the between-subject variable, and time of measurement (before
and after the VR experience) served as the within-subject variable. Statis-

tically significant results revealed a main effect of time of measurement,

F(1,30) = 29.82, p < 0.001, 573 = 0.50, as illustrated in Figure [.11]

As suggested in [165], we analyzed each simple effect using Bonferroni
correction, considering the effects of time of measurement separately for
each group and the effects of group separately at each time of measure-
ment. STAL-S results showed a significant decrease in scores after the
experience in both groups (DSK: p < 0.05; IMM: p < 0.001), and a sig-
nificant difference in scores between the two groups after the experience

(p < 0.05).
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Figure 4.11: Means of STAI-S scores before and after the VR experience. Capped vertical
bars indicate 4= SE. The *, *** signs indicate statistically significant differences with p-values
respectively < 0.05, < 0.001.

Objective measures

Kolmogorov-Smirnov normality test was performed on RR, SCL, SCR,
RMSSD, NN50, and pNNb50 data collected during baseline, Task1, and
Task2. Since in some cases RMSSD and pNN50 were not normally dis-
tributed, that data were subjected to a log;, transformation, as indicated
in [165)191]. Physiological data collected during Task1 and Task2 were
submitted to two distinct 2 x 2 mixed design ANOVA in which group
served as the between-subject variable, and time of measurement (baseline
and relaxation task) served as the within-subject variable.

In Taskl, statistically significant results revealed a main effect of time
of measurement on:

* RR: F(1,30) = 166.44, p < 0.001, 773 = 0.85, Figure [4.12] (a).
* SCL: F(1,30) = 5.28, p < 0.05, 173 = 0.15, Figure [t.12|(b).

* RMSSD: F(1,30) = 20.71, p < 0.001, 7 = 0.41, Figure [4.12| (¢).
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e NN50: F(1,30) = 6.12. p < 0.05, 2 = 0.17, Figure(d).
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Figure 4.12: Group by time of measurement in objective measures with statistically sig-
nificant results in Task1. Capped vertical bars indicate £ SE. The * and *** signs indicate
statistically significant differences with p-values respectively < 0.05, and < 0.001. (a) RR; (b)
SCL; the * sign on the DSK group line indicates a significant difference between baseline
and Task1; (c) RMSSD; (d) NN50.

In Task2, statistically significant results revealed a main effect of time

of measurement on:
* RR: F(1,30) = 677.69, p < 0.001, 73 = 0.72, Figure [t.13(a).

* SCR: F(1,30) = 39.33, p < 0.001, 3 = 0.57, Figure [4.13] (b).
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* RMSSD: F(1,30) = 4.17, p = 0.05, 3 = 0.12, Figure [4.13|(c).
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Figure 4.13: Group by time of measurement in objective measures with statistically sig-
nificant results in Task2. Capped vertical bars indicate &= SE. The * and *** signs indicate
statistically significant differences with p-values respectively < 0.05, and < 0.001. (a) RR;
(b) SCR; the * on the DSK group line and the sign *** on the IMM group line indicate a
significant difference between baseline and Task2; (c) RMSSD.

Moreover, the following group by time of measurement interactions

were found:

* SCL: F(1,30) = 5.35, p < 0.05, 17, = 0.15. The analysis of simple
effects with Bonferroni correction revealed a significant difference
between baseline and Task 1 but only in the DSK group (p < 0.01)
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while no statistically significant differences were found between

groups (Figure |4.12).

* SCR: F(1,30) = 6.93, p < 0.05, 75 = 0.19. The analysis of sim-
ple effects with Bonferroni correction revealed a significant differ-
ence between baseline and Task 2 in both groups (IMM:p < 0.001;
DSK:p < 0.05). Moreover, in Task2 the difference between groups
was close to significance (p = 0.056) (Figure [£.13).

Sense of presence

An unrelated t-test was used to compare sense of presence in the two

groups (Figure [4.14).
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Figure 4.14: Means of sense of presence. Capped vertical bars indicate £ SE. The **, ***
signs indicate statistically significant differences with p-values respectively < 0.01, = 0.001.

The analysis revealed the following statistically significant differences
between the two groups:
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Being there: £(30) = 3.60, p = 0.001, two-tailed, Cohen’s d = 1.27.

Spatial presence: t(30) = 3.09, p < 0.01, two-tailed, Cohen’s d =
1.09.

¢ Involvement: ¢(30) = 3.07, p < 0.01, two-tailed, Cohen’s d = 1.09.

IPQ total score: £(30) = 3.35, p < 0.01, two-tailed, Cohen’s d = 1.19.

A Pearson correlation was computed to assess possible relationships
between sense of presence and the difference between STAI-S score mea-
sured before the VR experience and the STAI-S score measured after
the VR experience. The statistically significant correlations found in the
DSK group are shown in Table while no statistically significant
correlations were found in the IMM group.

Table 4.10: Statistically significant correlations between sense of presence and the difference

between STAI-S score measured before the VR experience and the STAI-S score measured
after the VR experience.

IPQ scale r n p
Being there 0.57 16 < 0.05
Spatial presence 0.65 16 < 0.01
Involvement 0.72 16 < 0.01
Experienced realism 0.72 16 < 0.01
IPQ total 0.79 16 < 0.001

Perceived biofeedback quality and ease of tasks

A Shapiro-Wilk normality test on the two scales of the biofeedback ques-
tionnaire data indicated that data followed a Gaussian distribution. An
unrelated t-test performed on the scale “perceived biofeedback quality”
and the scale “ease of performing the relaxation tasks” revealed that the
IMM group and the DSK group perceived similar biofeedback quality.
Moreover no statistically significant differences were found between the

groups on the ease of performing the relaxation tasks.
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Experienced emotions

The mean scores of PANAS-PA felt by participants during the seven
specific moments of the VR experience were higher than the mean of
scores of PANAS-NA. Positive emotions were higher in the IMM group
than in the DSK group, while negative emotions were similar in the two
groups. All specific moments but one were shown to all participants
during the experience: the exception is the windmill jamming that could
occur from the second phase until the end of the fourth phase only if the
recording of physiological activity indicated fast and shallow breathing
(IMM: n=7; DSK: n=7).

An unrelated t-test on the difference between PANAS-PA and PANAS-
NA of the sum of all seven specific moments of the VR experience revealed
that the IMM group and the DSK group were significantly different,
t(30) = 2.14, p < 0.05, two-tailed, Cohen’s d = 0.76 (Figure . No
statistically significant differences were found for the difference between
PANAS-PA and PANAS-NA during the two tasks of relaxations Task1
and Task2.
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Figure 4.15: Difference between PANAS-PA and PANAS-NA. Capped vertical bars indicate
+ SE. The * sign indicates statistically significant difference with p-value < 0.05.
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Interview

During the first part of the interview, five participants mentioned that they
relaxed. Ten participants expressed their enjoyment of various aspects
of the scenery, including light trail, crystals, movement of the leaves, sea
view, and night. Additionally, five participants particularly appreciated
the fireflies.

During the second part of the interview, participants expressed appre-
ciation for the following aspects of the experience: scenery (IMM: n=6;
DSK: n=5), relaxation tasks (IMM: n=3; DSK: n=6), synchronization with
the breath (IMM: n=5; DSK: n=3), the system’s ability to induce relaxation
(IMM: n=4; DSK: n=3) and isolate from the real world (IMM: n=2; DSK:
n=3), fireflies (DSK: n=5), windmill (IMM: n=1; DKS: n=4), voice-over
(IMM: n=1; DSK: n=3), background music (DSK: n=2), and sound of the
wind (DSK: n=2).

In contrast, the aspects of the experience that participants did not like
were: the slow pace of Task 1 (IMM: n=4, DSK: n=3) or both relaxation
tasks (IMM: n=1; DSK: n=2), the graphical style of the VE (IMM: n=1;
DSK: n=2), navigation method using the mouse (DSK: n=2), the windmill
blades (DSK: n=1), Task2 (DSK: n=1), and little interaction (IMM: n=1). In
addition, one participant stated that she felt distressed when she saw the
fireflies flying away at the end of the experience because it signified she
had to return to the real world. Some participants experienced discomfort
due to the length of the experience (IMM: n=1; DSK: n=2) because they
found it difficult to remain relaxed for the required duration, or when
trying to clear the fog (DSK: n=2).

Out of 32 participants (IMM: n=16, DSK: n=16), 26 would use the
system as a tool to relax. Specifically, some of them would use it before
bedtime (IMM: n=7; DSK: n=7), when they want to calm down (IMM:
n=2; DSK: n=5) and not think about problems (IMM: n=1; DSK: n=1),
when they are stressed (IMM: n=1; DSK: n=1) to lower their heart rate
(DSK: n=1), or after work to relieve tension (DSK: n=1). Four participants
said they would not use the system (IMM: n=1; DKS: n=3), while two
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participants of the DSK group would consider using it only after some
modification that would be to make the scenario more realistic.
Participants suggested the following improvements: changing the
appearance of the bush (IMM: n=1; DSK: n=1), allowing users to move
around the VE (IMM: n=1; DSK: n=1), adding more tasks (DSK: n=1),
and introducing a virtual animal companion that sleeps or moves around

based on the user’s level of relaxation (n=1).

4.3.6 Discussion

The results confirmed our hypothesis H1 that the VR experience relaxes
users when tried in desktop VR. Analysis of STAI-S scores revealed
that participants in the DSK group significantly improved their level of
relaxation after the VR experience. This is in line with the findings of our
previous study, discussed in Section which showed the system'’s
capability to relax participants through the representation of virtual
natural scenarios experienced through immersive VR. Previous studies
on desktop VR systems with biofeedback (see Table for details) have
not analyzed the level of relaxation achieved [103H105]. Only Sonne and
Jensen [101] reported relaxation effects based on HRV measurements. Our
current study aligns with their results, indeed we found improvement
of relaxation in participants after the VR experience also on objective
measures: RR significantly decreased, and RMSSD and NN50 significantly
increased during Task1, while RR and SCR significantly decreased, and
RMSSD significantly increased during Task2. Finally, since in the final
interview participants in the DSK group reported they would use the
system to relax, immediately (n=11) or after some modification (n=2), we
can conclude that they felt the effect of relaxation induced by the VR
experience, which motivated their intention to use the system again.
Results have confirmed our hypothesis H2 that the VR experience in
immersive VR enhances the sense of presence in the VE. We found a sta-
tistically significant difference in the general item being there, in subscales
spatial presence and involvement, and in the IPQ total score, where scores



4.3. Study 2: desktop vs. immersive VR 165

were higher with immersive VR than with desktop VR. In contrast, no
significant difference was found regarding realism, as both groups scored
low in this subscale, which was expected due to our design choice of
using stylized fantasy graphics. To the best of our knowledge, this study
is the first to compare the same system using biofeedback mechanisms in
both immersive VR and desktop VR. A previous study [32] compared a
VR system with biofeedback in immersive VR and desktop VR without
finding significant differences in the sense of presence. However, in that
study, the system in desktop VR did not include biofeedback. The higher
sense of presence experienced by the IMM group compared with the DSK
group might have also influenced the result obtained with PANAS, where
the difference between PANAS-PA and PANAS-NA scores was signifi-
cantly higher in the IMM group than in the DSK group. As explained
in the previous study (Section [4.2.5), since the IMM group experienced
a greater sense of presence, and the affective state can be influenced by
presence [200], this may have led to a greater emotional impact on the
IMM group than the DSK group.

Results have confirmed our hypotheses H3 that as the sense of pres-
ence increases, the level of relaxation increases. The results showed that
the DSK group has a strong positive correlation between the sense of
presence and the level of relaxation achieved after the VR experience.
This result indicates that the sense of presence represents a significant
factor in relaxation systems, as it contributes to enhancing the overall
relaxation effect. Conversely, the IMM group did not display correlations
between the sense of presence and the level of relaxation achieved after
the VR experience. This outcome may be attributed to the fact that in the
IMM group, the sense of presence scores were high (between 4 and 6 on a
scale of 0 to 6) for the sense of being there, as well as for the subscales of
spatial presence and involvement. As shown in the data in Table the
sense of presence in the IMM group showed minimal variability, which
limited the ability to identify significant correlations. This is in contrast
to the DSK group, where scores were moderate (between 3 and 4) except
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for experienced realism.

Results have confirmed our hypothesis H4 that immersive VR relaxes
more than desktop VR. More specifically, the analysis of the STAI-S scores
revealed that the IMM group achieved a significantly higher level of relax-
ation than the DSK group after the VR experience. Kosunen [32] showed
that the system without biofeedback in desktop VR relaxed significantly
less than the same system with biofeedback in immersive VR. Our study
extends these findings by showing that the difference in relaxation levels
between the two groups persists also when the biofeedback mechanisms
is present in both display types. The results obtained in the biofeedback
questionnaire show no differences between the two groups regarding the
perceived quality of biofeedback and the ease of the tasks. This finding
suggests that the difference in the level of relaxation achieved by the two
groups comes from the different levels of immersion of the system. The
IMM group, having experienced the system in immersive VR, achieved
higher levels of sense of presence, which in turn, significantly contributed
to the enhancement of the effect of relaxation.

In summary, this study showed that the VR experience improved the
level of relaxation in both groups. Specifically, immersive VR produced
better results than desktop VR in terms of relaxation and sense of presence.
These findings suggest that a higher level of immersion contributes to
a better user experience. Future research on relaxation systems should
prefer the use of HMD, as they have the potential to enhance the relaxation
effects of the system.

It is important to note that all participants in the DSK group were
exclusively recruited through direct contact, in contrast to participants
in the IMM group who were recruited through direct contact, email and
social channels of our university. This recruitment strategy was adopted
to ensure the inclusion of individuals with characteristics balanced with
those of the IMM group participants. The difference in the recruitment
process might have affected the representativeness of the sample, as the
DSK group could be considered a convenience sample. Consequently,
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this limitation could impact the generalizability of the results.

4.4 Final discussion

Results of Study 1 and Study 2, described in Sections [4.2{and respec-
tively, confirm that the VR experience induces relaxation among users,
as supported by both subjective and objective measures. The studies
show the positive impact of biofeedback on enhancing relaxation levels,
highlighting the benefits of combining biofeedback with immersive VR.

Regarding the sense of presence, results reveal that the VR system
with biofeedback significantly enhances the overall sense of presence
compared to the VR system with sham biofeedback and that immersive
VR significantly increases the sense of presence compared to desktop VR.

In summary, the two studies show that the VR system induces re-
laxation, biofeedback plays a crucial role in improving relaxation levels,
and integrating immersive VR with biofeedback yields better results than
integrating desktop VR with biofeedback.
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Clinical trial of the therapeutic
effects of immersive VR with
biofeedback on patients with

fibromyalgia

In Chapter ] we showed that our VR system with biofeedback for re-
laxation training relaxes (Section and that the use of immersive VR
enhances relaxation effects (Section . This thesis concludes by bring-
ing such developed knowledge in a real clinical setting to assess the
effectiveness of our system as an Immersive Therapeutic system (i.e.,
the application of advanced immersive technologies, such as immersive
VR and AR, for therapeutic purposes in the medical field). Thus, we
conducted a five-session longitudinal study in which we used the sys-
tem with biofeedback in immersive VR on a sample of patients with
fibromyalgia.

In the following sections, we first present a review of the current
literature about studies on immersive and desktop VR systems for fi-
bromyalgia. Then, we provide detailed description of the clinical trial we
have carried out on patients. Results will be reported also in a paper to

submit to an international journal.
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5.1 Related work: fibromyalgia

Fibromyalgia is a chronic debilitating rheumatologic condition with un-
known etiology, characterized by chronic widespread pain, sore spots in
muscles and soft tissues, and extensive musculoskeletal pain. It is often
accompanied by a multitude of concurrent clinical symptoms and comor-
bidities that make its diagnosis difficult. This disease presents several
symptomatic manifestations that encompass physiological, psychological,
and social aspects including sleep disturbances, fatigue, muscle stiffness,
mood changes, and cognitive impairments [205,206]. In particular, anxiety
and depressive disorders are the most frequent psychiatric comorbidities
among adult patients with fibromyalgia [207]. These symptoms have a
negative impact on patients’ quality of life and lead to a reduced abil-
ity to perform everyday activities, potentially resulting in physical and
psychosocial disabilities [206].

Positive emotions can help counteract the negative impact that chronic
pain has on mood because they influence cognitive processes, well-being,
and health [208,209]. Due to biased perceptions, this syndrome has a
female predominance but unbiased studies do not support this claim
(Wolfe et al., 2018). Nevertheless, the majority of studies have been
conducted on female samples (Wolfe et al., 2018).

The most accepted intervention for fibromyalgia is a multidimen-
sional approach that includes pharmacological and nonpharmacological
treatments [210]. The latter include psychological interventions, such as
education and cognitive behavioral therapy (CBT) [211], and physical ex-
ercises [212]]. A meta-analysis study classified psychological interventions
for fibromyalgia into six categories [213]]: CBT, relaxation, educational
interventions, behavioral treatments, mindfulness-based programs, and
other treatments.

In recent years, there has been an increase in the use of VR for thera-
peutic purposes to treat psychological and physical disorders (e.g., [211,
214,215])) or to induce relaxation in patients with fibromyalgia(e.g., [102,
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211]). VR is used for both physical rehabilitation and pain management
according to the principle of distraction: these systems are able to direct
users’ attention to the VE, shifting their focus away from the real world
and reducing cognitive resources dedicated to pain processing [216]].

In the literature, immersive and desktop VR systems used for the
purpose of enhancing the quality of life of patients with fibromyalgia fall

into two categories: exergame systems and relaxation systems.

5.1.1 Exergame systems

Exergame systems, in the context of fibromyalgia, are used to engage pa-
tients in aerobic and muscle-strengthening activities, as well as to improve
their flexibility, mobility, and balance. Such systems improve their quality
of life, reducing anxiety, depression, pain, and stress responses [217].
VirtualEx-FM is a non-immersive exergame system specifically de-
signed to enhance the physical condition and functional capabilities of
patients with fibromyalgia. The system comprises three VEs that enable
participants to improve postural control, coordination, balance, aerobic
condition, mobility, and limb strengths [218]. Studies conducted on
patients with fibromyalgia who used VirtualEx-FM have shown it is an ef-
fective treatment as it has reduced pain levels and fibromyalgia symptoms,
and has enhanced the overall participants’ quality of life [218-221].
Other studies have explored the use of exergame systems for the
management of fibromyalgia, employing commercial motion-controlled
video games (MCVG) consoles, Nintendo Wii Fit Plus, or Microsoft Xbox
Kinect video games. Two separate studies used commercial MCVG games
involving a comparison of three different consumer consoles [222,223].
However, results showed that while participants found the game sessions
enjoyable and distracting from pain, there was no improvement in symp-
toms or reduction in pain. In contrast, studies using video games from
the Nintendo Wii Fit Plus [224)225] and the Microsoft Xbox Kinect [212]
have shown their potential to mitigate the impact of fibromyalgia. These
studies reported enhancements in pain threshold perceptions [224], im-
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provements in movement ability [225], and when combined with exercise
training programs, they are found to be valuable in enhancing the quality
of life of participants [212].

In addition to the non-immersive VR systems previously described,
an immersive VR system has also been evaluated in the existing litera-
ture [215]. This system presents two VEs where users had to strike balls
approaching them using their hands and feet, or had to dodge guillotines-
like obstacles. The assessment of the system showed its efficacy as an
adjunctive therapy in conjunction with exercise training programs, due to
its positive outcomes, such as the reduction of pain, alleviation of fatigue,

and enhancement in quality of life.

5.1.2 Relaxation systems

Three studies have added to the traditional CBT the use of the non-
immersive VR system Engaging Media for Mental Health Applications
(EMMA’s) World [211,214}226]. This system allows for customization
of images, sounds, and narratives to meet specific needs and offers
five naturalistic VEs designed to elicit emotional responses. Botella et
al. [211]] used EMMA'’s World to provide instructions and guidance for
slow breathing, resulting in a reduction in pain and depressive symptoms,
as well as an increase in positive emotions [211]. Other two studies
used the system to induce positive emotions and promote motivation
and self-efficacy in patients with fibromyalgia [214}226]]. Results showed
enhancements in emotional state, motivation, and self-efficacy [214], along
with improved fibromyalgia symptoms and perceived quality of life [226].

Furthermore, it is worth noting a study in the literature involving
a system that consists of two identical immersive VEs, one dedicated
to audio-guided meditation without biofeedback and the other instruct-
ing users to engage in slow, deep breathing at a rate of six bpm, with
visual biofeedback mechanisms displaying inhalations and exhalations
(for additional details regarding this system and study, see Table|1.3|and
Table [102]. However, it is important to highlight that this study
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did not exclusively target individuals with fibromyalgia but involved
a broader spectrum of patients with chronic pain disorders. Results of
the study showed a reduction in chronic pain levels in both VEs and a
significant reduction in anxiety levels within the VE without biofeedback.

5.2 Study: clinical trial on patients with fibro-
myalgia

In this study, we aim to put our immersive VR system with biofeedback
to a more complex evaluation. Unlike previous studies, our primary
objective is to achieve a more ambitious outcome: we seek to achieve
heightened relaxation that leads to a reduction in anxiety levels which, in
turn, mitigate the perception of pain.

We conducted a five-session longitudinal study in which we used
our system on a sample of patients with fibromyalgia. We compared a
treatment group (TR group, hereinafter) and a waitlist group (WL group,
hereinafter). The TR group tried the VR system with biofeedback for five
days. Conversely, the WL group remained in a waiting phase until the
conclusion of the treatment period of the TR group before trying the same
treatment. Both groups were also evaluated in a follow-up conducted 15
days after the conclusion of the treatment period.

5.2.1 Hypothesis

We hypothesized that, compared with a waitlist control group, partici-
pants in the treatment group reduce pain levels and alleviate fibromyalgia
symptoms because stress, anxiety, and depression strongly influence par-
ticipants” perceived pain [227H229]. The study described in Section
showed that the system effectively enhances relaxation levels. Therefore,
the increased relaxation achieved using the system could potentially lead
to a reduction in perceived pain levels.
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5.2.2 Participants

The study involved a sample of 24 female participants with fibromyalgia.
They were volunteers that received no compensation and were recruited
through direct contact and phone calls. Their age ranged from 21 to 54
(M=44.85, SD=7.58), and they were patients at the Rheumatology Clinic
of Santa Maria della Misericordia Hospital in Udine. They were divided
into two groups, which had an equal number of participants (TR: n=12;
WL: n=12), and were similar in gender and age (TR: M=43.87, SD=8.81;
WL: M=46.08, SD=5.84).

We confirmed the lack of significant differences in terms of age be-
tween the two groups using an unrelated t-test. Two participants (TR:
n=1; WL: n=1) experienced four instead of five sessions due to illness or
difficulties in scheduling an appointment at the clinic. Four participants,
two from each group, dropped out of the study for the following reasons:
two encountered difficulties in scheduling their presence at the clinic for
five days to try the system, one experienced fatigue in focusing on the
images observed through the HMD, one experienced excessive discomfort
due to the elastic girth placed on her abdomen. As a result, the analysis
was conducted on 20 participants (TR: n=10; WL: n=10).

5.2.3 Measures
Pain

We administered the Short-Form McGill Pain Questionnaire (SF-MPQ)
to assess patients’ pain [230]. The SF-MPQ assesses the individual’s
perceived pain using a set of 15 items, each rated on a scale from 0
“none”) to 3 (“severe”), resulting in a total score derived from the sum of

all item scores (ranging from 0 to 45). Higher total scores on this scale are
indicative of more severe pain. The questionnaire includes two subscales
for the independent dimensions of “sensory” and “affective” descriptors.
The SF-MPQ also includes the Present Pain Intensity (PPI) index
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and a Visual Analogue Scale for Pain (VAS Pain) to assess participants’
pain intensity. The PPI is recorded as a number from 1 to 5 (1="mild”,
2="discomforting”, 3="distressing”, 4="horrible”, 5="excruciating”). The
VAS Pain is a 10-centimeter long line, with “no pain at all” and “the most
intense pain” printed at its left and right ends, respectively. Participants
reported their pain severity by drawing a vertical mark on the scale.

The SF-MPQ was administered to both groups, before and after the
five-session treatment period. Moreover, participants also filled a VAS
Pain questionnaire after experiencing the third treatment session to assess
the progression of perceived pain intensity throughout the course of
the treatment. Additionally, VAS Pain was measured at 15 days post-
treatment to assess whether any improvements in pain perception were

maintained over time.

Fibromyalgia symptoms

We administered the Fibromyalgia Impact Questionnaire (FIQ) to assess
patients’ fibromyalgia symptoms [231]. The FIQ comprises ten items
(i.e., physical function, feel good, work missed, job ability, pain fatigue,
morning tiredness, stiffness, anxiety, and depression), each with a maxi-
mum score of 10. Total scores can vary from 0 to 100, and higher values
indicate a stronger influence on the patient’s quality of life. The FIQ was
administered to both groups, before and after the five-session treatment
period, and in a 15-day follow-up.

5.2.4 Procedure

The study was approved by the Institutional Review Board of the Univer-
sity of Udine. Participants provided written consent for their participa-
tion in the study. Subsequently, the experimenter verbally apprised them
about the anonymity of the collected data and informed them that the VR
experience involved using a VR HMD and physiological sensors. Then,
participants sat in a chair and filled the SE-MPQ), and FIQ questionnaires.
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Subsequently, the TR group began the treatment, which comprised five
different sessions of the VR experience in five days scheduled to be com-
pleted over a period of maximum ten days. Meanwhile, the WL group
remained in a waiting period until the completion of the treatment of the
TR group.

At each session of the treatment the experimenter applied physiologi-
cal sensors to participants, helped them wear an Oculus Quest 2 HMD,
and gave them a Quest touch controller to hold with their right hand. Par-
ticipants were asked to choose a comfortable seated position. Then, they
were immersed for three minutes in the same virtual living room used
in the study described in Section[#.2} After that, participants performed
diaphragmatic breathing training for one minute, guided by a voice-over
that provided instructions and invited them to observe the movements of
a lotus flower placed in the center of the virtual living room. This lotus
flower opened and closed its petals with each inhalation and exhalation
of participants, respectively (Figure 5.T).

Figure 5.1: Lotus flower in the diaphragmatic breathing training before the VR experience.
(a) The more the user exhales, the more the flower closes its petals; (b) The more the user
inhales, the more the flower opens its petals.

Then, participants tried the VR experience of the Crystals Archipelago,
which lasted for 11 minutes. After the VR experience, the experimenter
helped participants remove the HMD and physiological sensors. At the
end of the third session, after the VR experience, the TR group filled out
the VAS Pain questionnaire. At the end of the fifth treatment session,
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both groups filled the SE-MPQ, and FIQ questionnaires. At this point,
the WL group started the same five-session treatment, following the
same procedure followed for the TR group. Thus, participants of the
WL group also filled the VAS Pain questionnaire at the end of the third
session, and the SE-MPQ, and FIQ questionnaires after the five-session
treatment. Fifteen days after the end of treatment, participants in both
groups completed the VAS Pain and FIQ questionnaires. Our longitudinal
study is illustrated in Figure
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Figure 5.2: Design of the longitudinal study.

5.2.5 Results

Between-subjects study

All the analyses were conducted using SPSS version 29.0.0.0. The design
of the between-subject study is shown in Figure

SF-MPQ scores were submitted to a 2 x 2 mixed design ANOVA, after
checking its assumptions were met, in which group (TR and WL) served
as the between-subject variable, and time of measurement (before and
after the treatment period of the TR group) served as the within-subject
variable. Table [5.1| reports means and standard deviations of SE-MPQ and
FIQ scores for each group.

The analyses revealed the following statistically significant differences

between the two groups:
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Figure 5.3: Design of the between-subjects study.

Table 5.1: Means and standard deviations of SE-MPQ and FIQ scores for each group.

Measure First measurement Second measurement
TR group WL group TR group WL group
M(SD) M(SD) M(SD) M(SD)
SF-MPQ
Sensory 14.30 (5.85) 12.50 (7.55) 9.70 (4.30) 13.50 (6.98)
Affective 6.80 (3.16) 5.60 (2.80) 4.10 (0.99) 5.50 (3.03)
McGill total 21.00 (8.50) 18.10 (9.70) 13.80 (4.34) 19.00 (9.65)
PPI 2.40 (0.84) 2.80 (0.79) 1.90 (0.74) 2.70 (1.16)
VAS Pain 58.00 57.50 (25.74) 34.50 60.50 (25.44)
(12.06) (13.63)
FIQ 68.10 59.20 (16.45) | 42.30 60.20 (17.35)
(12.12) (13.17)

* Affective: F(1,18) = 5.65, p < 0.05, 13 = 0.24 (Figure 5.4).
* VAS Pain: F(1,18) = 12.15, p < 0.01, 75 = 0.40 (Figure[5.5).

Moreover, results revealed the following group by time of measurement

interactions:

* Affective: F(1,18) = 4.87, p < 0.05, 73 = 021 (Figure p.4). We
analyzed each simple effect using Bonferroni correction, considering
the effects of time of measurement separately for each group and
the effect of group separately at each time of measurement. SF-MPQ
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scores on affective descriptor showed a significant decrease in scores
after the treatment only in the TR group (p < 0.01).

e VAS Pain: F(1,18) = 20.31, p < 0.001, 17?, =0.53 (Figure. Simple
effects using Bonferroni correction showed a significant decrease
in scores after the treatment only in the TR group (p < 0.001), and
a significant difference in scores between the two groups after the
treatment (p < 0.05).

S ¥y

Before treatment After treatment

—TR WL

Figure 5.4: Group by time of measurement interaction in affective descriptor of the SM-MPQ
scores. Capped vertical bars indicate + SE. The ** sign indicates statistically significant
difference with p-value < 0.01.

FIQ scores were submitted to a 2 x 2 mixed design ANOVA, in which
group served as the between-subject variable, and time of measurement
served as the within-subject variable (Table [5.T).

Statistically significant results revealed a main effect of time of mea-
surement, F(1,18) = 2491, p < 0.001, 75 = 0.66, and a group by time
of measurement interaction, F(1,18) = 40.77, p < 0.001, 7772] = 0.69, as
illustrated in Figure We analyzed each simple effect using Bonferroni
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Figure 5.5: Group by time of measurement interaction in VAS Pain scores. Capped vertical
bars indicate £+ SE. The * and *** signs indicate statistically significant differences with
p-values respectively < 0.05, < 0.001.
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Figure 5.6: Group by time of measurement interaction in FIQ scores. Capped vertical bars
indicate &= SE. The * and *** signs indicate statistically significant differences with p-values
respectively < 0.05, < 0.001.
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correction, considering the effects of time of measurement separately
for each group and the effects of group separately at each time of mea-
surement. FIQ results showed a significant decrease in scores after the
treatment in the TR group (p < 0.001), and a significant difference in
scores between the two groups after the treatment (p < 0.05).

Within-subjects study

Once we found that treatment was effective for patients, we aggregated
data from the two groups and treated them as a single group for analysis.
The design of the within-subject study is shown in Figure

FIQ FIQ FIQ
SF-MPQ VAS Pain SF-MPQ VAS Pain
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groups
Y v

5 VR sessions in max 10 days 15 days

Figure 5.7: Design of the within-subjects study.

A repeated-measure ANOVA was used to compare the scores of the
questionnaires. Specifically, two time points were assessed for the SF-
MPQ), three time points were assessed for the FIQ, and four time points
were assessed for the VAS Pain score. Tables[5.2], and [5.4] reports
means and standard deviations of SE-MPQ, FIQ, and VAS Pain scores.

Table 5.2: Means and standard deviations of SF-MPQ scores.

Measure Before treatment After treatment
M(SD) M(SD)

Sensory 13.85 (6.28) 8.90 (4.80)

Affective 6.15 (3.08) 3.65 (1.87)

McGill total 20.00 (3.91) 12.55 (6.10)

PPl 2.55 (1.00) 2.10 (0.79)

Analyses revealed the following statistically significant results:

* Sensory: F(1,19) = 1352, p < 0.01, 11} = 0.42 (Figure 5.8).
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Table 5.3: Means and standard deviations of FIQ scores.

Measure Before treatment After treatment Follow-up M(SD)
M(SD) M(SD)
FIQ 64.16 (15.12) 43.90 (18.54) 50.40 (17.85)

Table 5.4: Means and standard deviations of VAS Pain.

Measure Before treatment | After third After treatment | Follow-up
M(SD) session M(SD) M(SD) M(SD)
VAS Pain | 59.25 (19.42) 49.75 (25.52) 37.75 (21.67) 52.50
(22.15)

* Affective: F(1,19) = 17.34, p < 0.001, 3 = 0.48 (Figure[5.8).

Sensory
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Affective

Before treatment

After treatment

McGill total

Before treatment
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Before treatment

After treatment

Figure 5.8: Means of SF-MPQ scores. Capped vertical bars indicate £ SE. The *, **, and ***
signs indicate statistically significant differences with p-values respectively < 0.05, < 0.01,

< 0.001.
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* McGill total: F(1,19) = 16.26, p < 0.001, 773 = 0.46 (Figure 5.8).

PPL: F(1,19) = 5.94, p < 0.05, 3 = 0.24 (Figure 5.8).

FIQ: F(2,38) = 19.67, p < 0.001, 4 = 0.51 (Figure .

VAS Pain: F(1.98,37.55) = 10.34, p < 0.001, 773 = 0.35 (Figure 5.10).

In FIQ scores, Bonferroni post hoc comparison found the following

significant differences:
* Before treatment vs. after treatment: p < 0.001.
* Before treatment vs. follow-up:p < 0.01

In VAS Pain scores, Bonferroni post hoc comparison found the follow-
ing significant differences:

¢ Before treatment vs. after treatment: p < 0.001.
e After third session vs. after treatment: p < 0.01.

o After treatment vs. follow-up: p < 0.05.
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Figure 5.9: Means of FIQ. Capped vertical bars indicate £ SE. The **, and *** signs indicate
statistically significant differences with p-values respectively < 0.01, < 0.001.
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Figure 5.10: Means of VAS. Capped vertical bars indicate = SE. The *, **, and *** signs
indicate statistically significant differences with p-values respectively < 0.05, < 0.01, < 0.001.

5.2.6 Discussion

Results have confirmed our hypothesis that VR system with biofeedback
for relaxation training reduces pain levels and alleviates fibromyalgia
symptoms. Analysis of the SE-MPQ and FIQ questionnaires revealed
that participants in the treatment group significantly lowered pain levels
and improved fibromyalgia symptoms compared with the waitlist control
group. After the five-session treatment with our system, the TR group
significantly lowered the scores of the VAS Pain, the affective descriptor of
the SE-MPQ), and the FIQ. Findings also revealed an interaction between
the two groups that showed that the affective descriptor significantly
decreased after treatment only in the TR group, and that the scores of
VAS Pain and FIQ were significantly different between the two groups
after treatment.

Considering the treatment data collected first from the TR group, and
then from the WL group as one single group, data analysis showed better
results. Scores of sensory and affective descriptors, McGill total, PPI, VAS
Pain, and FIQ significantly decreased after the treatment compared to
before the treatment.

These results are in line with previous studies that have shown the



5.2. Study: clinical trial on patients with fibromyalgia 185

effectiveness of exergame and relaxation systems in reducing pain lev-
els [102,211,215218] and alleviating fibromyalgia symptoms [219,226].
In [218], the authors conducted a longitudinal study on a group of female
patients with fibromyalgia that used the VirtualEx-FM system, resulting
in reduced pain levels and fewer fibromyalgia symptoms when compared
to a waitlist control group. This non-immersive VR system was designed
to enhance the physical condition and daily functioning of individuals
with fibromyalgia, and provided immediate visual feedback to users on
the quality of their movements. In contrast, our VR system aimed to
train participants in slow, deep breathing and relaxation using real-time
biofeedback mechanisms to show them the quality of their breathing and
their level of relaxation.

Gulsen et al. [215] carried out a longitudinal study comparing a group
that followed a physical exercise program accompanied by the use of their
immersive exergame VR system to a control group that solely engaged
in the physical exercise program. Results of the study showed that both
groups achieved significant improvements in pain, kinesiophobia (i.e.,
fear of movement resulting from past physical trauma), fatigue, and the
mental component of quality of life, but the treatment group obtained
significantly better results. In our study, we exclusively employed our
system without combining it with other nonpharmacological treatments,
and we observed significant differences in pain reduction and fibromyal-
gia symptoms only in the treatment group. Our immersive VR system
would also be usable by individuals with fibromyalgia in situations where
acute pain might discourage them from performing a physical training
program, while still obtaining the same pain reduction benefits.

In the studies conducted by Botella et al. [211] and Garcia-Palacios
et al. [226], longitudinal research evaluated the use of EMMA’s World
system in conjunction with a CBT program. In [211]], the EMMA’s World
system was used for relaxation and mindfulness purposes. Participants
were encouraged to practice relaxation and mindfulness exercises also

at home using a CD that recalled sounds and images from EMMA'’s
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World. Follow-up results after six months showed a significant reduction
in pain and depression. In [35], a treatment group that received CBT
alongside the system customized to elicit positive emotions was com-
pared with a waitlist control group. Results did not show a reduction
in perceived pain, but improvements were observed in quality of life,
depression, and fibromyalgia symptoms. In [211], EMMA’s World was
customized to present instructions for slow breathing and mindfulness
practice, guiding participants to observe the different elements offered
by the VE. In our system, similarly, the voice-over trained slow, deep
breathing, but also incorporated a biofeedback mechanism, allowing par-
ticipants to receive immediate feedback on their breathing. Although our
system was not designed to teach mindfulness meditation, the voice-over
prompted participants to observe different elements of the VE without
mentioning whether and how physiological parameters controlled the
movement or appearance of those elements (Table [4.1). In addition, the
voice-over accompanied participants through all five phases, describing
the surroundings and inviting them to perform the two tasks of clearing
the fog and making the night fall. Participants may have focused on these
two tasks, which may have helped divert their attention from the pain.
In the existing literature, only one study has explored the use of an im-
mersive VR system with biofeedback on patients with chronic pain [102].
In this study, participants experienced the two VEs of the immersive VR
system. In one VE, they performed a guided meditation, while in the
other VE, which was visually identical to the first, they followed the in-
structions of a guided voice that invited them to maintain a breathing rate
of six bpm. This second VE used biofeedback mechanisms to show users
their inhalations and exhalations. As described in Table the system
represented breathing through 2D circles that grew and shrank with each
inhalation and exhalation. In our system, breath was mapped to multiple
elements of the VE, as outlined in Table Additionally, the system
used the color of the windmill blades to indicate whether the user was
taking deep inhalations and exhalations. Notably, while Venuturupalli et
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al. exclusively used biofeedback for breath, which was captured through
a microphone, our system employed the Thought Technology ProComp
Infinity encoder, equipped with sensors to record respiratory, cardiac,
and electrodermal activity of participants. Furthermore, while in [[102]
the study obtained a reduction in the level of pain and anxiety within
one session, evaluating a sample of patients with chronic pain without
a control group for comparison, our study involved a treatment group
and compared it to a waitlist control group over a period of five sessions
experienced in five different days, strengthening the reliability of the
observed outcomes.

The 15-day follow-up revealed an increase in pain and fibromyalgia
symptoms when compared to the end of treatment. In particular, while
the VAS Pain scores at follow-up were not significantly different from
pre-treatment scores, the FIQ scores remained significantly better than
those measured before the treatment. These findings suggest that the
initial positive impact on pain may not be sustained over time after the
cessation of treatment, emphasizing the necessity for further research to
investigate solutions that can maintain long-term benefits. A similar trend
was observed in the improvement in fibromyalgia symptoms, although
this effect persists for a longer duration, resulting in scores that remain
significantly better than pre-treatment scores.

Our results are in line with studies in the literature regarding spe-
cific treatments for fibromyalgia [210,232]. In Altan et al. [232], a com-
parison was made between a pilates treatment and a treatment involv-
ing relaxation and stretching exercises performed at home. Although
post-treatment results showed significantly better outcomes in pain and
fibromyalgia symptoms in pilates group, the 12-week follow-up did
not show significant differences between the two groups. In another
study [210], Héuser et al. conducted a meta-analysis of randomized
controlled clinical trials to assess the effectiveness of multicomponent
therapy treatments (i.e., therapies that included at least one educational

or psychological therapy and at least one exercise therapy). Meta-analysis
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results showed a reduction in pain at post-treatment. However, follow-
ups of 3-4 months and 6-12 months did not show significant effects on
pain.

It should be noted that the sample of our study consisted exclusively
of women. This decision was influenced by the documented gender
differences in pain perception [233}234], but it limits the generalizability
of our findings. It is noteworthy that all previous studies in the literature
examining the impact of VR systems on patients with fibromyalgia have
also focused solely on female samples [211)212,214218-226|]. The potential
applicability of our VR system with biofeedback on male individuals with

fibromyalgia remains unexplored.
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Conclusions

This PhD thesis explored the use of desktop, immersive, and augmented
reality to assess their effectiveness in VR systems for anxiety mitigation.
The thesis investigated the capacity of the different display types to elicit
and mitigate anxiety in individuals through VRE systems for anxiety
mitigation as well as VR systems with biofeedback for relaxation training.

In Chapter [2| the thesis proposed a VRE system for exam anxiety
that deals with oral exams. In the three scenarios offered by the system,
a VX conducts the oral exam, performing behaviors from one of three
predefined sets, which differ in how friendly the VX behaves and define
three different levels of difficulty. This is the first feasibility study of a
VRE system for exam anxiety that deals with oral exams. Results of the
quantitative study show that the three difficulty levels of the system are
able to elicit three different levels of increasing anxiety. The thematic
analysis of the interview conducted with participants provided further
insights into the aspects of the system that contributed to eliciting positive
or negative responses in them, which can help in improving the design of
VRE systems for exam anxiety. Following the assessment of the feasibility
of the VRE system, a trial was conducted where a sample of students
freely used the system at home for three weeks, and were interviewed
at the end of the trial. Thematic analysis of the interviews suggests
that the VRE system can be a valuable tool for helping students develop
emotional and cognitive skills to cope successfully with oral exams. The
VRE system provides a safe environment that can positively impact users’
confidence, awareness of their preparation, and encouragement to study.
Experiences shared by participants reinforce the usefulness of the assessed
VRE system. Based on the encouraging results of the feasibility and trial
studies, future research will take into account participants” suggestions
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to further improve the VRE system. Then, a quantitative study, which
includes a waitlist control group, will be conducted to assess in detail the
effects of VRE system on students” exam anxiety, self-efficacy, and overall
well-being.

In Chapter 3| the thesis assessed the feasibility of a system for public
speaking anxiety in eliciting anxiety and distress in participants when
facing a small vs. big virtual audience displayed in immersive VR vs.
AR. Additionally, it analyzed participants” gaze behavior during a public
speech. This study is the first to assess the feasibility of an ARE system for
public speaking anxiety and compare the effectiveness of immersive VR
and AR in public speaking context. Findings suggest that both immersive
VR and AR are equally effective in eliciting anxiety and distress when
using the system. This means that AR could be a viable alternative to VR,
enabling individuals to practice public speaking while achieving the same
benefits of VR over IVE, such as easy access to feared stimuli and complete
control over the exposure process. Furthermore, AR provides additional
benefits over VR, including the ability of individuals to train themselves
to speak in front of a virtual audience displayed directly within the
real environment in which they might give a public speech, such as the
meeting room of their workplace. Analysis of participants’ gaze behavior
found they looked more at virtual agents” heads in the big audience
than the small audience. These findings suggest a potential relationship
between audience size and participants’ gaze behavior, highlighting the
need for further research to explore possible gaze patterns followed by
participants during their speech task. A deeper understanding of the
impact of individuals looking at small and big audiences in immersive
VR and AR would contribute to enhancing the effectiveness, engagement,
and overall user experience of VRE systems for public speaking anxiety.
While this feasibility study showed the capability of the proposed system
to elicit anxiety and distress, future research will focus on assessing its
impact on individuals” performance and public speaking skills.

In Chapter {4 the thesis proposed a VR system with biofeedback for
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relaxation training. The system aims to teach users how to perform slow
and deep diaphragmatic breathing by immersing them in a natural VE
that changes based on multiple physiological measurements. A narrative
that unfolds in multiple stages involves the user as the main character
of a story that evolves through the performance of two main activities
required to advance the narrative. In the first study, we assessed the
actual contribution of biofeedback by comparing the results of a group
of participants who used the system with real biofeedback to a placebo
group who used the system with sham biofeedback. Results showed
that the system helped participants to relax in both groups. Moreover,
outcomes suggested that biofeedback led to greater relaxation as well as
sense of presence than sham biofeedback. These findings underline the
value of adding biofeedback into VR systems for relaxation training, while
also reiterating the importance of including placebo control conditions in
studies evaluating systems with biofeedback. Following the assessment
of the feasibility of the system in mitigating anxiety and the confirmation
of the actual contribution of biofeedback in improving relaxation levels,
the thesis investigated the influence of immersive VR on relaxation effects
of the system when compared to desktop VR. The study confirmed that
immersive VR improves both relaxation effects of the VR system with
biofeedback and the sense of presence. This means that while the system
in desktop VR can relax users, the use of immersive VR is preferable when
aiming to maximize the level of relaxation achieved. The VR experience
of the system provided two relaxation activities controlled by biofeedback
based on user’s breathing and SC, while it did not include relaxation ac-
tivities controlled by biofeedback based on cardiac parameters. Research
has indicated that biofeedback using HRV is effective in preventing and
treating anxiety and stress [235]]. Previous studies on systems using HR
biofeedback [116] or HRV biofeedback [24}30] have shown that such
VR systems with biofeedback for relaxation training effectively relaxed
participants. Future research will consider enriching the VR experience
by designing a new relaxation task controlled by biofeedback based on
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HR or HRV, taking into account existing research based on cardiac pa-
rameters [24,30,/99/(105}/114,116] to further enhance the relaxing effect of
the proposed system.

In Chapter 5} the thesis concluded by bringing the developed knowl-
edge in a real clinical setting to assess the effectiveness of the proposed
VR system with biofeedback for relaxation training as an Immersive
Therapeutic system. The clinical trial involved a sample of patients with
fibromyalgia in a treatment consisting of multiple sessions to assess the
potential long-term effects of relaxation. Results showed a significant re-
duction in pain and fibromyalgia symptoms among patients, supporting
the fact that the proposed rich and varied VR experience could promote
the prolonged use of the system. This, in turn, might assist users in vol-
untarily changing their physiological parameters until, over time, these
changes persist without the use of the system. This study is the first to
evaluate the effects of an immersive VR system with biofeedback using
multiple physiological parameters through a longitudinal approach on
patients with fibromyalgia. Given the substantial impact of fibromyalgia
on quality of life, the use of VR systems with biofeedback for relaxation
to reduce anxiety and pain may make a difference in enhancing the lives
of individuals coping with fibromyalgia.
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