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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The current introduction of Industry 4.0 is very challenging for industrial companies. On the one hand, there is an urge to implement concepts 
such as digital worker assistance systems or cyber-physical production systems, but besides theoretical work, there is very little research that 
shows examples of its practical implementation. Furthermore, there is currently a lack of a clear model of how sensor-based worker assistance 
systems for data acquisition and analytics can be designed and systematically implemented. In the present research, a model for a vision-based 
worker assistance system for assembly was developed based on an industrial case study regarding a manual assembly line. The proposed model 
consists of five integrated modules: data acquisition, data preprocessing, data storage, data analysis, and simulation. The data acquisition module 
was constructed in the assembly workstation of the production line by implementing a depth camera, which together with an algorithm developed 
in Python for preprocessing, tracks the activities of the operator and inserts the processing times into a SQL table of the data storage module. 
This module contains all the relevant information of the production system, from the shop floor to the Manufacturing Execution System, enabling 
vertical integration. The data analysis module, aimed at the streaming and predictive analytics, was deployed in the RStudio platform. Likewise, 
the simulation module was conceptualized to retrieve real-time data from the shop floor and to select the best strategy. To evaluate the model 
testing of the proposed system in real production was performed. The results of this use case provide useful information for academia as well as 
practitioners how to implement vision-based worker assistance systems. 
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1. Introduction 

The introduction of Industry 4.0 is firmly connected with the 
term cyber-physical systems. These are intended to connect the 
physical real world with the digital and virtual world and thus 
offer advantages in terms of networking and virtual 
commissioning and operation of production systems. Although 
the introduction of such cyber-physical systems promises great 
advantages, it is currently still very difficult for companies to 
change traditional production systems in this direction. Often 
there is simply a lack of models and application examples. This 
research aims to show exactly this focusing on data-driven 

worker assistance systems. A model is presented, which should 
support the introduction and implementation of vision-based 
worker assistance systems for industrial assembly. This work is 
based on a real case study of an Italian automotive supplier that 
has implemented and validated the model. 

After the introduction, Section 2 examines the theoretical 
background in the form of a state of the art report. Section 3 
then explains the model and describes the individual modules 
of the model. Finally, in Section 4 the application and testing of 
the model is presented using a real industrial case study. In 
Section 5 a critical discussion of the results follows and finally 
Section 6 summarizes the work again. 
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2. Theoretical Background 

2.1. Smart Manufacturing 

Manufacturing, boosted by recent technologies, is 
determined to evolve into new forms of production. One of 
these forms is smart manufacturing [1], which embraces the 
interaction and communication of heterogeneous components 
and services that are networked in the factory workspace [2], 
integrating physical elements of production with intelligent 
sensors, computing platforms, diverse communication 
protocols and technologies, simulation, automatized and 
autonomous control, data modelling, and data analytics [2, 3]. 

Smart Manufacturing is aimed at converting data acquired 
through the product and process lifecycle into relevant 
information that enables flexible, cost-efficient, and customized 
mass production [2, 3]. 

2.2. Cyber-Physical Systems 

One of the modes to achieve smart manufacturing is through 
Cyber-Physical Systems (CPS). The CPS is a set of embedded 
physical and digital subsystems, sensors, actuators and 
mechanisms that allow the bidirectional communication in the 
network [4, 5]. 

The key of CPS is the seamless integration and interaction 
of the computational capabilities with its physical assets [3]. 
These physical resources that conform the physical space must 
be provided with the capability of computing, communicating, 
and controlling [6]; for its part, these computational capabilities 
in the cyber space are used to monitor, control, and coordinate 
the operations of systems in the physical space [7]. 

CPS involves smart devices, storage systems, and 
manufacturing facilities, implying a system that is able to 
collect data from the physical space through a wide variety of 
sensors, perform streaming analytics and simulation in the 
cyber space, and send the results back to the physical space 
[7,8]. 

In recent years, the term of Cyber-Physical Production 
System (CPPS) was introduced and spread as a CPS that 
essentially supports the production management field [9], CPPS 
go through all levels of manufacturing, from the smallest 
activities performed by machines and workers up to planning, 
logistics, and production networks. The importance of CPPS 
lays on their capacity of responding to unexpected conditions 
or states that have not been seen before, improving flexibility 
and the process of decision-making in real time [10, 11, 12]. 

Among the main benefits that can be expected from the 
generalization of CPPS, Rudtsch et al. [13] mention: 
optimization of production processes, optimized product 
customization, resource-efficient production, and human 
centered production processes. 

2.3. Digital Worker Assistance Systems 

Digital worker assistance systems increase the capabilities 
of operators in smart factories [14]. Mainly such worker 
assistance systems can be categorized into physical, sensorial 
and cognitive assistance systems [15]. Physical aid systems 

(e.g. exoskeletons) reduce the biomechanical workload of an 
operator. Sensorial aid systems are defined by the ability and 
capability of the worker to acquire information from the 
environment. This helps to create knowledge necessary for 
decision-making and for the orientation of the operator. 
Cognitive assistance systems can be defined by the ability and 
capacity of the worker to undertake mental tasks that are needed 
to properly perform the work task. In this work we put the focus 
on the latter two assistance systems for worker. Thanks to real-
time sensed data from the physical space, such digital worker 
assistance systems process and analyze retrieved data and 
provide information and decisions to the worker in order to 
increase not only productivity but also responsiveness of the 
assembly system [16]. 

Such digital worker assistance systems require two streams 
of data, one from all the physical elements present in the shop 
floor environment that are sensed, and whose data are 
transmitted in real time towards the cyber/virtual space. The 
other stream represents the feedback that is sent to the shop 
floor [10, 17]. The feedback is the result of a series of 
algorithms that are executed to control the system and generate 
planning decisions. This information comprises actions to be 
performed by the physical world and includes other strategic 
and managerial decisions [18]. 

3. Model for Vision Based Worker Assistance Systems 

3.1. General Model 

The model was developed on the basis of an industrial 
problem and finally abstracted. The exemplary company, 
Intercable srl is an innovative, international and diversified 
company group, whose success formula was the identification 
and development of market niches with high quality level and 
innovation potential in the technology domain. 

Some of the articles that Intercable produces are technical 
plastic parts, such as connectors, cable ducts, components for 
cable protection and connection systems, such as high-voltage 
components for the e-mobility, power distribution bars, 
connecting parts Cu/Al, battery clamps, jumpstart components 
and power distribution boxes. 

The case study will be focused on the production of high-
voltage power distribution bars, specifically on the assembly 
process, which consists in placing insulation caps, screws and 
other materials in the busbar. 

 

Fig. 1. High-voltage power distribution bar (Source: Intercable srl). 

The generalized model of a vision-based worker assistance 
system is composed of a set of different modules that are 
integrated and synchronized in real-time, and that enable the 
CPPS concept towards smart manufacturing. Figure 2 depicts 
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the connection between the modules of the model and describes 
the bidirectional communication between the physical world, 
represented by the assembly line and sensing devices as well as 
the cyber world, which comprises different software, data 
models, computational resources, and historical/real-time data. 

 

Fig. 2. Model for vision based worker assistance system in CPPS. 

3.2. Module 1: Data Acquisition 

The data acquisition module has as start point the assembly 
workstation, the physical space where the data of the operator’s 
activities are captured by a sensing device. The Orbbec 3D 
Astra S camera was chosen for this task, and whose 
triangulation method is structured light [19]. The infrared 
projector provides a structured pattern that is previously known 
by the camera, what enables it to perform triangulation based 
on the unique correspondences of the codified rays of the 
pattern over the object [20]. This optical sensor should be 
placed on the top of the workstation to focus the depth-camera 
on the table of the workstation; and thus, sense the activities 
performed by the operator. The acquired data need to be sent to 
a computer for their preprocessing, for which, Orbbec Astra 
SDK and OpenNI2 has been installed in the computer. This 
SDK enables the communication between the sensor and the 
computer, whereas OpenNI2 lets these data be gathered by 
Python, software that will be used for their preprocessing. 

 

Fig. 3. Orbbec 3D Astra S. 

3.3. Module 2: Data Preprocessing 

The second module is aimed at the preprocessing and 
conversion of raw data from the workstation into meaningful 
data that will be used in the next modules (data storage, data 
analytics, and simulation). The raw data are read by Python by 
means of the Primesense and Openni2 imported libraries. 
These raw data consist of a set of points of the 3D operator’s 
workspace in real time. To convert the raw data, an algorithm 
needs to be developed, which will have to detect a series of 

possible hand movements of the operator and interpret them as 
specific assembly activities (see Figure 4 and 5). Many 
algebraic operations and the use of matrices are expected; for 
which, it is indispensable to import the NumPy library. 
Likewise, it is necessary to import the Datetime library, to 
identify when the activities are being executed. This first part 
of the algorithm enables the system to convert points in the 
space into data of the executed activities, the time when they 
were performed, and their duration. The structuration of these 
meaningful data is the next step; the data should be written in 
tables of a SQL database. For this purpose, the pyodbc module 
must be imported; this library allows Python to write in SQL 
format. To enable the communication between Python and MS 
SQL, the ODBC Python-SQL must be installed in the system. 

3.4. Module 3: Data Storage 

The model raises the SQL Database as the center and core 
of the whole system. The data storage module is the only 
software that have plenty communication with the other 
software in the model. It behaves as server and client and 
integrates all the information of the system and basically fulfills 
the function of a Manufacturing Service Bus (MSB) as 
integration platform.  

 

 
Fig. 4. Assembly table and control points. 

 
Fig. 5. Detection of hand movements over control points. 

The SQL server receives the structured data of the operator 
activities from Python through the ODBC driver. The data are 
stored row by row in real-time and are simultaneously retrieved 
by three different software: (1) Visual Shop Floor (data 
collection and visualization), (2) RStudio (data analytics) and 
(3) FlexSim (simulation). The first one is simply a client 
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interface that takes the data from the database and shows them 
to the users in a visual manner. Here the main Key Performance 
Indicators (KPI) and component’s status are depicted on a 
digital environment that could be accessed from any computer 
connected to the server. RStudio for its part, also through an 
ODBC driver, retrieves data from the database, and after 
carrying out data analytics, writes information into a new table 
in the SQL server that includes diagnosis, descriptions and 
predictions of the system. Likewise, FlexSim, again with 
another ODBC driver, takes information from the MS SQL 
database and processes it to make it suitable for simulation. 
After a simulation model was built, the software is able to 
evaluate different scenarios in real-time and provide the 
optimal solution under considerations previously given. The 
simulation results and prescriptions are sent back to the MS 
SQL and written in an additional table. In this way, the SQL 
server contains and integrates meaningful data from shop floor, 
information from analytics, simulation results, and even the 
production plan, becoming a powerful element for supporting 
decision-making process. 

3.5. Module 4: Data Analysis 

The module of data analysis is aimed at yielding streaming 
and predictive analytics, as well as data mining with historical 
data. As in the other cases, it is indispensable to install the 
specific ODBC to enable communication between MS SQL 
and RStudio; in the same way, it is needed to import the 
RODBC library in RStudio for coding SQL queries in R 
language. 

RStudio extracts the table from database with the shop floor 
data and works with it in its own programming language. On a 
hand, streaming analytics is performed, taking and analyzing 
data in real-time; the results can be shown by means of plots on 
the RStudio interface, or by other interfaces like Visual Shop 
Floor. Histograms, control charts, pie charts and others can be 
built in this platform and displayed to the user for a better 
understanding of the production processes status. 

RStudio, through the Pushover application and PushoverR 
library can also send alerts in real time to the user’s smartphone 
or computer under certain conditions previously specified in 
the R script. Additionally, some valuable indicators, such as 
performance of the workstation, coefficient of variation, others 
can be calculated by streaming analytics and written in real 
time in a new SQL table; thus, the evolution of these indicators 
along time can be appreciated. 

On the other hand, analytics based on the historical data can 
be executed. This process lets the user comprehend better the 
operation of the system and receive predictions and 
prescriptions that support decision-making processes. 

3.6. Module 5: Simulation 

The simulation module retrieves data from both the 
Manufacturing Execution System (MES) that includes the 
initial production plan, and the MS SQL database, that 
comprises data about the current status of the physical entities 
in the shop floor. The simulation software receives all the 
decision variables of the initial production plan and performs 

simulations based on a previously defined data model that 
includes all the rules, behaviors, constraints, and production 
factors of the assembly system. 

Once the simulation of the initial production plan has been 
carried out, simulations results are sent back to both MES 
system and MS SQL database. As soon as the production line 
is running, real-time data from the shop floor is retrieved by the 
simulation software by means of the SQL Server. Then, real-
time simulation is automatically performed. Different scenarios 
are run based on the target objective of the company, the 
decision variables, and the constraints of the system. The 
results are inserted into a SQL table in form of prescriptions, in 
other words, what input variables to modify and how to achieve 
the optimal solution. 

4. Implementation and Testing 

4.1. Description of the Setup 

The first step in the implementation of the module 1 was to 
condition the workspace of the operator, especially the table 
where the worker performs the assembly tasks on. This 
conditioning responds to the need of standardizing the assembly 
activities and spaces in order to make the workstation suitable 
for the processing of different customable types of pieces 
without changing the configuration of the system. Moreover, 
the standardization of the workspace and assembly sequence 
would enhance the reliability of the data acquisition process by 
the minimization of possible interferences of objects over not 
corresponding regions that could cause sensing errors (see 
Figure 6). 

 

 
Fig. 6. Control point regions. 

Module 2, basically consists in the development of the 
algorithm that allows to read raw data and convert them into 
meaningful data. Control points are the 3D regions on the 
workspace (Figure 6), where if the operator places the hand, a 
variable in the Python script is activated or deactivated, letting 
the workflow sequence be represented, These control points are 
placed in picking and releasing areas, as well as over the boxes 
that contain the different materials to be used during the 
assembly process. As mentioned, the match between the hands 
of the operator and the control points is identified and converted 
into Boolean values. The control point regions can be activated 
only if the previous activity was carried out and deactivated 
once the successor was started. In the first module, the OpenNI2 
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software was installed. To complete the communication 
between the sensor and Python, the OpenNI2 and PrimeSense 
libraries were imported in Python. NumPy and Datetime 
libraries were imported as well. 

Every single control point is a matrix of x,y values with a 
certain depth. These values can be inserted into Python as 
shown in Figure 7. Sensitivity of the data acquisition system 
will depend on the ranges of x,y and depth given by the user. 
To minimize possible errors, the depth range detection is 
subjected to the average depth of the x,y matrix. 

 

 
Fig. 7. Definition of regions and sub regions in the workspace. 

Once one cycle is over, all the values (e.g. Activity Time, 
Process Time, Waiting Time, and Cycle Time) recorded 
previously in Python, are inserted into a specified table in MS 
SQL (see code in Figure 8). For this purpose, it is required to 
enable the communication between Python and MS SQL 
through the installation of the ODBC Python-SQL driver. 

The MS SQL server is synchronized with Python, RStudio, 
FlexSim, Visual Shop Floor and MES by means of ODBC 
drivers. As described in the conceptual part, four different 
tables were created into the database to store the data of the 
whole system. 

For its part, RStudio, as well as the latest version of R and 
the RODBC driver for MS SQL were installed. RODBC and 
PushoverR libraries were imported in RStudio. 

Multiple Linear Regression model was deployed on R to 
perform predictive analytics in real time. Likewise, alert and 
status notifications were configured to be delivered to the user’s 
computer and smartphone through Pushover. 

Multiple Linear Regression is just one of many different 
tools and models that could be employed in streaming analytics 
to perform real-time predictions of the production line outcome. 
While in the case study just one process of the production line 
was virtually represented, once all the processes have a digital 
counterpart and are integrated with each other in a lean system, 
predictive models such as Multiple Linear Regression can 
perform a bigger role in the estimation of the final outcome of 
the line, what enhances the responsiveness of the production 
system, since it will retrieve the coefficient of variations, 
queues information and performances of the different 
processes, as well as it will identify in real time the input 
variables with the biggest impact. 

Likewise, the visual analytics, through RStudio and 
Pushover let the user receive information from the production 
line in a clear and timely manner, what leads to the 
improvement of the decision-making process, for example, 
through corrective actions over critical input variables. 

 

 
Fig. 8. Python – SQL connection. 

4.2. Results 

The integration and operation of the data acquisition, data 
preprocessing, data storage, and data analysis modules were 
tested and analyzed in order to determine the reliability of the 
system in the manufacturing environment. Through the 
analysis of the collected data and the information generated 
during the testing activities, it was possible to define that the 
model works as expected.  

Tests were carried out in the station where the sensor was 
implemented. Four well-trained operators were chosen to 
process five different articles and were given standard rules of 
operation: Other people cannot stand nearby the region covered 
by the sensor, an only standardized sequence had to be 
followed for all the different articles. Moreover, it was required 
to have a clean and tidy workspace. 

Regarding the counting of good and bad parts, the measured 
number of pieces at the end of the tests coincided with the 
number of processed pieces in the assembly workstation. 
Moreover, a manual study was carried out to perform a 
comparison with the results obtained by the proposed system 
(activity times, process time, waiting time and cycle time). 
These results were similar to those attained by the manual time 
study and can be used for further improvements through 
method study. 

The five articles that were studied had each one a specific 
distribution that better fits to its dataset, no matter which 
operator processed them. This means each article can be 
characterized by a specific model constructed in FlexSim with 
a very high relative score. These models were evaluated by the 
goodness-of-fit tests and obtained positive results, all the 
distribution models achieved from FlexSim should not be 
rejected and are able to be applied in simulation in real time, 
letting the user experiment with different scenarios, predict 
production outcome and receive prescriptions regarding the 
decision variables. 

Python scripts without interruptions or errors during the 
testing process. The MS SQL database stored all the data that 
were retrieved from Python. RStudio was capable to extract the 
data from the real-time data streaming and insert new data from 
analytics processes into the historical database in MS SQL 
without errors. 

Furthermore, the user received satisfactorily notifications to 
smartphone and computer through Pushover when specified 
conditions were met. 
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interface that takes the data from the database and shows them 
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carrying out data analytics, writes information into a new table 
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other words, what input variables to modify and how to achieve 
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for the processing of different customable types of pieces 
without changing the configuration of the system. Moreover, 
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would enhance the reliability of the data acquisition process by 
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software was installed. To complete the communication 
between the sensor and Python, the OpenNI2 and PrimeSense 
libraries were imported in Python. NumPy and Datetime 
libraries were imported as well. 

Every single control point is a matrix of x,y values with a 
certain depth. These values can be inserted into Python as 
shown in Figure 7. Sensitivity of the data acquisition system 
will depend on the ranges of x,y and depth given by the user. 
To minimize possible errors, the depth range detection is 
subjected to the average depth of the x,y matrix. 
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5. Discussion 

Digital and vision based worker assistance systems are still 
in early stages. The literature related to CPPS usually provides 
general models or frameworks, but just a few practical case 
studies are presented. In addition, computer vision and data 
analytics will be enabling technologies for such digital worker 
assistance systems. Benefits and limitations of this recent 
technologies are not well estimated yet. 

Regarding the implementation of such digital and vision 
based worker assistance systems, a proper system modelling 
with well-defined steps, rules, behaviors, and constraints is 
mandatory for a faithful interpretation of data from the physical 
shop floor, what could be very challenging. Furthermore, a 
module of simulation has been discussed in our work. It is 
important to highlight, that even when a simulation model is 
supposed to be as realistic as possible, it should be kept 
lightweight since the purpose of the proposed module is to 
perform simulation with real-time data, what could require 
huge computing resources. 

Moreover, to fully exploit all the capabilities and 
functionalities of the proposed model, the lean manufacturing 
concept is required to be implemented in the production line. 

From a company point of view the planning, design and 
implementation of the case study took several months in form 
of a student project. Based on the scientific supervision of the 
university tutors and the practical supervision of the company 
tutor the student was able to perform all required tasks. As 
lessons learned the most challenging part was to define how 
data can be retrieved and processed. In this regard the model 
developed in Fig. 2 helped a lot during the implementation of 
the case study itself. 

6. Conclusions and Outlook  

While the present study carries out the implementation of a 
vision sensor provided with smart capabilities in one 
workstation only, the analytics module is able and intended to 
retrieve and integrate the cycle times of all the sensors that 
could compose the production line, what would grant a better 
understanding of the whole manufacturing process. Therefore, 
future works should emphasize to test the model in a larger 
production line combining and comparing different computer 
vision systems. 

Likewise, the integration of simulation and MES would 
enable the system to perform prescriptive analytics for the 
manufacturing process, providing optimal input variables in 
real time that can be deployed by decision takers. In this case, 
further research should focus on the application of the 
developed model on a whole production line or factory in order 
to test real-time data-based simulation also in more complex 
situations. 
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