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Method for shooting and editing a ?lm comprising at least one 
image of a 3D computer-generated animation created by a 
cinematographic software according to mathematical model 
of elements that are part of the animation and according to a 
de?nition of situations and actions occurring for said ele 
ments as a function of time, said method being characterized 
by comprising the following: computing of alternative sug 
gested Viewpoints by the cinematographic softWare for an 
image of the 3D computer-generated animation correspond 
ing to a particular time point according to said de?nition; and 
instructing for displaying on a display interface, all together, 
images corresponding to said computed alternative suggested 
Viewpoints of the 3D computer-generated animation at that 
particular time point. 
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METHOD, SYSTEM AND SOFTWARE 
PROGRAM FOR SHOOTING AND EDITING A 
FILM COMPRISING AT LEAST ONE IMAGE 

OF A 3D COMPUTER-GENERATED 
ANIMATION 

FIELD OF THE INVENTION 

[0001] The invention relates to a method for shooting and 
editing a ?lm comprising at least one image of a 3D com 
puter- generated animation created by a cinematographic soft 
ware according to mathematical model of elements that are 
part of the animation and according to a de?nition of situa 
tions and actions occurring for said elements as a function of 
time. 

BACKGROUND 

[0002] Despite numerous advances in tools to assist the 
creation of cinematography, it remains a time-consuming and 
largely manual endeavour requiring knowledge of estab 
lished ?lmmaking conventions as well as creativity in know 
ing how to communicate a visual message using a camera. A 
cinematographer must consider the appropriate positioning, 
aiming, lens choice, movement of the camera and edits to 
visually communicate a story entailing compliance with con 
ventions in screen composition, viewpoint selection and con 
tinuity rules. Such conventions guide the way successive 
viewpoints need to be arranged in time to effectively present 
a sequence of images. 
[0003] These same issues must be addressed when produc 
ing cinematography in computer- generated virtual worlds by 
positioning and aiming a mathematical model of a virtual 
camera. Attempts to simplify the production of cinematogra 
phy, especially for novices, include embedding composition 
guides into physical hand-held digital cameras, automated 
virtual camera planners, and physical devices equipped with 
motion sensors. However, each of these existing methods 
leaves much room for improvement. 

[0004] Digital camera composition guides: Some con 
sumer-level hand-held digital cameras include limited facili 
ties to assist a user in composing a photograph as he or she 
peers through the view?nder. Features include detecting faces 
and automatically adjusting focal depth so that the faces 
appear in sharp focus, pre-de?ned camera settings optimized 
for various common shooting scenarios such as night time, 
and grid lines to assist in aligning subjects within the frame. 
These solutions only assist in composing one single image as 
currently seen through the view?nder and deal with only the 
most rudimentary composition guidelines. 
[0005] Automated virtual camera planners: The research 
?eld of automated virtual camera planning, which combines 
expertise in Computer Graphics and Arti?cial Intelligence, 
has resulted in increasingly sophisticated algorithms to emu 
late the composition and editing decisions found in traditional 
?lms. Early efforts in automated camera control employed 
hand-coded camera locations relative to the subj ect(s) being 
viewed while attempts to model the editing process have 
relied on idiom-based approaches using hierarchical state 
machines to model and transition between commonly used 
shot types [Li-Wei He et al. 1996]. Existing implementations 
of the idiom-based approach require extensive human effort 
to design ?nite state machines to encode the shot selection 
and transition logic needed to ?lm a given anticipated type of 
scenario such as groups of two or three characters conversing. 
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Heuristic search-based or optimization techniques repeatedly 
generate and evaluate the quality of candidate viewpoints 
until a satisfactory one is found [for example Drucker and 
Zeltzer 1995i“CamDroid: A System for Implementing 
Intelligent Camera Control,” in Proc of the 1995 Symp. on 
Interactive 3D Graphics, pp. 139-144, 1995]. This approach 
is generally effective in producing acceptable cinematogra 
phy when characters vary somewhat in their position, orien 
tation, or size. However, if a ?lmmaker wishes for the system 
to produce a speci?c viewpoint in a given situation, then he or 
she must adjust the parameters that govern the optimization 
such as changing evaluation scoring weights, the constraints, 
and/or initial values of the search. Once the optimization 
search begins, it is largely out of the user’s control, until the 
solver reports its solution. Consequently, a user who is not 
intimately familiar with the inner workings of the optimizer 
could become frustrated trying to coax the optimizer to output 
the desired virtual camera composition. Even worse, these 
techniques have found little to no use in producing real-world 
cinematography primarily because they require specialized 
expertise to implement and operate, and their results, which 
are often excellent in mimicking anticipated sequences of 
textbook cinematography, fail to produce the type of creative 
results demanded by expert human ?lmmakers. In attempting 
to minimize the burden of human input to manually control a 
virtual camera, these methods have consequently neglected to 
consider novel ways of incorporating creative human input 
into the automated camera planning process. 

[0006] Motion-sensing virtual cameras: Some movie pro 
duction and virtual reality companies have developed 
motion-tracked virtual camera devices (FIG. 3) that couple 
camera-like bodies or camera mounts, preview monitors, and 
usually buttons and joysticks with 3DOF (orientation) or 
6DOF (position and orientation) motion sensors and software 
plug-ins that map device inputs to virtual camera parameters 
in high-end animation packages (e.g. Autodesk’s Motion 
Builder, 3DS Max, or Maya). With a 6DOF (position and 
orientation) sensing system, a camera operator can simply 
walk about and point the virtual camera device in the most 
intuitive and familiar way possible, which in turn produces 
correspondingly similar moves of the virtual camera. These 
solutions have in effect replaced the mouse and keyboard with 
a more intuitive input device, but they have not considered 
how the user interface and work?ow of the accompanying 
computer-generated (CG) animation software may be 
enhanced to more fully take advantage of these motion-sens 
ing inputs. These solutions do not allow a user to easily create, 
organize, and consider side-by-side alternative ways to ?lm a 
given sequence of events. Their users must still expend con 
siderable time and energy moving and turning within a vol 
ume (sometimes up to 40x40 feet or larger) of real-world 
space to explore alternate viewpoints. 
[0007] US. Pat. No. 6,040,841 discloses a virtual cinema 
tographer. 
[0008] Thus there is a need to provide for an easier and 
richer method for creating and editing camera views and 
movements which dynamically integrates creative human 
input into automated virtual cinematography tools. 

SUMMARY 

[0009] According to a ?rst aspect, the invention proposes a 
computer-implemented method for computing and proposing 
one or more virtual camera viewpoints comprising: 
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[0010] computing virtual camera vieWpoints of a given 
set of three-dimensional subjects corresponding to a 
common time point Where said computation is a func 
tion of at least one visual composition property of at least 
one previously recorded virtual camera vieWpoint, 

[0011] presenting said computed virtual camera vieW 
points, 

[0012] detecting a selection of at least one of said pre 
sented virtual camera vieWpoints, and 

[0013] recording of said selected virtual camera vieW 
point. 

[0014] The method according to the invention includes in 
some embodiments one or several folloWing features: 

[0015] it comprises a step of using said recorded virtual 
camera vieWpoint for a shot of images from said com 
mon time point; 

[0016] an image of animation is determined as a function 
of projecting onto a tWo-dimensional image, the geo 
metric representation of said three-dimensional subject 
(s) as vieWed from a given virtual camera vieWpoint; 

[0017] a virtual camera vieWpoint is described by any 
one or more of the folloWing properties: position of a 
virtual camera relative to a coordinate system, the ori 
entation of a virtual camera relative to a coordinate sys 
tem, ?eld of vieW angle of a virtual camera lens, or focal 
depth of a virtual camera lens; 

[0018] it comprises a step of evaluating or ranking the 
quality of said candidate vieWpoints as a function of at 
least one visual composition property of at least one 
previously recorded vieWpoint; 

[0019] ranking said candidate vieWpoints uses a function 
of the continuity With respect to least one visual compo 
sition property of the image corresponding to a candi 
date vieWpoint versus the image corresponding to at 
least one previously recorded virtual camera vieWpoint; 

[0020] a visual composition property is determined as a 
function of at least one dimension of at least one of said 
subjects in the image; 

[0021] a visual composition property includes location 
of at least one of said subjects in the image; 

[0022] a visual composition property includes relative 
angle betWeen the virtual camera and at least one of said 
subjects or direction of motion of at least one of the said 
subjects or direction in Which the at least one of the 
subjects faces; 

[0023] a visual composition property includes on Which 
side of the line of interest the virtual camera is posi 
tioned; 

[0024] a visual composition property includes the appar 
ent overlapping or occlusion of the one subject over 
another subject; 

[0025] it comprises the detection of a selection by a user 
of one or more desired visual composition properties 
that are to be used in the step of ranking candidate 
vieWpoints; 

[0026] the step of ranking candidate vieWpoints accord 
ing to continuity of at least one visual composition prop 
erty comprises determining Whether or not a candidate 
vieWpoint maintains similar appearance of said property 
With respect to at least one previously recorded virtual 
camera vieWpoint, and Wherein maintaining a similar 
appearance corresponds to a higher quality of said can 
didate vieWpoint; 
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[0027] maintaining similar appearance comprises that 
the candidate vieWpoint lies on the same side of the line 
of interest as said previously recorded vieWpoint; 

[0028] maintaining similar appearance comprises that 
the candidate vieWpoint’ s shot siZe is Within one canoni 
cal unit of its shot siZe from said previously recorded 
vieWpoint; 

[0029] maintaining similar appearance comprises that 
the difference in vieWpoint orientation relative to at least 
one subject or direction of motion of at least one subject 
or direction in Which the at least one subject faces in a 
candidate vieWpoint versus said previously recorded 
vieWpoint is less than a given threshold; 

[0030] the given threshold for the difference in orienta 
tion With relation to the subject is 30 degrees; 

[0031] maintaining similar appearance comprises that 
the distance betWeen the center of a subject as seen in the 
image corresponding to a candidate vieWpoint is less 
than a speci?ed desired threshold versus the center of the 
same subject as seen in the image corresponding to said 
previously recorded vieWpoint; 

[0032] maintaining similar appearance comprises at 
least one of the folloWing conditions: 

[0033] that the center of an subject as seen in the image 
corresponding to a candidate vieWpoint and the center of 
the same subject as seen in the image corresponding to 
said previously recorded vieWpoint project to the same 
relative side of a speci?ed line of reference; 

[0034] if an subject as seen in the image corresponding to 
a candidate vieWpoint and the same subject as seen in the 
image corresponding to said previously recorded vieW 
point are overlapped by the same other subject(s), and if 
the difference betWeen said tWo images of the amount of 
overlapping is less than a given threshold; 

[0035] if the difference betWeen the amount of occlusion 
of an subject as seen in the image corresponding to a 
candidate vieWpoint and of the same subject as seen in 
the image corresponding to said previously recorded 
vieWpoint of the amount is less than a given threshold; 

[0036] if an subject as seen in the image corresponding to 
a candidate vieWpoint and the same subject as seen in the 
image corresponding to said previously recorded vieW 
point are cropped or clipped by the same edge(s) of 
image; 

[0037] if both the distance betWeen a virtual camera 
position corresponding to a candidate vieWpoint and the 
center of an subject as seen in the image corresponding 
to a candidate vieWpoint and the distance betWeen a 
virtual camera position corresponding to a candidate 
vieWpoint and the center of the same subject as seen in 
the image corresponding to said previously recorded 
vieWpoint lie less than a given number of units of the 
distance of sharpest focus; 

[0038] if both the distance betWeen a virtual camera 
position corresponding to a candidate vieWpoint and the 
center of an subject as seen in the image corresponding 
to a candidate vieWpoint and the distance betWeen a 
virtual camera position corresponding to a candidate 
vieWpoint and the center of the same subject as seen in 
the image corresponding to said previously recorded 
vieWpoint lie more than a given number of units of the 
distance of sharpest focus; 

[0039] if the sum of visual Weight of all subjects is con 
centrated in the same region of the image for both the 
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image corresponding to a candidate vieWpoint and the 
image corresponding to a candidate vieWpoint; 

[0040] the step of ranking candidate vieWpoints accord 
ing to continuity of at least one visual composition prop 
er‘ty comprises determining Whether or not a candidate 
vieWpoint is distinct in appearance in terms of said prop 
er‘ty With respect to at least one previously recorded 
virtual camera vieWpoint; and Wherein being distinct in 
appearance corresponds to a higher quality of said can 
didate vieWpoint; 

[0041] being distinct in appearance comprises that the 
candidate vieWpoint’s shot siZe differs by tWo or more 
canonical units from said previously recorded vieW 
point; 

[0042] being distinct in appearance comprises that the 
difference in vieWpoint orientation relative to at least 
one subject or direction of motion of at least one subject 
or direction in Which the at least one subject faces in a 
candidate vieWpoint versus said previously recorded 
vieWpoint is more than a given threshold; 

[0043] said given threshold for the difference of orienta 
tion With relation to the subject is 30 degrees; 

[0044] it comprises a step of detecting the speci?cation 
by a user of Whether continuity of at least one visual 
composition property maintains similar appearance or is 
to be distinct in appearance With respect to at least one 
previously recorded virtual camera vieWpoint; 

[0045] the step of ranking said candidate vieWpoints uses 
a function of knoWledge of previously observed transi 
tions betWeen tWo or more previously-recorded virtual 
camera vieWpoints Where said knoWledge of previously 
observed transitions is organiZed according to at least 
one visual composition property; 

[0046] a previously recorded virtual camera vieWpoint is 
a member of a canonical shot type; 

[0047] a canonical shot type includes one or more virtual 
camera vieWpoints that share the same canonical angle 
as de?ned as being any one of internal, apex, external, 
parallel, subjective, front, left, and rear; 

[0048] a canonical shot type includes one or more virtual 
camera vieWpoints that share the same canonical dis 
tance as de?ned as being any one of extreme close-up, 
close-up, medium, long, and extreme long; 

[0049] a canonical shot type is de?ned comprising a 
semantic volume that demarcates a region of space that 
may contain one or more virtual camera vieWpoints; 

[0050] a count is maintained of the number of observed 
transitions betWeen a speci?c preceding canonical shot 
type and a speci?c succeeding canonical shot type; 

[0051] the count is stored using a tWo-dimensional 
matrix having roWs and columns corresponding to 
canonical shot types; 

[0052] the quality ranking for a candidate vieWpoint in 
canonical shot type comprises assigning a rank propor 
tionate to the count corresponding to the number of 
observed transitions from the canonical shot type of the 
previously recorded vieWpoint to canonical shot type of 
the candidate vieWpoint; 

[0053] the knoWledge of observed transitions may dis 
tinguish betWeen transitions that occur in contexts of at 
least any one or more of the same action being depicted 
in the tWo shots of a transition, related actions being 
depicted in the tWo shots of a transition, or unrelated 
actions being depicted in the tWo shots of a transition; 
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[0054] a separate transition matrix is maintained for each 
of said contexts; 

[0055] proposed virtual camera vieWpoints are presented 
as being arranged by at least one visual arranging prop 
erty; 

[0056] proposed virtual camera vieWpoints are arranged 
as a roW of images corresponding to each proposed 
virtual camera vieWpoint; 

[0057] proposed virtual camera vieWpoints are arranged 
as a stack of images corresponding to each proposed 
virtual camera vieWpoint; 

[0058] proposed virtual camera vieWpoints are arranged 
as a function of the relative spatial location of the virtual 
camera positions relative to the one or more subjects; 

[0059] a visual arranging property comprises a function 
of the height of at least one of said subjects in the image; 

[0060] a visual arranging property comprises relative 
angle betWeen the virtual camera and at least one of said 
subjects; 

[0061] a visual arranging property comprises on Which 
side of the line of interest the virtual camera is posi 
tioned; 

[0062] a visual arranging property includes the canonical 
distances of at least one or more of extreme close-up, 
close-up, medium, long, and extreme long; 

[0063] a visual arranging property includes the canonical 
angles of at least one or more of internal, apex, external, 
parallel, subjective, front, left, and rear; 

[0064] tracked motion of position or orientation result in 
corresponding broWsal through the set of displayed 
vieWpoints; 

[0065] a forWard motion is interpreted as a request to 
broWse to reveal vieWpoints that have canonical shot 
distances closer to the subject; 

[0066] one of said presented virtual camera vieWpoints is 
selected through a of user input; 

[0067] a means of user input comprises a user touching 
an on-screen image corresponding to the presented vir 
tual camera vieWpoint to be selected; 

[0068] the method further comprises detection of a 
manual control of a virtual camera and detection of a 
change of at least one of said properties of said selected 
virtual camera vieWpoint according to said manually 
control detected of a virtual camera, the recorded virtual 
camera vieWpoint corresponding to the selected virtual 
camera vieWpoint modi?ed according to said detected 
change; 

[0069] manually changed properties of said selected vir 
tual camera vieWpoint include at least one of position of 
a virtual camera relative to a coordinate system, the 
orientation of a virtual camera relative to a coordinate 
system, ?eld of vieW angle of a virtual camera lens, or 
focal depth of a virtual camera lens; 

[0070] upon folloWing the detection of the manual con 
trol of said selected virtual camera vieWpoint, the user 
controlled virtual camera is initialiZed to correspond to 
said selected virtual camera vieWpoint; 

[0071] said manual control uses a motion-sensing input 
device detecting a motion and generating a correspond 
ing control signal that in turn produces a corresponding 
change to at least one property of said selected virtual 
camera vieWpoint; 
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[0072] said manual control uses a physically-actuated 
input device such as a keyboard, mouse, buttons, or 
joystick; 

[0073] said selected virtual camera vieWpoint is 
recorded to some form of computer-readable storage; 

[0074] recording comprises storing a record of said vir 
tual camera vieWpoint in the form of the virtual camera 
properties corresponding to said virtual camera vieW 
point; 

[0075] recording comprises storing a representation of 
the image corresponding to said virtual camera vieW 
point; 

[0076] recording comprises updating the function of 
knowledge of observed transitions betWeen tWo succes 
sively selected virtual camera vieWpoints as a function 
of the observed transition betWeen the most recent pre 
viously-recorded virtual camera vieWpoint and said cur 
rently selected and revieWed virtual camera vieWpoint; 

[0077] a record is made of the observation of a transition 
in Which the canonical shot type of said selected virtual 
camera vieWpoint folloWs the canonical shot type of the 
previously recorded virtual camera vieWpoint; 

[0078] the transition matrix element determined by the 
roW and column corresponding to said pair of canonical 
shot types of said transition is updated to re?ect an 
observed occurrence of said transition. 

[0079] According to another aspect, the invention proposes 
a computer-readable storage medium having stored therein 
instructions capable of causing a computer to perform the 
method according to the ?rst aspect of the invention. 
[0080] According to another aspect, the invention proposes 
a method for shooting and editing a ?lm as de?ned above, 
comprising the folloWing steps: 

[0081] computing of alternative suggested vieWpoints 
by the cinematographic softWare for an image of the 3D 
computer-generated animation corresponding to a par 
ticular time point according to said de?nition; 

[0082] instructing for displaying on a display interface, 
all together, images corresponding to said computed 
alternative suggested vieWpoints of the 3D computer 
generated animation at that particular time point. 

[0083] According to the invention, an intelligent automated 
virtual cinematography planner computes one or more alter 
native vieWpoints that represent visually distinct angles, shot 
distances, compositions, and style, among other properties) 
that could be used to vieW or ?lm given object(s) or action(s) 
occurring at a selected moment or interval of time in a com 
puter-generated virtual environment. 
[0084] In some embodiments, the method according to the 
invention includes one or several folloWing features: 

[0085] upon selection by a user of one of the said dis 
played computed alternative suggested vieWpoints the 
cinematographic module is adapted for, recording the 
selected vieWpoint as the vieWpoint to be used for a shot 
of image(s) of the ?lm from said particular time point; 

[0086] a vieWpoint is de?ned as speci?c position and/or 
orientation and/or lens properties of a virtual camera 
de?ned in the cinematographic softWare by a math 
ematical model and used by the cinematographic soft 
Ware to ?lm the 3D computer-generated animation; 

[0087] further to a selection by a user of one of the said 
displayed computed alternative suggested vieWpoints 
and to data provided by the user de?ning a vieWpoint 
change, computing of a modi?ed suggested vieWpoint 
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based on the selected vieWpoints as changed according 
to the vieWpoint and instructing for displaying the image 
corresponding to said modi?ed vieWpoint on the display 
interface; 

[0088] further comprising the step of recording the 
modi?ed vieWpoint as the vieWpoint to be used for at 
least one image of the ?lm corresponding to said par 
ticular time point; 

[0089] comprising the step of con?guring as a function 
of the selected vieWpoint, an input device including a 
motion sensor set and representing a virtual camera 

?lming the 3D computer- generated animation, the vieW 
point change being de?ned by the user by operating the 
input device and, Wherein the change in position, respec 
tively orientation, of the device operated by the user is 
computed as a corresponding change of the vieWpoint of 
the 3D computer-generated animation at the particular 
time point and obtained With such a camera; 

[0090] alternative suggested vieWpoints are computed 
by the cinematographic softWare as a function of at least 
one of the folloWing items i/ to v/, and/or Wherein said 
display instructions de?ning the organization on the dis 
play interface of images corresponding to suggested 
vieWpoints are determined as a function of at least one of 
the folloWing items i/to v/: 
[0091] i/iat least one suggested vieWpoint previ 

ously chosen by a user among several suggested vieW 
points corresponding to another time point; and/or 

[0092] ii/iat least a vieWpoint created or modi?ed 
according to a position, orientation and/or lens prop 
erties of a corresponding virtual camera provided by a 
user and corresponding to another time point; and/or 

[0093] iii/fat least one visual composition property 
ofan image; and/or 

[0094] ivia maximum or minimum difference in at 
least a given property betWeen images of successive 
vieWpoints, said property being related to visual com 
position of an image; and/or 

[0095] v/- computation of occurrence frequencies of 
transition betWeen angle(s) and/or distance(s) of suc 
cessive vieWpoints; 

[0096] display instructions de?ning the organization on 
the display interface of images corresponding to vieW 
points created by a user are also determined as a function 
of at least one of the items i/ to v/; 

[0097] the images corresponding to the said computed 
alternative suggested vieWpoints of the 3D computer 
generated animation at that particular time point are to 
be displayed on the display interface as partitioned into 
groups each corresponding to respective value range of 
at least one selected visual composition property; 

[0098] said visual composition property is related to at 
least one given element in an image and including one or 
several among appearance or absence of the element in 
the image, Width of the element in the image, height of 
the element in the image, location of the element in the 
image, height of the element relative to another element 
in the image, location of the element relative to another 
element in the image, relative ground-plane angle 
betWeen camera and element, elevation angle of camera 
relative to the element, camera roll or canted angle, 
distance betWeen virtual camera and element, overlap of 
the element over another element, portion of the element 
(s) that is cropped by edge(s) of the image, Which edge 
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(s) of the image crop the element, direction as seen 
in-the-image in Which the element faces or is moving, 
Whether the element is in focus or out-of-focus, visual 
Weight of the element, or overall distribution of visual 
Weight; and/or 

[0099] imaging elements so that they lie along imaginary 
and equally-spaced horizontal or vertical lines that split 
the image onto thirds along both the horiZontal and 
vertical directions; and/ or 

[0100] keeping the virtual camera corresponding to suc 
cessive vieWpoints on the same side of an imaginary line 
corresponding to the direction in Which an element is 
moving or facing or of an imaginary line that passes 
through tWo given elements; 
[0101] the step of determining a correspondence 
betWeen a 3D real-World space and 3D virtual World 
animation according to sensed 3D real-World posi 
tions, and Wherein, upon selection of a suggested 
vieWpoint, a virtual camera volume is positioned and 
siZed so that a given amount of a real-World motion 
corresponds to an appropriate distance of motion in 
the virtual World. 

[0102] According to another aspect, the invention proposes 
a softWare program product to be installed in a system for 
shooting and editing a ?lm comprising at least one image of a 
3D computer-generated animation created by a cinemato 
graphic softWare according to mathematical model of ele 
ments that are part of the animation and according to de?ni 
tion of situations and actions occurring for said elements as a 
function of time, said Software Program product comprising 
softWare instructions to implement the steps of a method 
according the ?rst aspect of the invention When the program 
is executed on processing means of said system. 
[0103] According to another aspect, the invention proposes 
a system for shooting and editing a ?lm, said system com 
prising a cinematographic module adapted for creating at 
least one image of a 3D computer-generated animation 
according to mathematical model of elements that are part of 
the animation and according to a de?nition of situations and 
actions occurring for said elements as a function of time, 
Wherein the cinematographic module is adapted for comput 
ing alternative suggested vieWpoints for an image of the 3D 
computer-generated animation corresponding to a particular 
time point according to said de?nition; and the cinemato 
graphic module is adapted for instructing the display on a 
display interface, all together, of images (corresponding to 
said computed alternative suggested vieWpoints of the 3D 
computer-generated animation at that particular time point. 

DESCRIPTIONS OF THE DRAWINGS 

[0104] The present invention is illustrated by Way of 
example, and not by Way of limitation, in the ?gures of the 
accompanying draWings and in Which like reference numer 
als refer to similar elements and in Which: 
[0105] FIG. 1 shoWs a schematic vieW of a system in an 
embodiment of the invention; 
[0106] FIG. 2. shoWs steps of a method according to an 
embodiment the invention; 
[0107] FIG. 3. shoWs an example of a virtual camera 

device; 
[0108] FIG. 4. represents the display of alternative vieW 
points in an embodiment of the invention; 
[0109] FIG. 5 represents examples of suggested vieWpoint; 
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[0110] FIG. 6. represents an image of a virtual 3D World by 
a virtual camera vieWpoint. 

DEFINITIONS OF TERMS 

[0111] Aspect ratioiis the ratio of an image’s Width 
divided by its height. Standard North American television 
images have a 3-to-2 (also Written as 3:2) aspect ratio. 
[0112] Blockingidescribes the relative location, orienta 
tion, and movement of characters or props on a theatre stage 
or movie set. For example, tWo actors stand three feet apart 
facing one another. 
[0113] Bounding rectangleiis the smallest rectangle that 
completely encloses a given shape in a tWo-dimensional 
image. A bounding rectangle can be used as a rough approxi 
mation to the shape or siZe of a shape in the frame. 
[0114] Bounding boxiis a rectangular box that encloses a 
volume of three-dimensional space that tightly encloses a 
given three-dimensional object. 
[0115] Canonical anglesiEnumerated list of composi 
tionally distinctive relative vieWing angles betWeen camera 
and subject or subjects including external, internal, parallel, 
apex, front, left, right, rear. A given canonical angle such as 
front can encompass a continuum of angles such that the 
measured angle betWeen the character’s forWard direction 
and vector toWards the camera is less than a given tolerance 
angle theta. Lists of canonical angles have been long estab 
lished by cinematic convention (Grammar of the Film Lan 
guage by Daniel Arij on, 1976). 
[0116] Canonical distancesiEnumerated list of composi 
tionally distance relative distances betWeen camera and sub 
ject or subjects. In established cinematic convention, distance 
relates to the height at Which a subject appears in the frame 
and is determined by distance from camera to subject and lens 
?eld of vieW. Canonical distances include extreme close-up, 
close-up, medium, long, and extreme long (Grammar of the 
Film Language by Daniel Arijon, 1976). 
[0117] Center of projectioniis the point at Which light 
rays converge onto the ?lm or digital imager in a physical 
camera or the point at Which rays of perspective projection 
converge in a virtual camera. The center of projection gener 
ally coincides With the position of a virtual camera. 
[0118] Cinematographyithe art of placing, aiming, mov 
ing a camera to record a subjects or events. Most conventions 
of cinematic practice and style apply to both real World physi 
cal cameras and virtual cameras that create images from 3D 
computer models of objects and animated actions. 
[0119] Compositionithe artful arrangement of elements 
in a picture frame. Composition considers properties such as 
the position of a subject in the frame, siZe of subject, angle 
betWeen camera and subject, overlap of one subject over 
another, among others 
[0120] Composition encodingia computeriZed represen 
tation of on-screen properties and/or semantic characteriZa 
tion of a vieWpoint into one of several canonical angles 
including for example, internal, apex, external, parallel, sub 
jective, front, left, rear, etc. and one of several canonical 
distances including for example extreme close-up, close up, 
medium, long, extreme long. The encoding of the on-screen 
composition properties of one or more subjects and/or the 
image taken as a Whole. The encoding can be automatically 
computed by analyZing the geometric relationships betWeen 
the subjects, virtual camera, and the projections of the 3D 
subjects onto the 2D projection plane. For example, the height 
of subj ectA ?lls half the frame height and subjectA lies in the 
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left half of the frame and the camera is to the front-right of 
subject A. Other properties include location in the frame, 
exact relative angle betWeen camera and subject, and direc 
tion vector (dx, dy) a subject appears to gaze. The encoding 
can be computed by using approximations such as bounding 
rectangles of the projections of subjects into the frame or by 
pixel maps of the subjects. Altemately, an encoding can be 
created for a digital image or digital video clip by hand 
annotation or automatically computed by other means. Such 
an annotation Would consider hoW the real physical ?lm cam 
era Would have been placed and aimed relative to the subjects 
to produce the given digital image. 
[0121] Computer-generated virtual WOI‘ldiIS a math 
ematical model of shapes, lights, material properties, and 
virtual cameras that is encoded and processed by a computing 
device. The mathematical model of a virtual 3D Worldmay be 
formulated to represent the series of locations and con?gura 
tions of subj ects that exist in the real or physical World as they 
optionally change in time. 
[0122] Continuityiconsideration of hoW visual composi 
tion properties remain constant or change over a time-se 
quenced series of vieWpoints. 
[0123] Coordinate systemiA system Which uses one or 
more numbers, or coordinates, to uniquely determine the 
spatial con?guration (eg the position or orientation) of a 
point or other geometric element. 
[0124] Cutito instantly move a camera from one vieW 
point to a different vieWpoint Without displaying any inter 
mediate images. 
[0125] Cut on action4cinematography guideline that rec 
ommends cutting to the next vieWpoint When a subject begins 
an action so that the subject’s movement draWs the vieWer’s 
eye aWay from a potentially distracting change in vieWpoint. 
[0126] Cutting rateiThe number of cuts per unit time, also 
knoWn as pace. 

[0127] Crossing the line4occurs When the camera is 
moved from one side of the line of action or line of interest to 
the other. A cut betWeen tWo vieWpoints that crosses the line 
may result in confusing the vieWer as a subject suddenly 
appears to reverse facing direction. 
[0128] Digital imageiimage represented by machine 
readable digital encoding usually as a tWo-dimensional grid 
of pixels (picture elements). The image may be created from 
any possible source or means from scanning a paper sketch, 
digital camera photo, or rendered in 3d, etc. 
[0129] Field of vieW angleithe angular span of visible 
area sWept out by an imaginary pyramid Whose apex (peak) is 
at the center of projection of a virtual camera. 

[0130] Focal depthithe depth or distance in front of a 
camera lens at Which objects at that distance appear in sharp 
est focus as imaged by a given lens. 
[0131] Frame4one image in an animation or motion pic 
ture as rendered from a virtual or real-World physical camera. 
In the context of this invention frame is interchangeable With 
digital image. 
[0132] GaZeithe direction in Which a character or object 
appears to be facing in the frame. 
[0133] Indexed vieWpointiis a vieWpoint that is combined 
With the composition encoding of its corresponding virtual 
camera. 

[0134] Line of action (LOA)ian imaginary line corre 
sponding to the direction in Which a single virtual character is 
moving or facing (FIG. 33). 
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[0135] Line of interest (LPO)ian imaginary line that 
passes through tWo given subjects. 
[0136] Local storage4computer-readable storage medium 
that is physically attached or part of a computing device or 
physical picture-taking device being operated by a user. 
[0137] Motion sensor4device capable of detecting and 
reporting physical motions of change in position and/or ori 
entation of either the sensor device itself or of a body, body 
part, marker, or other prop Which the sensor can detect. In 
computer graphics terminology, a three-degree of freedom 
(3DOF) sensor may for example detect a 3d position or a 3d 
orientation While a six-degree of freedom (6DOF) sensor may 
detect both a 3d position and a 3d orientation. 
[0138] Narrative eventian event that occurs at a speci?c 
instant of time or interval of time in the course of an anima 
tion, usually an animation that tells a story involving charac 
ters, dialog, and actions. An event usually involves one or 
more characters or objects that participate in the event. 
[0139] Narrative plannerian automated softWare system 
that computes the narrative events that comprise a story. 
These planners represent an advanced sub-?eld of Arti?cial 
Intelligence. 
[0140] Networked storage4computer-readable storage 
medium that is located apart from the computing or picture 
taking device being operated by a user. The storage is 
accessed via a Wired or Wireless netWork connection. The 
netWorked storage may be private and reserved for use only 
by an alloWed set of user(s) or the storage may be public 
allowing anyone to access it. 
[0141] NormaliZed frame coordinatesiA tWo-dimen 
sional coordinate system used to de?ne points and vectors in 
a frame in Which the center of the frame is the origin (0,0), 
bottom-left is (—l, —l), and top-right is (+1, +1). NormaliZed 
coordinates are used in computing composition encodings 
and formulating desired visual composition properties since 
they enable the computations to be done independent of the 
frame aspect ratio. 
[0142] Occlusion4occurs When one object is partially or 
completely hidden behind another object. 
[0143] Orientationithe directional angles relative to each 
of the three axes of an orthogonal coordinate system Whose 
origin is the center of projection of the camera, and the direc 
tion vectors of axes correspond to “up”, “front” and “right” 
vectors of the camera. Orientation is often expressed as three 
angles: yaW, pitch, and roll. Orientation may also be 
expressed in matrix or quaternion form. 
[0144] Orthogonal coordinate systemiis a coordinate sys 
tem Which uses orthogonal axes Where each axis is perpen 
dicular to each of the other axes. For instance a 3d Cartesian 
coordinate system uses three orthogonal axes. 

[0145] Perspective projectionia type of projection in 
Which a three-dimensional point P is projected onto a tWo 
dimensional image by tracing a line from P to the virtual 
camera’s center of projection. A perspective projection has 
the effect of causing objects that are farther from the center of 
projection to appear smaller. 
[0146] Photographed imageiis an image that Was pro 
duced by a real-World physical ?lm camera, movie camera, 
digital camera, or digital movie camera. 
[0147] Physical cameraiis a real-World still or motion 
picture recording device (as opposed to a virtual camera). 
[0148] Pixelia single discrete dot having a given color in 
a digitiZed representation of an image 
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[0149] Pixel mapiis a rectangular grid of monochrome or 
colored dots (or pixels) that can be used to represent a digital 
image. 
[0150] Positionia location in space de?ned by a point 
(x,y,Z) Whose three components are measured With respect to 
a knoWn coordinate system, origin, and units of measure. 
Position may refer to a location in a virtual 3D World or in a 
real-World. 
[0151] Proj ectionithe process of forming a tWo-dimen 
sional image of a three-dim ensional point or object. 
[0152] Renderingithe process by Which a three-dimen 
sional model of a virtual World is processed from a given 
vieWpoint to produce a tWo-dimensional image. 
[0153] Rendered imageian image created by rendering a 
virtual World as seen from a given virtual camera. 

[0154] Rule of Thirdsiphotographic or cinematic conven 
tion that recommends framing subjects so that they lie along 
imaginary and equally-spaced horizontal or vertical lines that 
split the frame into thirds along both the horizontal and ver 
tical directions. 
[0155] Screenplayian information source that de?nes a 
sequence of narrative events usually of a story to be vi sualiZed 
by real-World or virtual cameras. For the purpose of this 
invention, the information in a screenplay provides the sys 
tem With advance knoWledge of narrative events and alloWs 
the system to repeatedly replay animation to facilitate explo 
ration of alternative vieWpoints for ?lming the given anima 
tion. The content of the screenplay may be edited or computed 
by any number of methods, including, but not limited to the 
folloWing: The screenplay may be hand-coded by a human 
and stored in machine-readable form, edited With the aid of a 
graphical interface tool, automatically computed by a narra 
tive planner, derived from saved logs of narrative events that 
may have been created through logging live video game play, 
motion-capture sessions, live training simulations, or any 
other means of creating or playing out 3d computer anima 
tion. 
[0156] Sequence of indexed VIeWPOIIIISiTWO or more 
indexed vieWpoints that are intended to be displayed one after 
another in the order listed. 
[0157] Shotia series of images produced by ?lming With 
out interruption betWeen pres sing the record button and sub 
sequently pressing the stop recording button on a ?lm camera 
or a virtual camera. A shot may keep the virtual camera ?xed 
through its duration or vary one or more parameters of the 
camera over its duration. 

[0158] SMPTE time codeiIndustry-standard notation 
used to precisely identify a moment of time in ?lm or anima 
tion. The notation is given as hours:minuteszsecondszframes, 
Where each is a non-negative integer giving the number of 
hours, minutes, seconds, and frames With frames being 
counted up to a ?xed frame rate such as 24 frames per second 
or 30 frames per second, etc. The acronym SMPTE stands for 
Society of Motion Picture and Television Engineers. 
[0159] Subj ectiA single object, single character, part of a 
single object (e. g. roof of a house), orpart of a single character 
(e. g. head) or any group of any combination of one or more of 
the aforementioned entities upon Which the vieWer Wishes to 
focus his or her attention. In general for a given instant in time 
of an animated story, the screenplay determines the subject or 
subjects. 
[0160] Temporal propertyithe moment or interval of time 
at Which a vieWpoint or sequence of vieWpoints occurs in time 
or by speci?ed narrative event. 
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[0161] Transitionia change from displaying one vieW 
point to displaying a second vieWpoint. A transition may be a 
continuous movement of the camera from one vieWpoint to 
the next or an instantaneous cut to the next vieWpoint. 
[0162] Transition matrixiA rectangular grid of roWs (R1 
RM) and columns (C1-CN) of cells C1kW1Ih1:l to M and kIl 
to N, in Which the roWs correspond to a previous canonical 
angle and canonical distance and the columns correspond to a 
succeeding canonical angle and canonical distance. The con 
tent of each cell Cik, iIl to M, kIl to N may indicate Whether 
or not it is possible to transition or move from the canonical 
angle and canonical distance represented by roW Ri to the 
canonical angle and canonical distance represented by col 
umn Ck, kIl to N. The content of each cell Cik may also be 
expressed as a probability of making a move from one canoni 
cal angle and canonical distance represented by roW Ri to 
another canonical angle and canonical distance represented 
by column Ck. In such case, the transition matrix is a stochas 
tic matrix used to describe the transitions of a Markov chain. 
This transition matrix is encoded as a right stochastic matrix, 
ie a square matrix Where each roW consists of nonnegative 
real numbers summing to 1. Cells may also count the number 
of observed instances out of total observations in Which a 
given Ri to Ck transition occurs. 
[0163] Transparencyian effect in Which it is possible to 
see through an object or image. The degree of transparency 
may vary betWeen completely opaque to fully transparent. 
[0164] Vectorispeci?es a direction and length expressed 
as three real values measured along the X, Y, and Z coordinate 
axes. 

[0165] VieWpointia given assignment of values to all 
parameters that uniquely de?ne a virtual camera. A virtual 
camera vieWpoint applied to a virtual 3D World 40 renders an 
image 41 of the virtual 3D World as shoWn in FIG. 6). A 
vieWpoint corresponds to position as a point (x,y,Z), orienta 
tion as either a rotation matrix, quaternion, or axis vectors, 
and lens properties such as ?eld of vieW angle, aspect ratio, or 
depth of ?eld, of a virtual camera 42. 
[0166] Virtual cameraia mathematical representation of a 
camera in a computer-generated virtual World World that 
de?nes a position (also knoWn as the center of projection), 
orientation given by three mutually perpendicular vectors that 
establish the “front”, “up”, and “right”. The camera aims in 
the direction of its “front” vector. The ?eld of vieW angle, 
focal depth, and aspect ratio are also de?ned. 
[0167] Virtual camera solverian algorithm that given a 
desired set of composition properties and/ or continuity prop 
erties or a desired composition encoding can analyZe the 
geometry of a virtual World and the screenplay to determine a 
suitable assignment of values to a virtual camera so that the 
resulting image seen from that virtual camera suf?ciently 
exhibits the desired properties. 
[0168] Visual Weightithe degree to Which a vieWer’s eye 
is attracted to a given element in an image. Conventions of 
visual art and photography for example suggest that the fol 
loWing carry greater visual Weight: larger or brighter objects, 
objects appearing higher in the frame, and that objects that 
contrast With their background. 

DETAILED DESCRIPTION 

[0169] FIG. 1 shoWs a schematic vieW of a system 10 in an 
embodiment of the invention. The system 10 is suited to be 
operated by a user in order to shoot and edit a ?lm based on a 
computer-generated 3D virtual environment. 
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[0170] The system 10 is capable of providing ahigh level of 
automation in computing or exploring alternative or sug 
gested indexed vieWpoints that depict subjects and events of 
interest as they occur in a computer-generated 3D virtual 
environment and its corresponding screenplay. 
[0171] The system 10 includes a user interface module 11 
adapted for entering commands by a user and including at 
least one display screen 6 for displaying images and text. The 
system 10 includes a processing module 18 including a 
microprocessor 13 and a memory 14 (for example volatile 
computer memory (RAM) orperrnanent storage on disk). The 
user interface module 11 includes a physical device 12, oper 
able by a user, With mechanisms embedded or attached to the 
device or positioned external to the device, that enable the 
real-time sensing of the three- or six-degree of freedom posi 
tion and orientation motion of the said device. The device 12 
may be a physical camera Whose sensed motions (position, 
orientation) are used to produce correspondingly similar 
changes in position and orientation of a virtual camera. The 
display screen may be carried by the user or be located apart 
from the user, but Within his or her vieW. 
[0172] FIG. 3 shoWs one such physical device 12 in an 
embodiment including a display screen 4 With optional touch 
sensing input, optional handgrips and/ or physical buttons, 
levers, joysticks 2, and marker cluster 5 used to determine 
orientation and position of the device 12. 
[0173] The physical device 12, When used as representing a 
virtual camera, can be manually controlled or adjusted by any 
possible actuations by a user of physical controls (e.g. joy 
sticks, buttons, levers, knobs, . . . ), gestures, speech, touch, 
physical motion as detected by motion-sensor, or trained to 
detect and recogniZe motions or gestures in the area in Which 
the user resides, or by manipulation of on-screen controls 
such as buttons, Widgets, sliders, menu selections, mouse 
motions, key presses, and any other input modalities in Which 
a user input can be directed to change one or more values that 
de?ne a virtual camera vieWpoint. 

[0174] HoWever, this invention may also operate on any 
combination of other devices that support its functionality. 
For example, the invention may run on a desktop computer 
and non-touch display monitor and the user interacts With the 
invention using a mouse or keyboard. 
[0175] The invention is usable With current or future real 
World physical camera and virtual 3D World cameras pro 
vided that the system can have available a mathematical 
model of the virtual 3d World and a screenplay de?ning events 
that have occurred 
[0176] The system 10 includes and uses several sources of 
information that are stored in memory 14. 

[0177] Memory 14 includes softWare instructions, Which 
once executed on the microprocessor 13, enable the process 
ing by the system 10, in particular by the processing device 
18. 

[0178] The memory 14 further includes de?nition data of a 
3D computer- generated World 15, including the three-dimen 
sional geometry, colors, textures, audio, and animated actions 
of characters, objects, or other entities. The virtual World 15 
may include sequences of actions such as one object moving 
from one point to another over a speci?c interval of time, a 
virtual character performing a gesture such as Walking, etc. 
[0179] De?nition of characters or objects: A user or a soft 
Ware module can specify a optional mapping betWeen ele 
ment(s) of virtual World geometry, volumes of virtual World 
space, and/or intervals of animation time to symbolic names 
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that can be used by the invention to for example, computer a 
virtual camera to vieW a named character or object. This 
mapping is part of the screenplay data source. 
[0180] Screenplay: screenplay provides a predetermined 
list of events, Where each event gives its start time and dura 
tion, the nature of the action, and list of characters or objects 
that perform that action. This information may be produced 
by a softWare system such as a narrative planner module, orbe 
authored by a human such as encoding a real movie screen 
play script With the animation timing data, or a recording of 
actions from a live performance (such as motion-capture of 
actor performances, a video game, or a training simulation. In 
the considered embodiment, a softWare module 16, eg a 
narrative planner, specify, using symbolic names or descrip 
tors, a list of narrative events Which occur at designated inter 
vals of animated time in the virtual World 15. For example, the 
narrative event “Parsons Walks to join Smith and Syme at the 
dining table” can be associated to the interval [8, E], Where 
S<:E and S>:animation_start and E<:animation_end. For 
each narrative event the folloWing attributes are speci?ed: 
[0181] [start, end] interval of animation time When this 
even occurs Where start and end are each given as SMPTE 
time code values and start <:end. 
[0182] Names of the virtual characters or objects that are 
the subjects of this event given as strings of characters. 
[0183] Descriptive text for this event such as an action 
description (e.g. “Mike sits”), dialog spoken or thought by a 
character (e.g. “Where are We going?”), etc. 
[0184] The processing module 18 of the system 10 is fur 
ther adapted for maintaining a mathematical model of the 
position, orientation, and lens properties of a virtual camera 
and the objects in a given scene. In its current embodiment, 
movements of the physical device 12 equipped With motion 
sensors produces corresponding movements of a virtual cam 
era in a computer-generated World and the user sees images of 
that computer-generated World When he inspects the com 
puted vieWpoints on the screen 4. 
[0185] Future motion sensors could automatically capture 
physical objects including human performers to in real-time 
generate mathematical models of their position, orientation, 
siZe, and shape in addition to the position and orientation of 
an entity such as a human head, ?ngers, or physical device 
Whose position and orientation correspond to the position and 
orientation of a virtual camera in a computer-generated 
World. Also, future motion sensors may be able to accurately 
track the position and orientation of real physical cameras as 
they move about in the real-World to vieW real performers/ 
props or an augmented reality environment in Which virtual 
characters or props are also visible in the camera vieW?nder 
display. 
[0186] Given a mathematical model of real World cameras 
and objects/characters, the system 10 of the invention can 
automatically compute and propose suggested vieWpoints for 
a human camera operator to consider Whether he or she is 
operating a real camera or a virtual 3D camera. 

[0187] FIG. 2 shoWs steps of a method according to an 
embodiment of the invention. 
[0188] In a step 100, the processing module 18 of the sys 
tem 10 is adapted for computing one or more alternative 
vieWpoints that represent distinct properties, for example 
visually distinct angles, shot distances, compositions and 
style, among other properties, that could be used to vieW or 
?lm given object(s) or action(s) occurring at a selected 
moment or interval of time in the computer-generated virtual 
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World 15, according to the de?nition data of the 3D World 15, 
to the animation occurring in this World according to the 
screenplay in the planner 16 and if existing according to the 
shot list. The computation of alternative vieWpoints entails 
the folloWing sub-steps: 

[0189] (a) generate list of alternative vieWpoints 
[0190] (b) compute a composition encoding for each 

alternative vieWpoint 
[0191] (c) rank these alternative vieWpoints according to 

composition, continuity, occlusion of subjects, style (af 
?nity or dominance betWeen subjects), and the transition 
matrices. 

[0192] In a step 101, the processing module 18 instructs the 
user interface 11 to display the respective images correspond 
ing to the suggested alternative vieWpoints on the screen 4 of 
the physical device 12, using both the composition encoding 
of each vieWpoint and the ranking of alternate vieWpoints. 
[0193] For example, the processing module 18 automati 
cally organiZes the display of a set of vieWpoints arranged by 
selected properties, for example cinematic properties includ 
ing shot siZe, angle, or style. Thus, the user can rapidly revieW 
a variety of distinct alternative vieWpoints that may be used to 
vieW or ?lm the objects and/or actions for the current 
moment. 

[0194] As shoWn in FIG. 4, in an embodiment, the sugges 
tions are presented on screen as small movie frames 31 to 36, 
arranged in a grid Whose roWs and columns are function of 
user-selectable cinematic properties of the suggested vieW 
points. A list of examples of cinematic properties is given 
hereafter. 
[0195] The suggestions can be ordered in the horiZontal 
axis from left-to-right by angle of the vieWpoint regarding the 
line of action (front-left, left, rear-left). The vertical axis from 
top-to-bottom presents suggestions from shot distance in 
order of close to medium. 
[0196] In another example, it can be ordered in the horiZon 
tal axis from left-to-right by decreasing shot length (or dis 
tance) in order of extreme long, long, medium, close-up, and 
extreme close-up. The vertical axis from top-to-bottom pre 
sents suggestions from a variety of camera heights in order of 
high, medium, and loW. 
[0197] FIG. 4 also represents an example of a stacked dis 
play of the images corresponding to the vieWpoints (or 
sequences of vieWpoints) and alloWs more to be displayed in 
a given amount of on-screen space. Stacks of images are 
shoWn in roWs and columns that are arranged in order of 
selected cinematic properties, for columns by shot distance 
and roWs by location of the subject in the frame (left or right). 
User can broWse through the stack of vieWpoints to display a 
different one on top. VieWpoints in the same stack share 
common cinematic properties. The number on each stack 
indicates the number of vieWpoints in the stack. 
[0198] FIG. 5 depicts an alternate presentation format With 
a top-doWn map vieW of suggested vieWpoints positioned 
relative to subject(s) can also be selected. 

[0199] In step 101, the user may optionally specify a pref 
erence to shoW only those alternative vieWpoints that satisfy 
a desired composition, continuity, or style property. For 
example, only display alternate vieWpoints that preserve line 
of action continuity by keeping the camera on the same side of 
the line of action. Or, oppositely, only shoW those alternative 
vieWpoints that place the camera on the opposite side of the 
line of action. Or, shoW only those alternative vieWpoints for 
Which there is a distinct change in canonical angle or canoni 
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cal distance betWeen the previous vieWpoint and the sug 
gested alternative vieWpoints. Or, shoW only those alternative 
vieWpoints for Which the canonical angle or canonical dis 
tance betWeen the previous vieWpoint and the suggested alter 
native vieWpoints remains the same. Or, shoW only those 
alternative vieWpoints for Which the location in the frame of 
subject(s) betWeen the previous vieWpoint and the suggested 
alternative vieWpoints remains the same. Or, shoW only those 
alternative vieWpoints for Which the location in the frame of 
subject(s) betWeen the previous vieWpoint and the suggested 
alternative vieWpoints is distinctly different. Or, only shoW 
those alternative vieWpoints in Which one subject is dominate 
over another (Which may be realiZed by vieWing the dominant 
subject from loW angles so that he or she appears to loom over 

the vieWer). 
[0200] In an embodiment, a graphical interface 4 may pro 
vide a set of icons that represent each of the aforementioned 
composition, editing, or style preferences setting by the user. 
These icons may be moved to occupy one of tWo separate 
areas on- screen, one for important properties and the other for 
less desirable or unimportant. An icon may be tapped to 
toggle through possible settings of keep similar, differ, differ 
by decrease, or differ by increase in that property. For 
example the user chooses to ?x the on-screen facing direction 
of subjects by moving the facing direction icon into the 
“important” bin and then tapping this icon until a padlock 
appears beneath it. Computed suggested vieWpoints Will then 
all be on the same side of the line so that subjects appear to 
face in the same direction as they did in the given sample-set 
vieWpoints. 
[0201] For example, referring to FIG. 5, sections a, b, c, 
shoWs adaptation of vieWpoints to re?ect previously recorded 
shots. In the important properties box 24 shoWn in section a, 
the user taps the facing direction icon 20 until a padlock 21 
appears beloW that property icon. The presence of the padlock 
next to the facing direction property icon instructs the system 
10 to compute only those vieWpoints that maintain the same 
on-screen facing direction of the characters It is assumed that 
in previously recorded shots subjectA faces right-to-left and 
subject B faces left-to right. The user requests suggested 
vieWpoints that depict both A and B. The user also speci?es 
subject height (icon 22) and ground-plane angle (icon 23) are 
important. 
[0202] Therefore, the processing module 18 computes sug 
gested vieWpoints 31 to 36 that vary by subject height and 
ground-plane angle (see section b of FIG. 5 presenting top 
doWn map of vieWpoints relative to subjects A and B), but 
preserve the previously established facing directions of the 
subjects. 
[0203] The images of the 3D virtual World corresponding to 
these vieWpoints 31 to 36 are then displayed on the screen in 
grid display according ground-plane angle and distance as 
shoWn in section c of FIG. 5. 

[0204] 
[0205] In a step 103, the user optionally modi?es the 
selected vieWpoint, for example by manually controlling the 
physical motion-sensing device 12 representing the virtual 
camera rendering the image corresponding to the selected 
vieWpoint. As explained hereabove, this control can be made 
by actuating a joystick, or by tracking moves or speech of the 
user into a tracking volume. The movements of the virtual 
camera 12 are identi?ed by the processing module 18, that 
computed the accordingly modi?ed vieWpoints and corre 

In a step 102, the user selects a vieWpoint. 
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sponding images, based upon the de?nition data of the 3D 
World 15 and the movements of the virtual camera 12. 

[0206] Then, upon con?rmation of the user, the processing 
module 18 records in a step 104, the selected vieWpoint, 
optionally modi?ed, in the memory 14, as vieWpoint of the 
?lm 17 for the selected moment. 

[0207] In step 105, the processing module updates the tran 
sition matrices to represent observed transitions betWeen the 
canonical angle and distance of the previous vieWpoint and 
the canonical angle and distance of the current vieWpoint. 

[0208] 
[0209] Instead of the selection in step 102, the user in step 
1 02, ignores these presented vieWpoints altogether and manu 
ally creates his or her original vieWpoint(s), by operating the 
user interface 11, and in particular the motion-sensor device 
12, or by speaking or moving in the tracking volume accord 
ingly, to de?ne virtual camera vieW. In addition, While the 
user manually adjusts the camera vieW or record camera 
moves, the system 10 presents hints and visual cues to help 
the user to record complex camera moves for a sequence of 
shots. In an embodiment, the thus created vieWpoints are 
displayed in accordance With the display organiZation criteria 
used in step 101. 

[0210] In an alternative embodiment, a user may specify 
desired continuity preferences (as noted in FIG. 5) by direct 
on-screen graphical manipulation. The user may touch the 
image of a subject on-screen to call up display of graphical 
“handles” that are overlaid on the image of that subject to 
indicate available composition or style properties applicable 
to that subject. For example, the user taps on the image of a 
character, e.g., Smith, in a frame and sees graphical handles 
(or icons) appear over his image that alloW him to select 
Smith’s height in the frame, his location in the frame, or his 
facing direction (etc). He taps on an open space in the frame 
to call up properties that apply to all subjects or the entire 
frame as a Whole. The user can then select a property and push 
one of several context-dependent buttons to specify Whether 
the system should maintain that “same” property or change it 
in a speci?ed context-dependent fashion (less/more, oppo 
site, etc.) When computing the next set of suggested vieW 
points. The user may also make multitouch screen gestures 
such as dragging a ?nger in the desired facing direction, or 
pinching ?ngers out to indicate that subject height should 
increase. 

[0211] The user instructions in other embodiments are 
inputted by voice input or gesture detection for example. In 
another embodiment, the user manually adjusts the virtual 
camera and the processing module 18 of the system 10 rec 
ogniZes from the virtual camera adjustments What properties 
are retained or changed compared to What the system 10 
previously suggested. 
[0212] The system 10 is also able to automatically assist in 
determining the correspondence betWeen real-World space 
and virtual World space When a position sensor is available. 
Current motion-sensing virtual cameras require their users to 
manually operate small joysticks to position, orient, and siZe 
the so-called volume of virtual World space into Which the 
tracked volume of real-World space is mapped. Upon select 
ing a suggested vieWpoint, the system 10 can automatically 
position and siZe the virtual camera volume so that a given 
amount of real-World motion corresponds to an appropriate 
distance of motion in the virtual World. The process computes 

Then the above steps are iterated for a next shot. 
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the minimal bounding box enclosing a possible subset of all 
semantic volumes employed for the computation of auto 
mated suggestions. 
[0213] In an embodiment, a user chooses to disable the 
automated vieWpoint suggestion computing of the system 10, 
and then to creates his oWn set of alternate vieWpoints by 
manually moving the virtual camera to record several differ 
ent “takes” of the action at the considered particular moment 
in the screenplay 
[0214] The processing module 18 then automatically com 
putes the composition encodings of the user’s oWn originally 
created alternative vieWpoints. It applies the same ranking 
function to order these user-created vieWpoints. The process 
ing module 18 then applies the same display method as 
described in step 101 to alloW the user to revieW his or her 
alternative vieWpoints. As in the preferred embodiment, the 
user can edit his movie by selecting and possibly further 
modifying the recorded vieWpoints as described in steps 100 
to 105. 

[0215] The folloWing is a description of elements of the 
invention’s graphical interface in an embodiment. 
[0216] Current camera vieW: The user Works in this vieW 
displayed in the screen 4 When he or she Wishes to previeW 
animation or record/revieW camera animation as seen through 
the virtual lens of a given virtual camera vieWpoint. This vieW 
is updated in real-time to re?ect the current state of the virtual 
camera that is either being manually controlled by a user or 
playing back previously recorded virtual camera animations. 
[0217] Computational Algorithms to ?nd Suggested VieW 
points or Sequences of VieWpoints 
[0218] OvervieW 
[0219] The processing module 18 automatically computes 
a vieWpoint to satisfy a given set of desired visual composi 
tion or continuity properties. Virtual camera solving methods 
typically refer to such desired properties as constraints on 
Which subjects should appear in the frame and hoW they 
should appear in the frame as rendered from the resulting 
output virtual camera vieWpoint. The research literature 
documents a variety of possible methods to solve this prob 
lem, Which vary in computational Workload, quality of solu 
tions, expressiveness of composition constraints, and ability 
to deal With complex virtual 3D World geometry and move 
ment. The processing module 18 according to the invention 
can operate using any existing or future automated virtual 
camera solver algorithm Which has the ability to automati 
cally compute virtual camera vieWpoints, sequences of vieW 
points, or moves that satisfy a given set of visual composition 
or continuity properties. Consequently, this section details the 
general features typically provided by an automated virtual 
camera solver. 

[0220] Let us begin With a brief ?owchart of the basic steps 
in automatically computing by the processing module 18 a 
virtual camera indexed vieWpoint for a sequence of one or 
more given moments in animation time 

[0221] Step A: AnalyZe available input data sources 
[0222] Al: Important visual composition and continuity 
properties. 
[0223] A2: Selected set of previously recorded shots to be 
considered When ?nding suggested vieWpoints or sequences 
of vieWpoints that satisfy desired continuity properties. 
[0224] A3: Scene and object geometry of subjects and 
nearby objects for each instant of animation time for Which 
the system Will compute vieWpoints 
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[0225] B: Repeat the following steps for each instant of 
time T[i] to be computed, Where i is an integer betWeen 1 and 
the number of instants of time to ?lm. 

[0226] B1: Formulate speci?cations for desired visual 
composition properties for suggested vieWpoints for time 
T[i]. 
[0227] B2: Explore space of prospective satisfactory cam 
era positions Within the virtual 3D World 

[0228] B2.l: For each prospective camera position: 
[0229] B2.l.l:determine suitable assignment of values to 
the remaining vieWpoint attributes of orientation, lens angle, 
and focal depth. 
[0230] B2.l.2: Compute visual composition encoding of 
the image as rendered from this candidate vieWpoint. 
[0231] B2.l .3 : Apply a methodto rank or evaluate hoW Well 
the composition of this candidate vieWpoint satis?es the 
speci?cations from B1. 
[0232] B2.l.4: Analyze continuity of tWo vieWpoints that 
appear in sequence 
[0233] B2.l .5: Discard any vieWpoints that are too similar 
to any of the best vieWpoints found so far for time T[i]. 
[0234] B2.l.6: If it is satisfactory, then insert it into an 
ordered list Output[i] Which stores the best alternate sug 
gested vieWpoints for time T[i]. Sort vieWpoints Within list 
Output[i] so that those satisfying more desired important 
properties appear ahead of ones Which satisfy feWer or some 
other suitable scoring heuristic. 
[0235] B22: Stop When either a given number of candi 
dates has been examined, exceeded a limit on computation 
time, at least S>0 satisfactory vieWpoints have been found, or 
a suf?ciently representative portion of the search space has 
been explored. 
[0236] C: Display the top N>l vieWpoints or sequences of 
vieWpoints for user consideration. 

[0237] Next, let’s consider each of these general computa 
tional steps in greater detail. 
[0238] A. Analyze data sources 
[0239] Al. Given speci?ed one or more important visual 
composition properties and optional preferences of continu 
ity in those important visual composition properties. As 
speci?ed hereabove, visual composition properties for a 
given subject include: siZe in frame, facing direction, overlap 
of subj ects, etc. Continuity preferences include: lock property 
to same value, decrease, increase, or both increase and 
decrease a property. 

[0240] A2. One or more previously recorded shots may be 
designated to be considered in analyZing the visual continuity 
in computing neW suggested vieWpoints or sequences of 
vieWpoints. Previously recorded shots may occur either or 
both earlier or later in animation time than the vieWpoints to 
be computed. For each previously recorded shot, the system 
Will have computed and stored the visual composition encod 
ing for one or more representative frames over the duration of 
the recorded shot. 

[0241] A3. One or more subjects are designated by auto 
mated means by analyZing the given screenplay for the inter 
val of animation time for Which the system is to compute 
suggested vieWpoints or sequences of vieWpoints. Altema 
tively, a user may manually broWse and select one or more 
subjects from a list of 3D objects available in the scene. For 
each subject, the system Will be provided With a mapping to a 
speci?c set of 3D scene geometry (e.g. character’s head) or 
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bounding volume of space (eg the subject is the open sky 
above a mountain). In the system 10, the screenplay provides 
this data. 
[0242] B1. Formulate speci?cation of important visual 
composition properties 
[0243] The method used to formulate the speci?cation of 
each designated important visual property varies by Whether 
continuity preferences apply to a given visual composition 
property and Whether or not there is a given set of one or more 
previously recorded shots Which are to be considered in 
assessing continuity. 
[0244] i) Continuity preferences not speci?ed or no previ 
ously recorded shots are given 
[0245] ii) Continuity preference Was speci?ed and one or 
more previously recorded shots are available and have been 
designated to be used in assessing continuity 
[0246] a) If continuity preference is to lock or ?x a given 
visual composition property, then take the speci?cation of the 
desired visual composition property from the composition 
encoding of the most immediate preceding previously 
recorded shot (if available); else, take the property from the 
composition encoding of the immediate folloWing previously 
recorded shot (if available). 
[0247] For example, in facing direction continuity: When 
building tWo successive shots of the same key-subject, coher 
ency must be maintained in the apparent direction of motion 
of this key subject, or With relation to his natural orientation. 
The problem is modeled by extracting the line-of-action 
(LOA) of the key-subj ect (direction of the key subject motion 
at the moment of the cut, or orientation of the torso) in both 
the previous and current shot. All suggestions on the same 
side of the LOA are ranked With a great value (similarly, all 
others are ranked With a loW value). Line-of-interest continu 
ity: In actions Which involve tWo or more key subjects, once 
the camera is located on one side of the line-of-interest 
(imaginary line linking tWo key subjects), the camera should 
not cross the line in successive shots, unless using an extreme 
long shot (that re-establishes the key subjects in relation to the 
environment). All suggestions on the opposite side of the 
Line-of-interest are ranked With a loW value. 

[0248] b) If continuity preference is to decrease a given 
visual composition property then take the speci?cation of the 
desired visual composition property from the composition 
encoding of the most immediate preceding previously 
recorded shot (if available); else, take the property from the 
composition encoding of the immediate folloWing previously 
recorded shot (if available) and diminish its value by perform 
ing one of the folloWing actions: 
[0249] for subject siZe property: diminish dimension 
(height, Width, or area) by minimum increment (usually 15% 
or more by ?lm convention so resulting shots appear distinct 
from prior shots). 
[0250] for location in the frame: shift location by minimum 
increment (usually 15% or more) to the left and/or doWn 
Wards. 

[0251] for overlap or occlusion: specify that no occlusion or 
overlap is desired 
[0252] for cropping of subj ect(s) by frame edge(s): specify 
that no cropping is desired 

[0253] for subject facing direction: reverse the subject fac 
ing direction 
[0254] for ground-plane angle: shift desired ground-plane 
angle clockWise moving around 
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[0255] the subject by minimum angular increment (usually 
15 degrees or more). 
[0256] for height angle: shift desired height angle loWer 
relative to subject(s) by minimum angular increment (usually 
15 degrees or more). 
[0257] for visual Weight: specify that majority of visual 
Weight should lie on the left half of the frame. 
[0258] c) If continuity preference is to increase a given 
visual composition property then take the speci?cation of the 
desired visual composition property from the composition 
encoding of the most immediate preceding previously 
recorded shot (if available); else, take the property from the 
composition encoding of the immediate folloWing previously 
recorded shot (if available) and increase its value by perform 
ing one of the folloWing actions according to given rules. 
[0259] B2. Exploration of the Search Space of Camera 
Position The solver algorithm generates and tests one or more 
sets of candidate camera vieWpoints Within the search space. 
The search space is in?nitely large since it spans at least 
8-degrees of freedomicamera position (x,y,Z), camera ori 
entation (rotation angles about 3-axes), lens ?eld of vieW 
angle, and lens focal depth. Consequently an exhaustive 
search is not feasible so a preferred embodiment Would apply 
one or more combinations of methods to limit search to those 
assignments of values over the 8-degree space that are most 
promising. In general, most methods ?rst explore the position 
parameter. Techniques to explore the search space include, 
but are not limited, to the folloWing four general classes of 
methods or some combination of these methods: 

[0260] 1) relative vieWpointsiA study of blocking dia 
grams from ?lm textbooks [Arijon 19764Grammar of the 
Film Language. Hastings House Publishers.] suggests that for 
given situations, such as actors in conversation, there is a 
?nite set of preferred vieWpoints for covering that action. In a 
shot of one virtual character or object, form a line of action 
vector that corresponds to the forWard facing direction of that 
character or object. In a shot of tWo or more, form a line of 
action vector that passes through a line joining the tWo prin 
cipal ?gures or that bisects the space occupied by the charac 
ters. Each candidate vieWpoint may be de?ned by measuring 
off pre-de?ned angles from the line of action vector along the 
ground plane (in Which the actors lie) and/or a vertical plane 
that is perpendicular to the ground plane. Given a ?xed lens 
?eld of vieW angle, a preferred distance is computed to step 
back the camera along each desired vieWing angle relative to 
the line of action. Having set desired angle and distance, it 
Would generally also be Wished to aim the camera so that one 
key subject projects to a given point in the frame. Blinn’s 
proposes closed-form algebraic equations to ?nd the camera 
aim vector to project one or tWo desired points [Blinn 1988* 
J. Blinn, Where Am I? What Am I Looking At?, Computer 
Graphics and Applications, IEEE, vol. 8, no. 4, pp. 76-81, 
1988.]. The Virtual Cinematographer utiliZes this technique 
[Li-Wei et al. 1996i“The Virtual Cinematographer: A Para 
digm for Automatic Real-Time Camera Control and Direct 
ing,” in SIGGRAPH 96 Proc., Computer Graphics Proc., 
Annual Conference Series, pp. 217-224]. 
[0261] 2) local-searchiGiven a candidate camera vieW 
point, repeatedly make small increments to the vieWpoint 
parameters to explore the local neighborhood of search space 
around the initial vieWpoint. For example, if an initial vieW 
point found is occluded, try moving that candidate camera 
position to the right and re-evaluate until an occlusion-free 
vieW is found. Other general local search optimiZation meth 
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ods such as genetic algorithms [Olivier et al. 1999] or particle 
swarm optimiZation (PS0) can also be employed [Burrelli et 
al. 2008]. 
[0262] 3) intelligent global searchiuse knoWledge of the 
constraints and virtual World geometry to cull unpromising 
parts of the search space. A method of deriving bounds on the 
search space of prospective camera positions from the con 
straints is disclosed in [Bares et al. 2000iVirtual 3D camera 
composition from frame constraints. In Proceedings of the 
ACM international conference on Multimedia (MULTIME 
DIA ’00), ACM Press, 177-186]. Each of these aforemen 
tioned techniques considers vieWpoints only at discrete 
points and may miss optimal vieWpoints that fall in betWeen 
tWo adjacent candidates. 
[0263] 4) semantic volumesipartition the search space 
into distinct volumes of space such that all camera positions 
Within a given volume yield a semantically identical camera 
shot. Each semantic volume is identi?ed With a desired angle 
and distance from cinematography convention such as front 
right side and medium distance. Semantic volumes can be 
created using a set of any combination of one or more binary 
space partitioning planes (BSP) or spheres. For a single sub 
ject, use BSPs to divide space into semantically distinct vieWs 
along the ground-plane angle by front, front-left, left, rear 
left, rear, rear-right, right, and front-right. Each plane is 
rotated 45 degrees from its neighbor and is parallel to the 
vertical axis of the subject. Each 45 degree “pie slice” can be 
further sub-divided along the vertical dimension to divide 
space by camera-to-subject height loW, eye-level, high, etc. 
For tWo subjects, a line of action is formed passing through 
the tWo subjects and set the ?rst BSP plane through the line of 
action. This process is illustrated in a top-doWn vieW of tWo 
subjects along With examples of the distinct camera vieW 
points Within each partition. If one camera position inside one 
partition is selected and a second camera partition inside a 
different partition is selected and render the corresponding 
images of the subjects as seen by these tWo cameras, it is 
guaranteed to have tWo frames that are distinct in their com 
position. Distinctive variations include: subject A appears to 
left of B, subject A appears to right of subject B, subject A 
overlaps subject B, etc. 
[0264] 5) director volumesipartition the search space into 
distinct volumes of space such that all camera positions 
Within a given volume yield a semantically identical camera 
shot and a identical visibility information on subjects. This 
partition is built by combining both a partition of semantic 
volumes and a partition of visibility volumes. Such visibility 
volumes may be recursively computed by propagating vis 
ibility information of each subject through a spatial structure 
describing the 3d environment (eg a cell-and-portal struc 
ture). This concept enlarges the concept of semantic volumes 
to 3d environments Where occlusions can occur. 

[0265] Instead of attempting to ?nd globally best vieW 
points over the entire search space, the director volumes 
method tries to ?nd at least one optimal vieWpoint inside each 
semantic volume. This concept of using semantic volumes to 
generate vieWpoints that express distinct angle and shot dis 
tance coverage Was proposed in [Christie and Normand 
2005iA semantic space partitioning approach to virtual 
camera control. In Proceedings of the Eurographics Confer 
ence (EG 2005), Computer Graphics Forum, vol. 24, 247 
256], and the concept of using director volumes to generate 
vieWpoints in Which one can both handle the semantic prop 
erties of shots and the visibility of subjects in the shots Was 
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proposed by tWo of the authors of this invention [Lino et al. 
2010iA Real-time Cinematography System for Interactive 
3D Environments. In Proceedings of the 2010 ACM SIG 
GRAPH/ Euro graphics Symposium on Computer Animation, 
Eurographics Association, 139-148]. This technique is espe 
cially Well suited to the operation of this invention since it 
produces a top N list of vieWpoints that represent distinct 
angles and distances While simultaneously limiting the num 
ber of candidates tested. Given a limited amount of on-screen 
space and time that a user may Wish to spend vieWing auto 
matically-computed suggested vieWpoints, presenting sug 
gested vieWpoints that are distinct in angle and distance, 
among other properties enables this invention to offer its user 
a Wide range of “good” starting vieWpoints from Which he or 
she can subsequently re?ne by making What Will noW be 
smaller and less time-consuming adjustments using the vir 
tual camera. 

[0266] B21: For each prospective camera position gener 
ated by the previous step do the folloWing to fully assess its 
suitability: 
[0267] B211: Computation of Field of VieW angle, Orien 
tation, and Focal Depth 
[0268] The remaining camera parameters can be computed 
in any order and it may be necessary to adjust previously 
computed values since a choice made to optimiZe a latter 
parameter may result in an unsatisfactory result for a former 
parameter. 
[0269] i) Computation of Field of VieW Angle 
[0270] Depending on user preference, the user may choose 
either a ?xed focus lens With ?xed ?eld of vieW angle or a 
variable focus lens in Which ?eld of vieW angle can vary 
betWeen a given minimum and maximum range. If the user 
has selected a ?xed focus lens (as is quite common in real 
World cinematography), then the virtual camera lens ?eld of 
vieW angle is simply assigned to the user-speci?ed angle. 
OtherWise, one or more candidate ?eld of vieW angles that lie 
Within the desired minimum and maximum angle values must 
be generated and tested. If the user speci?es that any measure 
of subject siZe that may be expressed by desired height in the 
frame, subject area in the frame, or Width in the frame, then 
the lens ?eld of vieW angle is computed so that the perspective 
projection of the subject covers the desired siZe in the 2D 
picture frame. Given vpdi st the distance from vieWpoint (cen 
ter of proj ection) to perspective projection plane and given H 
desired height of subject in the frame (as a normaliZed frac 
tion 0 to 1.0, for full frame height), the vertical ?eld of vieW 
angle is computed as Arctangent of (square root of (PlxRa 
dius of subject(s)/H)/vpdist). OtherWise, if the user has not 
speci?ed that subject siZe is important, then a default ?eld of 
vieW angle is computed that attempts to ?t as much of the 
subject as possible Within the frame. 
[0271] ii) Computation of Orientation 
[0272] The virtual camera’ s orientation directly determines 
the direction in Which it is aimed and the amount and direction 
of canting (or roll about the aim direction vector). This in turn 
determines the location Within the frame to Which a given 
point in the 3D World projects. Consequently, computation of 
camera orientation controls the position of subj ects Within the 
frame and cropping of subjects at the frame edges. One 
straightforWard approach is to assign the camera’s aim (or 
look ahead) direction to be directly at the center of all subjects 
for the given shot. This Will center the subjects in the frame. 
One may ?nd suitable displacements of the camera aim direc 
tion so that subjects are placed to left of, right of, beloW, 
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and/or above center of the frame for added composition vari 
ety or to match subject placement in a previous composition. 
The folloWing technique Was proposed by Bares [A Photo 
graphic Composition Assistant for Intelligent [?rtual 3D 
Camera Systems. Smart Graphics 2006: 172-183. 2005]. 
[0273] Given a translation (dU, dV), expressed in normal 
iZed frame coordinates, ?nd the neW camera aim direction to 
pan the frame. A reference point RefXyZ at the center of the 
subject geometry is given. Compute the neW aim direction 
N-axis as folloWs: 

[0274] Find length h of hypotenuse vector H of the right 
triangle formed by camera position, translated point (dU, dV) 
and yet-to -be-determined N-axis. 

h :sqrt(v >“v+pDistance*pDistance) 

[0275] Let camPosToObj:refXyx—cameraPosition 
HIh >“camPosToObj' 

[0276] Set local camera system U-axis vector (“right hand 
of virtual camera person”). 

UIHX UP, Where UP is the World’s global “up” vec 
tor. 

[0277] Find angle [3 in radians betWeen vectors H and yet 
to-be-determined aim vector N. 

[5:asin (v/h) 

[0278] Let Q be the quatemion representing the counter 
clockwise rotation about U by angle Convert the quater 
nion into an equivalent 4><4 rotation matrix. 

rOtMaLriXIQ.convertTo4><4Matrix( ) 

[0279] Rotate H counterclockWise by angle [3 about axis U 
to form updated N vector. 

N:rotMatrix.transfonnVector(H) 

[0280] 
frustum. 

Find u, the projection of dU onto the perspective 

a:dU* (0.5 *pWidth/aspectRatio) 

[0281] Find length h of the hypotenuse of right triangle 
formed by camera position, translated point (dU, dV) and 
to-be-determined N-axis. 

h :sqrt(a >“14+pDistance*pDistance) 

Angle in radians betWeen vectors H and N-axis: 

@:—Sin(u/l1) 
[0282] Let V:U><N. Q is the quaternion to rotate N clock 
Wise by 9 about axis V. 

rOtMaLriXIQ.convertTo4><4Matrix( ) 

N:rotMatrix.transfonnVector(N) 

[0283] NormaliZe the neW local camera coordinate system 
axes vectors U, V, and N. Vector N becomes the neW camera 
aim direction vector, U its “right hand”, and V its “hat”. 
[0284] B212: Visual Composition Encoding 
[0285] The composition analyZer function in the process 
ing module 18 computes a composition encoding for a given 
virtual camera vieWpoint and current con?guration of the 
virtual 3D animated World and generates a machine-readable 
composition encoding of the elements of visual composition 
that characteriZe a rendered tWo-dimensional image of the 
virtual 3D World as observed from the given vieWpoint. If a 
de?nition of characters or objects is provided, this module 
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Will concentrate its effort on analyzing hoW designated char 
acters or props appear in the rendered image and Will ignore 
designated irrelevant background entities such as the ground 
or sky. For each character or prop that lies partially or entirely 
Within the virtual camera’s ?eld of vieW frustum, the analyZer 
Will apply the perspective projection equations to the geomet 
ric representation of that object or to a reduced resolution 
approximation of its geometry to estimate that object’s pro 
jection onto the rendered image. For each visible object in the 
camera ?eld of vieW, the analyZer Will compute and store the 
folloWing information: 
[0286] Rectangle Which encloses the tWo-dimensional pro 
jection of the object Unoccluded object shape pixel mapi 
rectangular array of binary values (l:pixel is part of the 
projection of the object’s shape and 0:pixel is not part of the 
projection of the object’s shape. This map is computed by 
rendering in an off-screen buffer a monochrome image of the 
object alone as it Would be seen from the current vieWpoint. 
[0287] Visible object shape pixel mapirectangular array 
of binary values Where a 1 means that pixel is both part of the 
projection of the object’s shape and is not occluded by 
another object and 0 otherWise. The pixels that are l’s in the 
unoccluded shape map, but 0’s in the visible object shape map 
represent pixels of the object that are occluded by another 
object. 
[0288] Fraction of object not in occlusion:number of l ’s in 
the visible shape map divided by the number of l’s in the 
unoccluded shape map 
[0289] Vector (deltaX, deltaY, deltaZ) from the center of 
the virtual character, object, or designated portion thereof 
(e. g. eyes of a virtual actor) to the position of the virtual 
camera 

[0290] Some framing properties such as relative angle to 
the camera are trivial to calculate accurately and e?iciently. 
For example, suppose that a constraint is to vieW subject S 
With the camera placed along relative vieW vectorV. Compute 
vector C from the subject to the candidate camera position. If 
vectors V and C are both unit-length, then the angular differ 
ence in radian measure betWeen desired vieW angle vector V 
and candidate vieW angle vector C is found by the equation: 

angle A:a.rccos(dotiproduct(V,C)) 

[0291] The quality score for hoW Well this vieWpoint satis 
?es this relative vieW angle constraint is inversely proportion 
ate to the siZe of angle A. A smaller angular difference Will be 
aWarded a higher quality score. 

[0292] Properties that involve the siZe or location of an 
object in the frame can be evaluated by performing a perspec 
tive projection of the object and then analyZing the siZe and 
position of the tWo-dimensional projected share With respect 
to the composition property (e. g. does the subject lie entirely 
Within the frame). These computations can be performed 
using a loW-resolution or approximate shape of the object or 
a high-resolution point-by-point representation of the intri 
cate features of the shape. The most common approximation 
is to substitute the potentially tens of thousands of polygons 
that compose a realistic 3d model With a set of one or more 
simpler primitive shapes that approximate the overall shape 
of the model. For example, use a set of spheres or boxes to 
enclose the true model shape. The analyZer Would then 
project a number of representative points on or Within these 
bounding primitives to form a set of points on the tWo -d image 
plane. The analyZer could then form a primitive rectangle 
boundary that encloses all projected points. 
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[0293] For evaluating Whether or not the object lies entirely 
inside the frame, then it checks if no part of the rectangle that 
bounds the object’s approximated projection lies outside the 
rectangle that comprises the frame border. Other composition 
properties can be evaluated using a range of possibilities. 
[0294] In general, evaluating if all or part of an object is 
occluded assumes one of tWo variations that vary in accuracy 
and compute time. 
[0295] Ray Casting: Cast rays from the camera position to 
each of the 8 vertices and midpoint of a potential obstruc 
tion’ s bounding box. The number rays resulting in a hit is used 
to estimate the fraction of the object in occlusion. For 
increased accuracy the method may utiliZe an oriented 
bounding box Which rotates to more closely ?t the shape of 
the enclosed object. Complex objects such as a humanoid 
shape can be better approximated by hierarchies of nested 
boxes such as boxes to enclose the loWer arm, upper arm, 
torso, head. 
[0296] Frame Rendering: The available graphics rendering 
module can generate a pixel-map image of each subject of 
interest into an off-screen (not displayed) buffer, Which is 
then read into memory Which the solver algorithm can pro 
cess. Each subject is rendered in a unique solid color. Any 
other potentially occluding object is next rendered Whose 
bounding box is intersected by a ray cast query from the 
candidate vieWpoint position to the endpoints of the subject’ s 
bounding box. If any of the pixels of the potential occluding 
object over-Write pixels of the subject, then the potential 
occlude does indeed occlude or overlap our subject. A count 
is made of hoW many pixels of the subject are in this Way 
over-Written by pixels of occluding object to obtain a more 
accurate estimate of the fraction of the subject that is 
occluded, by Which object it is occluded, and Which parts of 
the subject are occluded. 
[0297] Computation of Visual Weight may be found using 
the method proposed by Bares in [A Photographic Composi 
ti0n Assistant for Intelligent [?rtual 3D Camera Systems. 
Smart Graphics 2006: 172-183. 2005] 
[0298] (i) Per-Subject Visual Weight 
[0299] Compute the Weight of each visible element in the 
frame by accumulating the folloWing components, each of 
Which is evaluated as a normaliZed value betWeen 0 and 1.0. 

[0300] brightnessWeight:maximum intensity (red, green, 
blue of element’s color) 
[0301] The application speci?es the predominate color of 
each subject 
[0302] horiZontalWeight:AbsoluteValue (element.Cen 
terX( ))/(0.5*frame.Width( ) 
[0303] Increase by 10% if element is left of frame center 
[0304] verticalWeight:(element.CenterY( )—frame.minY( 
)/frame.height( ) 
[0305] siZeWeight:element.diagonalLength( )/frame.di 
agonal( ) 
[0306] gaZeWeightInumber of elements pointing to this 
element/(numElements- l) 
[0307] For gaZe, compute the angle betWeen element E’s 
projected heading vector and a vector directed from the center 
of element E to the center of subject being Weighed. 
[0308] (ll) Overall Visual Weight of all Subjects in the 
Frame 
[0309] Given that the visual Weight of each element is Wi 
and the horiZontal u-coordinate of each element is ui. To 
computer the u-coordinate of the Center of Visual Weight: 
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num’elements 

cenlerU : w; * 14; 

[:1 

[0310] The v-coordinate of the Center of Visual Weight is 
found in a similar fashion. 
[0311] B213. Evaluating or Ranking the Quality of a Can 
didate Viewpoint 
[0312] The solver algorithm assesses each candidate view 
point to estimate the degree to which that camera viewpoint 
satis?es each of the designated important visual composition 
properties. 
[0313] In a preferred embodiment the following ranking 
method is employed: 
[0314] Once a set of suggested viewpoints is computed, our 
system performs a quality ranking process, whose result is 
used when displaying the suggestions to the user. The quality 
qs>0 of a suggestion s is de?ned as the product of qualities 
assessing speci?c features of s: 

where Qcont measures the enforcement of continuity rules, 
Qloi measures enforcement of the line-of-interest rule, and 
Qchange measures compliance with distinct change in 
canonical angle and canonical shot distance. Qcomp repre 
sents the satisfaction of composition rules, Qr represents the 
relevance of the suggestion with relation to the current 
action’s relevance, and Qt represents the quality of the tran 
sition between the current shot and the suggestion. 
[0315] First consider continuity in the Cut: We rely on the 
following continuity rules to establish the ranking Qcont(s): 
(a) Line-of-interest continuity: in actions which involve two 
or more subjects, once the camera is located on one side of the 

line-of-interest (imaginary line linking two key subjects), the 
camera should not cross this line in successive shots, unless 
using an extreme long shot (that re-establishes the key sub 
jects in relation to the environment). The system ranks all 
suggestions on the opposite side of the Line-of-interest with a 
low value. 
(b) Change in angle or siZe: When considering two shots 
portraying the same subject, there should be at least a thirty 
degree difference in orientation with relation to the subject, or 
a notable difference in canonical distance shot. Our system 
computes the difference in angle and siZe between the current 
shot and the suggested shot. Only suggestions with noticeable 
difference in siZe are ranked positively (here we consider a 
change of at least two units in siZe, a unit being a step between 
two canonical distances in shots in the range of Extreme 
Close Shot, Close Shot, Medium Close Shot, Long Shot and 
Extreme Long Shot). Suggestions that subtend an angle lower 
than 30 degrees to the subject are ranked with a low value. 
[0316] Then consider classical composition rules. View 
point suggestions computed by the system try to enforce the 
classical rule of the thirds. The composition is set so that the 
characters eyes (an element to which spectators look at in 
priority when gathering elements in a picture) are located at 
the intersection of two equally spaced horizontal lines and 
two equally spaced vertical lines on the screen. We thus 
measure as an Euclidean distance the difference between the 
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ideal composition and the composition computed by the sys 
tem to asses the quality of a viewpoint. Bad compositions are 
ranked with low values. 
[0317] Third we consider relevance of the shot w.r.t. current 
action. Relevance is measured by exploring the capacity of 
the shot to enforce the legibility of the action by the user. Each 
action has a relevance value that encodes its importance for 
the story (e. g. representing whether the action is a foreground 
action, an establishing action, or a background action). Shots 
that depict more relevant actions, from relevant viewpoint 
enforce the comprehension of the story and will have a higher 
quality. Finally we consider quality in transitions which is 
measured by using transition matrices. The quality of the 
transition is given by an af?ne function y:ax+b, where a>0; 
b>0 and x is equal to the value tk ij related to the transition in 
the corresponding transition matrix Tk. 
[0318] In an alternate embodiment, the system 10 may also 
analyZe continuity wrt the following properties, in the com 
putation of ranking. By considering two viewpoints, the sys 
tem analyses the computed composition encoding for the 
given pair of viewpoints. For each desired composition prop 
erty and subject, it determines whether or not that property 
remains constant (CONSTANT) or changes (CHANGES) in 
going from the ?rst viewpoint to the second. Without loss of 
generality assume that it has to be determined if all visual 
composition properties retain the same in going from the ?rst 
viewpoint to the second viewpoint. 
[0319] 1. presence of a given subject in the frame: output 
CONSTANT if speci?ed subject is visible in both frames or if 
the speci?ed subject is not visible in both frames else output 
CHANGES. 

[0320] 2. projection location: output CONSTANT if the 
distance between the center of the subject in viewpoint l and 
viewpoint 2 is less than a speci?ed threshold T; else, output 
CHANGES 

distance(center in viewpoint l-center in viewpoint 
2)<T 

[0321] 3. projection location relative: output CONSTANT 
if the center of the subject projects to the same relative side of 
the speci?ed line of reference for both viewpoints; else, out 
put CHANGES. 
[0322] 5. overlap of subject: Output CONSTANT if the 
subject is overlapped by the same other obj ect(s) in both 
viewpoints and the amount of overlap is such that 

absoluteivalue(overlap (viewpoint l)—overlap (view 
point 2))<T else, output CHANGES. 

[0323] 6. occlusion minimiZe: output CONSTANT if the 
absolute value of the difference between the amount of occlu 
sion of the subject as seen in both viewpoints is less than 
threshold T; else, output CHANGES 

absoluteivalue(occlusion(viewpoint l)—occlusion 
(viewpoint 2))<T 

[0324] 7. occlusion maximize: output CONSTANT if the 
absolute value of the difference between the amount of occlu 
sion of the subject as seen in both viewpoints is more than 
threshold T; else, output CHANGES. 

absoluteivalue(occlusion(viewpoint l)—occlusion 
(viewpoint 2))<T 

[0325] 8. Cropping at frame edge: output CONSTANT if 
the subject is cropped or clipped by the same edge(s) of the 
frame in both viewpoints; else, output CHANGES 
















