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Abstract

Abstract

The heating and cooling demand requires about the 40 % of the energy consumptions. This demand is
mainly satisfied by means of electricity or fossil fuels driven systems. The alternative is the
implementation of renewable sources, whose large market potential has still not been fully reached
due to high investment costs, lack of knowledge of designers and installers, lack of reliability, lack of
test procedures to characterize systems’ performance before marketing.

Hybrid systems implement different energy sources into one system. The interaction of different
components, the complex layout required for the implementation of different sources, the working
principle of components (continuous or discontinuous modes) and the control strategy affect the
performance of those systems. The characterization of system performance is not trivial on account
of the influence of those numerous factors. Different standards are available to test single
components (chillers or heat pumps) or solar systems but not all the available technologies are
covered (i.e. adsorption chillers driven). Most of them foresee only stationary characterization
disregarding the effects of dynamic working conditions. The performance evaluation under stationary
conditions is not sufficient to perform a reliable evaluation of performance.

The work of this thesis regards the development of a dynamic test procedure for the laboratory
characterization of heating and cooling systems. The activity is divided into two mains parts. The first
one regards the development and application of the procedure at component level while in the second
one the procedure was further developed for the application at system level.

In the procedure developed at component level, the seasonal boundary conditions of the tested
component are defined considering its interaction with the system by means of a numerical
simulation. From the seasonal boundary conditions, a short sequence is defined by classifying the
working conditions and selecting a representative part. From the test results of the sequence, the
seasonal performances are extrapolated. Numerous tests have been carried out in order to validate
the procedure, according to several criteria. The tests were performed on an adsorption chiller
(SorTech ACS 08) and on an electrically driven heat pump (Clivet WSHN-EE 31). The performances
evaluated with a short sequence deviate from the seasonal ones about 2 % and the dynamic tests
highlight the behaviour of those components under dynamic conditions. Furthermore, the results have
been compared with those obtained by two other available test methods. The first is the bin method
(EN 14825) that uses stationary tests of the chiller at full and part-load to evaluate its seasonal
performance. The second is the Component Testing - System Simulation method that requires a
numerical model validated by stationary test; the seasonal performances are evaluated by means of
a component simulation. The deviation of developed method with the two mentioned procedures are
calculated. For the adsorption chiller, the dynamic test estimates performances 15 % lower than the
two methods while for the heat pump the deviation depends from the working mode. In heating mode,
the deviation is about 5 % while in cooling is about 29% since the machine is controlled with humerous
starts and stops; in this second case the effect of transients becomes important.

The whole system test procedure has been developed with the objective to be at the same time easily
implemented, cost attractive for industries and reliable. The adaption of the procedure at system
level does not require any more simulations of the system to define the boundary conditions, which
are taken directly from the wheatear file simplifying this phase. However, not all the components of
the system are installed in the test facility and therefore emulation models are needed. The emulation
is performed without commercial software. The selection of a short sequence is performed classifying
the days using clustering analysis.

The procedure is applied to a hybrid system (a solar assisted heat pump system) considering four
European climates (Bolzano, Zurich, Gdansk and Rome). The seasonal performance figures are
extrapolated from the test results and compared with the annual simulation of the system. In all the
test cases, the seasonal performance factors are lower than the simulated one up to about 20 % (only
one case is 20 %, the others are up to 10 %). The simulation disregards some transient behaviours that
are visible during the test. Moreover, the test allows to highlight some limits of the tested system
such as the control of storage charge, inefficient use of solar energy for the space heating and control
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of heat pump. The advantage of the dynamic test is that the test outcome also gives advice for the
improvement of the system layout and or control.

At the “Institute for Solar Energy SPF” of the “University of Applied Science of Rapperswil HSR” in
Switzerland, a six-day sequence has been developed to perform a direct evaluation of performance
in order to reduce the cost of test (from a twelve-days to a six-days test). The sequence has been
developed and optimized for a reference solar assisted heat pump system. About one hundred
different systems were simulated to verify the representativeness of sequence for different system
configurations. The deviation of performance figures extrapolated directly from test (with a 365/6
multiplication factor) and the annual simulation are used as indicators of the representativeness of
the six-day sequence. Some independent parameters lead to a predictable deviation in the
performance evaluation that can be greatly reduced by simple correction factors. These parameters
can be reduced to the nominal collector field power and to storage losses. The deviation is reduced
to a maximum value of 5 % and a standard deviation of 21.5 % for the different systems studied. The
sequence developed at the SPF-HSR is compared to the sequence defined with the methodology
presented in this thesis. The deviation of the total seasonal performance factor evaluated with the
two methods is about 1 %.
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Nomenclature, Acronyms and Abbreviations

Nomenclature, Acronyms and Abbreviations

Nomenclature Unit
h Specific enthalpy J/kg
H Enthalpy J
m Mass flow rate kg/s
0 Heat Power kw
W Electrical Power kW
Q Thermal Energy kWh
w Electrical Energy kWh
E Energy (generic) kWh
T Temperature K
6 Temperature °C
AT Temperature Difference K
Cp Specific Heat J/ (kgK)
T Time S
0 Deviation
Table 0-1: Nomenclature.
Subscripts
in Inlet
out Outlet
gen Generator
cond Condenser
evap Evaporator
th Thermal
el Electrical
h Heating
C Cooling
dhw Domestic hot water
amb ambient
max Maximum
min Minimum
tot Total
seas seasonal
avg average
amp amplitude
cy Cycle
ihj,k indexes
gf ground floor
1f First floor
ref reference
sys system
sol solar
air air

Table 0-2: Subscripts.
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Nomenclature, Acronyms and Abbreviations

Abbreviation
IEA International Energy Agency
SHC Solar Heating and Cooling
CHP Combined heat and power
HP Heat Pump
AdCh Adsorption Chiller
DC Dry cooler
SAHP Solar assisted heat pump system
BC Boundary conditions
DHW Domestic hot water
SH Space heating
SC Space cooling
FL Full load
PL Partial load
SPF Seasonal Performance Factor
PF Performance factor
PER Primary energy ratio
cop Coefficient Of Performance
SCopP Seasonal COP
EER Energy Efficiency Ratio
SEER Seasonal EER
SF Solar Fraction
AF Air Fraction
CTSS Component test system simulation
WST Whole system test
DST Dynamic system testing
CCT Concise cycle test
SCSPT Short cycle system performance test
c Classes
GHI Global horizontal Irradiation
ITC Total irradiation on collector
CF Correction factor
cc Correction coefficient
N Dimension of classes matrix
Number of
Table 0-3: Acronyms and Abbreviations.
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Introduction

1 Introduction

In the last years, the needs of limitation of the climate changes has required different measures from
different national or international institutions. As indicated by the Renewable Heating & Cooling RHC
platform, the main challenges of European Union can be summarized in three principle objectives:
the reduction of greenhouse gas emissions, diversification and improvement of security of energy
supply and finally maintenance of industry as world leader in clean technologies [1,2]. The renewable
energy sources play an important role in achieving these aims due to their large potential, and they will
have more space since the governments are incentivising investments in low-carbon technologies with
the purpose of achieving their carbon reduction targets [3].

The implementation of renewable sources in HVAC systems' of residential sector could be an
important action since this sector requires about the 40 % of the overall heat consumption [1]. The
reduction of fossil fuels and the increase of efficiency can be performed both in new and existing
buildings. For example, different system concepts foresee the implementation of one or more
renewable energy sources in one system. When two or more energy sources are implemented in the
same system, this is called “hybrid system”.

With the adoption of the European Directive 2010/30/EU [4], all energy-related products should be
labelled according to their energy consumption. Following the Directive, different European
Regulations for heating and cooling systems have been published, as, e.g., the Regulation N. 626/2011
(specific for heat pumps) [5] and the Regulation N. 811/2013 (generic for heating systems) [6]. These
documents establish that, for each system, seasonal performance figures should be provided,
declaring its overall energy consumption and allowing the comparison with analogous systems.

The label is a benchmark for the end-consumer which indicates how a product is environmentally
friendly and energy saving. The product is classified in a category ranging from A (best) to G (worst).
This should help the consumer choosing products that allow to save energy and it incentivizes the
industry to develop and design energy efficient products. An example of energy label for an air to air
heat pump is showed in Figure 1-1 (Regulation N. 626/2011 [5] - EN 14825 [7]).
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Figure 1-1: Energy label for air-to-air heat pumps.

T HVAC: heating, ventilation and air conditioning.
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To label a product, a standardized test procedure is needed. This must satisfy different requirements
(e.g. comparability and repeatability of results, clarity, simplicity, flexibility, cost effectiveness,
etc.) that are usually posed by contrasting involved stakeholders. These are policy makers, customer
organizations, test institutes and manufacturers. On the other hand, from a technical point of view
it must allow to test a system under realistic and reproducible operating conditions.

The performance assessment of heating and cooling systems currently available on the market is not
trivial since their architecture tends to be significantly more complicated than traditional
installations, especially when they are exploiting renewable energy contributions, different active
components and sophisticated control strategies, all together in a single system. The consequence is
that the working conditions of heating and cooling systems are variable in time. Normally, dynamic
working conditions are mainly due to the dynamic behaviour of the building, the system layout and
its control strategy. In addition, the effect of the unstable nature of the sources has to be considered
when the system is driven by a renewable energy source. To characterize the performance of such
systems it is necessary to consider all these aspects in order to perform a realistic study of the system’
behaviour. A test procedure should represent the system performance as it would be in the real
application.

The analysis of standards (chapter 1.1, chapter 1.2 and appendix A) highlights their lacks since the
most of them regard test of components under stationary conditions. At opposite, to consider the
dynamic working conditions of the system, different whole system test procedures were developed
but they present some open points as exhaustively described in chapter 1.3.

From these considerations, the aim of this work is to develop a test method for the laboratory
characterization of thermal systems. The development of the procedure is divided in two phases. The
first part is the definition of a dynamic procedure for the characterization of components like sorption
chiller, heat pump, gas boiler and so on. The procedure is presented in the second chapter which also
contains the results of two case studies. The analysis performed highlights how, for a correct
evaluation of the seasonal performance of the unit, it is necessary to consider its real operation and
include also dynamic and transient effects. Of course, the implementation of a seasonal dynamic test
is both costly and time consuming, and therefore it is not an option in a real application. In order to
resolve this challenges, it is necessary to perform similar evaluations with a short test sequence,
easily reproducible in a laboratory and, at the same time, capable of capturing all important features
of the machine operation. To this end, a short dynamic test sequence has been elaborated and the
results obtained experimentally have been compared with the whole season tests.

With the promising results obtained in the first phase, the procedure has been further developed to
be applied for the characterization of whole system. This procedure evolution allows to overcome
some limitations given by the characterization at component level.

The work carried out at system level is divided in three chapters. The third chapter presents the test
method while the fourth chapter contains the procedure for the definition of the short sequence; it
is demonstrated (4.2.1) that the selection procedure developed in second chapter is not suitable in
the whole system application and the clustering method has been adopted instead. The application
of the procedure developed in chapter 3 and chapter 4 is presented in the fifth chapter on an example
of a solar assisted heat pump system (SAHP). The system has been tested for different climates and
for different sequence durations. The climates of Bolzano, Zurich, Gdansk and Rome are considered.
Other systems (i.e. adsorption chiller driven by a solar collector) will be studied as further
development of the procedure.

In the sixth chapter, the definition of a six-days sequence for the Concise Cycle Test (CCT) method is
presented. The aim of this task is to reduce the twelve-days sequence to six-days in a way to perform
a direct extrapolation of seasonal performances. A parametric analysis has been performed to verify
the validity of the sequence for about one hundred configurations. From these simulations, correction
factors are defined to reduce the deviation obtained by a direct extrapolation. This sequence is
compared with the sequence defined in the fourth chapter with clustering method and the two
methods are compared through the simulation of the case study as introduced in the fifth chapter.
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1.1 Methods for the evaluation of seasonal performance

Specific standards for the characterization of complex or hybrid heating and cooling systems are not
yet available. On the other hand, a variety of standards for single components, specific combinations
of those or particular applications can be accessed. The standards for solar collectors, solar systems
and heat pumps (or chillers) are presented in Appendix A.

The analysis of standards has led to the conclusion that:

Lacks of consistent and common performance figures;

Not all the technologies present in the market are covered by the standard test methods;

The test conditions are somehow questionable;

The inertial effects, control strategies and longtime performances in most cases are not
considered.

To evaluate the seasonal performance, different approaches can be identified: the Bin Method [7-9]
and the Component-Testing-System-Simulation (CTSS) techniques [10-14] are relatively consolidated,
being based on the test of the single components. On the other hand, recent approaches, as the
Concise Cycle Test (CCT) [15-17], the Short Cycle System Performance Test (SCSPT) [18-23], the
Combitest [24-28] and the Dynamic System Testing (DST) [29,30] move towards the Whole System
Testing (WST).

These different procedures are classified in Table 1-1 distinguishing:

the boundaries considered during the test (component/system);

test conditions (indoor/outdoor or steady state/dynamic conditions);

model of the system behaviour (physical model/ performance map);

e method of assessment of long term performance from short test sequence results (simulations,
extrapolation or frequency distribution).

Table 1-1: Classification of rating methods for solar heating and cooling systems. Source [31].

Method Institution Physical Measure Measure Description of Calculation of
boundary location boundary equipment long term
conditions under test performance
Bin Fraunhofer- Component Indoor Steady-state Performance Frequency
method ISE laboratory conditions map distribution
(Germany)
CTSS I™ Component  Indoor/Outdoor  Steady-state/  Physical model Simulation
(Germany) laboratory dynamic parameters
conditions
DST IT™™W Whole In-situ/Outdoor Dynamic Physical model Simulation
(Germany) system laboratory conditions parameters
Combitest SERC Whole Indoor Controlled Performance Direct
(Sweden) system laboratory dynamic point extrapolation
conditions
CCT SPF Whole Indoor Controlled Physical model Simulation
(Switzerland) system laboratory dynamic parameters
conditions
SCSPT CEA-INES Whole Indoor Controlled Performance Direct
(France) system laboratory dynamic point extrapolation
conditions

1.1.1Performance figures

To characterize the performance of the chillers/heat pumps, the standard EN 14825 [7] describes the
performance ratios for electrically driven units. The performance figures identified for the heat
pumps, for heating and cooling working modes are respectively the coefficient of performance (COP)
and the energy efficiency ratio (EER).

Equation 1-1 COP, = M []

in
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_ Qevap [_]

Equation 1-2 EER,,

in

where Q,,,,4 and Qe,,ap are respectively the condenser and evaporator powers while and ;, is the
electrical input power.

For the thermally driven heat pumps or chillers, only the standard EN 12309 [32] considers a
performance figure that is limited to the gas fired generators. That standard defines the Gas
Utilization Efficiency as the ratio between useful energy and the energy consumed with the
combustion. To have a general equation valid for the different sorption chiller or heat pump, the
thermal COP or thermal EER could be calculated considering the input thermal power:

Equation 1-3 COPy, = Qc.ond []

in

Equation 1-4 EER,, = Qevap [-]

in

For the calculation of the seasonal coefficient of performance (SCOP) or the seasonal energy
efficiency ratio (SEER), the standard considers the hourly values of heating power and COP (or cooling
power and EER), retrieved from stationary tests, as a function of the external temperature:

?: 1 (Ti ' Qheating,i (Tamb ))

SCOPON =

Equation 1-5 yn |7, Qheating,i(Tamb) [-]
i=1 ¢ COPi(Tamb)
SEER _ ?:1(‘[1' ’ Qchilling,i(Tamb))
. ON — A
Equation 1-6 n (4. Qchitiing,i (Tamp) [-]
=1 ' EERi(Tamb)

where t; is the duration of i-th condition, Q'heatmg,i is the heating power and Qcmmng,i is the chilling
power T,., is the external ambient temperature.

The previous equation are easy applicable to the case of the compression heat pump; however, non-
continuous operation mode of sorption chillers causes power fluctuations and prevents the use of the
EERy, in Equation 1-6 where instantaneous values are needed. A detailed description of adsorption
chillers working principles can be found in Peuser et al. [33]. In this case it is better to refer to
average conditions defined with reference to one working cycle. The energy is calculated for the
different circuits as integration of the power exchanged during the cycle (Equation 1-7). The EER of
the cycle is calculated as the ratio of the cycle’s energies (Equation 1-8):

Tcycleend |
Equation 1-7 Qcy = f Q) dr [kWh]
Tcycle,start
N Qevap,cy
Equation 1-8 EER,, = —— [-]
Qgen,cy
Equation 1-9 sEER = Lever _ 2zt Qevapoyi ey [-]

Qgen Z?:1 Qgen,cy,i "Tey,i

where 7., ; is the “i-th” cycle duration.

Considering the whole system, the energies of loads, collector yield, dry cooler, distribution system
and so on are calculated from the integration of the discrete measurement of powers (Equation 1-10):
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T2
Equation 1-10 Q; = f Q(v)dr = Z Qi; - At [kWh]
T, j

Where the suffix “i” is valid for the space cooling, space heating, DHW and total loads.

From the calculation of daily (or monthly) energies, the performance factor (PF Equation 1-11) could
be calculated with the ratio of “i-th” useful effect with the “i-th” energy input consumption. At the
same time, the seasonal performance factor (SPF Equation 1-12) is calculated with the seasonal
energies.

Equation 1-11 PF,; = Qout,i []
Eini

_ Qseasonal,out,i

Equation 1-12 SPF;, = ——M [-]

Eseasonal,in,i

Where the suffix “i” is valid for the space cooling, space heating, DHW and total loads.

Again, especially in hybrid systems, different energy sources are used for system operation (electrical
energy, gas, oil, biomass or heat from the district heating network or waste heat from an industrial
process). The exergy content, cost and the environmental impact is different for the different types
of energies. Therefore, they should be evaluated separately: for a system with both thermal and
electric energy inputs, a thermal and an electrical SPF are provided independently and therefore the
consumption could be distinguished into electrical or thermal.

_ Qseasonal,out,i

Equation 1-13 SPFiep = ——— [-]

Qseasonal,in,i

_ Qseasonal,out,i

Equation 1-14 SPFj g = ————- [-]

Wseasonal,in,i

Where the suffix “i” is valid for the space cooling, space heating, DHW and total loads.

To perform a more in-depth information under economic and environmental point of view, the Primary
Energy Ratio (PER) defines the ratio of useful energy output to the primary energy input. In this way,
each energy input has to be corrected by a factor € that represents the conversion efficiency.

Qout,i
Wini | Qini []
Eel Eth

Equation 1-15 PER,; =

The primary energy ratio can be defined as “overall” or only as “non-renewable”. The primary energy
factors €; depend on the location of the system, time of the year and on local policies. However, some
generalized values are given in the national Annexes of the EN 15316 or in EN 15603:2008. If
substituted with emission factors (e.g. expressed in kgCO, ., per kWh energy) or energy price (e.g.
expressed in monetary unit per kWh energy), the equivalent CO, emissions or the energy costs of the
system over the considered period of time can be obtained, respectively.

The primary energy could be compared to the one of a reference system defining the primary energy
savings fsy. The comparison is usually performed with conventional technology. The primary energy
savings is calculated with the following equation:

PER,s

Equation 1-16 fog, =1 —
q sav PERSyS

[-]

As well as the SPF and PER, different other performance indicators might be of interest for specific
systems. In solar heating and cooling systems different factors could be defied such as renewable
energy ratio, solar fraction, fractional energy saving, global warming potential, etc.
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The solar fraction (SF Equation 1-17) is calculated with the contribution of solar to the total load. If
a backup unit is an air source heat pump, the air fraction could be considered in addition to this factor
(AF Equation 1-18). That represents the contribution of air source to the total load.

Equation 1-17 SF; = @ [-]
Q;
. _ Qair,i
Equation 1-18 AF; = Q_ [-]
i

Where the suffix “i” is valid for the space cooling, space heating, DHW and total loads.

1.2 Seasonal performance from test on Component Level

In the methods described in this section, each component is tested individually according to the
reference standard. The seasonal system performance figures are calculated from these results.

1.2.1Bin Method

The Bin Method is a handy procedure used to estimate the seasonal performance of heating and
cooling systems, taking into account reference operating conditions. The main features of the
procedure rely on the evaluation of the cumulative frequency of the outdoor air temperature and the
corresponding load variation. Those reference conditions (temperature profile and consequent load
profile) are classified in bins which represents an interval of 1°C of external temperature. The
cumulative frequency distribution of temperature profiles is used for the calculation of the seasonal
performance parameters, along with performance figures retrieved in stationary tests at full and part
load conditions.

A description of the method can be found in the standard EN 15312-4-2 [8], which implements the
results of the IEA Annex 28 [9] or in the standard EN 14825 [7], for the rating of electrically driven
heat pumps. The mentioned standards are used with respect to heat pumps systems, but the
application of the method to hybrid system is complicated, as the dynamics of the components and
the control influence can hardly be considered since the test are steady state.

Pros/Cons:

e (+) simple test bench can be used for the test of single component;

e (+) simulations are not needed for the seasonal performance assessment;

e (-) theinertial and dynamic conditions are not assessed because the tests are carried out under
steady state conditions;

e (-) the effects of the interactions among components and the controller are not taken into
account;

The extension of definition of bins as a function of temperature and solar irradiation was made by
Schicktanz et al. [34] to consider the effect of solar gains.

1.2.2Component Testing - System Simulation CTSS

With the Component Testing - System Simulation approach (CTSS), tests made on single components
are used to validate a numerical model of the whole system, which is then used for the evaluation of
the seasonal performance. The tests are usually performed under stationary conditions, again
neglecting their dynamic behaviour.

The flexibility of this method, given by its component oriented approach (i.e. the components can be
tested separately), additionally implies that all interactions inside complex systems and with the
control are disregarded during the test phase while these factors are accounted for only during the
simulation phase.
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To overcome this limitation, a possible solution is proposed by use of dynamic tests to identify the
parameters required to describe a detailed numerical model with artificial neural networks [35,36],
while Uhlmann and Bertsch [37] experimentally investigated the effect of ON-OFF cycles on the
performance of air-to-water geothermal heat pumps, to develop a more reliable numerical model of
these components.

Kerskes [10] and the standard EN 12977-2 [11] present the application of the procedure to solar
thermal systems (space heating and domestic hot water). Based on this application, the procedure
has been adopted as Australian Standard for the solar hot water systems (AS/NZS 4234 - 2008) and for
solar desiccant based air-conditioners (AS 5389:2013) [12-14]. Results on the effectiveness of this
standard for practical applications in solar cooling plants are not available yet.

The dynamic effects introduced by valves and pumps (that are not tested), as well as the losses
related to the pipelines are yet disregarded.

Despite the simplicity of test bench for the characterization of single component, the test of each
component and the definition of model parameters for each component from test results could require
a long work. Moreover, the modelling is affected by the choice of the models, the set parameter that
depends from the modeller; this means that from the same test results, the same system modelled
by two different people gives different results.

Pros/Cons:

e (+) simple test bench can be used for the test of single component;

e (+) the method is very flexible because the performance for different system configuration can
be assessed without additional tests;

e (+) the performance of the system can be predicted for any climate or load;

e (-) theinertial and dynamic conditions are not assessed because the tests are carried out under
steady state conditions;

e (-) the real effects of the interactions among components are not taken into account;

e (-) the effort of characterizing each component separately could be more time-consuming and
costly, instead of a test of the whole system;

e (-) the control algorithms must be adjusted for each single case if they are not available from
manufacturers;

1.3 Seasonal performance from test on System Level

Contrary to previous methods, the Whole System Test approach (WST) includes all interacting and
interconnected components (pumps, pipes, sensors, valves, tanks, heating/cooling generator, etc.)
into the system boundary. The annual performance can be evaluated through modelling and
simulating the system or more simply by direct extrapolation. The WST approach allows to evaluate
the performance of the systems taking into account dynamic conditions, inertial effects, control
strategies and the controller behaviour under “close to reality” test conditions. These latter are
achieved through load file or “hardware in the loop” simulations of the heat sources/sinks. On the
other side, these advantages are paid with complex test bench, higher test costs and with the fact
that the obtained results are usually valid only for the tested case study conditions of climate, load
profiles, system configuration and its size.

The system is set-up almost completely. The exceptions are the solar collector field and the building
which response usually is emulated with a real-time and online simulation tools. In the Figure 1-2 the
system boundaries of different methods are indicated with different colours. Only the institute SPF
considers the pipes from the heat exchangers to the source or the load (solar collector indicated with
red; DHW distribution systems indicated in blue; SH distribution system indicated in green).

The basic principles are the same but the procedure differs in important details. The main differences
are the definition of the experimental sequence and the post-process of the results. Haller et al. [15]
and Papillon et al. [38] compared the three test method for a solar combi application. Further solar
heating systems, geothermal heat pump systems’ performance are studied with dynamic tests [39].
In the next paragraphs, the main procedures are presented.
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Figure 1-2: System set-up in different procedures. Source [15].

1.3.1Dynamic System Test method - DST

For the Dynamic System Test method (DST), the system is characterized as a whole with a “black-
box” approach. Short outdoor tests are performed in order to identify some parameters with a
dynamic computer model. These parameters which describe the characteristics of the tested system
are used to obtain the yearly performance prediction by a computer simulation for specific load and
climate conditions [29]. The procedure presents some limitations on the system size. The extension
of this method for the evaluation of the long term performance of combined SHP hot water systems
is proposed by Panaras et al. [30].

This procedure includes only three types of sequences:

e Ssol, / Ssolg in order to assess the solar collectors’ performance at high/low efficiencies;

e Sstore in order to assess the overall store losses;

e Saux is intended to rate the thermal losses and the contribution of an integrated auxiliary
heater.

Pros/Cons:

e (+) dynamic effects and component interaction under realistic operating conditions are
assessed;

e (+) less detailed components information compared to the CTSS method can be used to model
the system;

e (+) the seasonal performance can be evaluated for different climates and buildings;

e (+) the physical model is built with parameters that have a physical meaning and are easy to
understand;

e (-) the test procedure and test facility are more demanding compared to testing each single
component;

e (-) for complex hybrid system the prediction of the long-term performance can result less
accurately because it is difficult to create an accurate physical model;
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1.3.2Concise Cycle Test - CCT

The Concise Cycle Test (CCT) is developed by the Institute for Solar Energy SPF of the University of
Applied Science of Rapperswil HSR (Switzerland) [15-17]. The procedure characterizes the system
performance with a twelve-days sequence and evaluates the seasonal performance with a numerical
model validated with the test results.

About the test sequence, the CCT method foresees a first day for initial conditioning and other twelve-
days as core sequence:

e Initial conditioning of the tank at 25-30 °C;
e Cycle conditioning: the last 18 hours of the core phase are run;
e Core phase of 12 days.

The weather data is recorded by MeteoSwiss for Ziurich - Fluntern with 10 min measurement
resolution. From this annual climatic data, the core sequence is selected in such a way to have:

e Representativeness of the whole cycle’s temperature and irradiation average for the whole
climatic year;

e Representativeness of each day for the temperature and irradiation average of the
corresponding month and with natural fluctuation.

The system is installed by the manufacturer in a designated area in room that is conditioned during
the test at 20°C. The insulation of the piping is made by the manufacturer installers and the testing
institute do not change anything inside the technical room. The measuring points are defined
considering the boundaries defined in Figure 1-2 (indicated with the label “system boundary SPF”).
The components included in the system are connected with piping that are part of the tested system
without additional piping.

The building model is the TRNSYS Type 56 and its active layer is used for the heat distribution. The
thermostatic valves are included in the simulation. For the emulation is used the temperature set
point. The flow temperature to heat distribution system is controlled by the tested system. The
outdoor air temperature is generated in a small box which contain the system’s sensor. Since the load
file is not fixed, the heat delivered to the building is depending from the tested system.

The model of solar collector is the Type 301 by Isakson & Eriksson. A 45°C slope and south orientation
is used. The collector parameters are calculated on the model chosen by the company. The maximum
collector field area is 15 m2. The power set point is used for the emulation. The fluid in the collector
loop is water glycol mixture.

The draw-off profile is based on statistics used in IEA Task 26 [40]. Contrary to other two procedures,
there are a distinction between volume type draw offs and energy type draw offs. The set temperature
to be reached is depending on the draw off type: none, 30°C, 38°C, 40°C. 40 s is the time limit for
reach the set temperature while a variable time limit is defined for reaching the energy set-point. A
load file defines the cold water temperature and the number of draw off per day.

The procedure for asses the seasonal performance is described in the Figure 1-3: with all the known
parameters from manufacturer’s documentation and preliminary test a model is created. The missing
parameters are fitted by re-simulating the test days and comparing the measured results. The whole
year is simulated with the fitted model. This approach was adopted to evaluate the seasonal
performance since they cannot be assessed from the experimental results with a simple proportion
because the effects of thermal storages would not be correctly accounted for and the final solar
fraction would not be the same. The numerical model is used also to extend the results to different
climates and building. The annual performance figures are compared with a reference heating system
that uses the same type of main heat source without solar thermal energy.

Pros/Cons:

e (+) dynamic effects and component interaction under realistic operating conditions are
assessed;

e (+) the seasonal performance can be evaluated for different climates and buildings;

e (+) the response of the heat distribution system is simulated so that the effect of the
thermostatic valves is taking into account;
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e (+) the tested system controls the flow temperature to the heat distribution system;

e (z) hardware-in-the loop simulations allow to test the system under a very realistic condition
but requirements that regarding the test facility and the efforts for the test procedure are high in
demanding and increase the test costs;

e (-) the long-term performances are obtained through simulations;

Simulation model
of components

Preliminary tests

A 4
Component measurement data=| No
Component simulation data

l\(\{

Simulation model
of system

A 4

12-day test 12-day simulation
|

v
12-day measurement data= | 1o
12-day simulation data

yCs

y

1 year simulation

y

Y

General system performance

under realistic conditions Annual performance data

Figure 1-3: Block diagram of CCT method. Source [17].

1.3.3Short Cycle System Performance Test - SCSPT

The Short Cycle System Performance Test (SCPST) is developed by the National Solar Energy Institute
CEA INES in France [18-23]. The approach is similar to the CCT method, since the loads and the sources
are emulated. The SCSPT method consists in twelve-days core sequence; the test is carried out with:

e Primary conditioning phase (8 hours) in which upper and lower parts of the storage have to be
brought to reasonable temperatures;

e Secondary conditioning phase (1 day) with the simulation of one winter day. This aims to bring
the storage to an energy level which corresponds to the last day of the core phase;

e Core phase of 12 days;

e Final discharge of the storage tank (8 hours).

The core twelve-days are selected through an iterative optimization process as indicated in Figure
1-4. These days are chosen such that the following criteria are satisfied:

e Auxiliary energy results that are 12/365 smaller than the annual value;

e Representativeness of the whole cycle’s temperature and irradiation average for the whole
climatic year;

e Representativeness of each day for the temperature and irradiation average of the
corresponding month and with natural fluctuation.

e The selection is optimized in order to have a correspondence between the annual simulation
results and the annual result predicted with the test sequence. If the comparison is not good, the
twelve-days sequence is changed and the results compared again.
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Figure 1-4: Procedure of the SCSPT method for the definition of the twelve-days sequence. Source [21].

The system is installed in a designated area in room that is conditioned during the test at 20°C. To
reduce the uncertainty with regard to glycol mixture, only water is used as fluid transfer. Figure 1-2
shows the physical boundaries of the system (indicated with the label “system boundary CEA INES”).

The building is simulated with the TRNSYS Type 56 or with a simplified model of building based on
standard ISO 13790:2008 [41]. The models of heat distribution are user defined types, and the test
could be carried selecting a radiator distribution (Type 262) or heating floor (Type 241). The software
does not implement the simulation of thermostatic valves but it is physically possible to emulate them
since motorized valves are already installed in the utility.

The model of solar collector is the Type 832 by Bengt Peres [42]. A 45° slope and south orientation is
used. The usual field area is 16 m? while the limit of the maximum area is 30 m? (25 kW).

The draw-off profile is based on statistics used in IEA Task 26 [40]. There are defined only volume-
type draw-offs (a certain volume is removed without considering the temperature of the hot water)
and the number of draw off per day is variable [43]. The draw-off contains different flow rates and
different volumes. The set temperature to be reached is 45 °C and time limit for reaching the set-
temperature is not foreseen. A discretization of sine curve is used for the definition of the cold water
temperature with temperature varying from 6°C to 14 °C.

From the measured data, the annual energy balances are evaluated by multiplying the ratio 365/12.
From the annual values, the fractional energy savings are calculated comparing it with a reference
heating system that uses the same type of main heat source without solar thermal energy.

To extrapolate the results to other climates and load, a procedure is currently developed [19]. The
measured data is used to identify a dynamic simplified model of the whole system. The model
combines simplified physical equation and an artificial neural network.

Pros/Cons:

e (+) dynamic effects and component interaction under realistic operating conditions are
assessed;

(+) the annual performance can be assessed easily with the direct extrapolation;

(+) different climates and different buildings with various heating loads have been investigated;
(+) it is not necessary to identify some parameters to model the system or components;

(+) the tested system controls the flow temperature to the heat distribution system;
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e (z) hardware-in-the loop simulations allow to test the system under a very realistic condition
but requirements that regarding the test facility and the efforts for the test procedure are high in
demanding and increase the test costs;

e (-) the test results are valid only for the set up boundary conditions (such as load and climate)
and that determinate system size.

1.3.4Combitest

The Combitest was developed by the Solar Energy Research Center SERC/SP in Sweden [24-28]. The
procedure can be divided in two phases:

e Direct Characterization in which performance indicators of the whole system are obtained from
an indoor test sequence;

e Annual Calculation in which the annual performances are predicted with a direct extrapolation
from the test results for that fixed climate and load.

The Combitest method consist in 8 days of test where the firsts two are used for preconditioning and
the other six-days represent the core test. These days are selected in order to have the possibility to
perform a direct extrapolation of performance.

The sequence is defined as:

Initial condition of tank and boiler at 20°C;

Two initial days with realistic operation;

Core sequence of six-days;

DHW capacity test: discharge of the store until the boiler starts.

The system is installed in a conditioned room (20°C) considering the boundaries are indicated in Figure
1-2 (indicated with the label “system boundary SERC/SP”). All the connections are insulated.

Differently from other procedures, a load file is defined simulating the building and the distribution
systems (radiators) TRNSYS with the Type 56; generating a load file. In the simulation also the
thermostatic valves are considered. This load file controls the flow temperature to heat distribution
system. In this way, emulations of outdoor and indoor temperatures to be feedback to controller are
not needed. This permits a direct comparison between different tested systems but this approach has
the disadvantage of disregarding the real behaviour of the plant controller.

The draw-off profile is based on the profile defined by Bales [24] recalculated with a set temperature
of 40°C. There are defined only energy-type draw-offs (a certain energy is removed). A two-days
profile is repeated 3 times: this profile represents bath, shower and short discharges (different flow
rates and energies). There are not time limits for reaching the set temperature and the energy set-
point. A fixed number of draw offs per day is defined as 6.

The model of collectors is the Type 832 by Bengt Peres [42]. A 45° slope and south orientation is used.
The field of solar collectors is between 15 m? and 20 m2. The collector parameters are calculated on
the model chosen by the company.

The method does not provide utilization of simulations in the phase of results post-process. The annual
performance figures are obtained by multiplying the final energy by the ratio of 365/6 and a
correction factor derived by Bales [24]. The performance figures defined as factor of these ones are
calculated from the annual value (after the application of the correction factors). The annual DHW
load is calculated multiplying the test one by the factor 365/6.

The method does not provide extrapolation procedures for other loads or climates. The test report
publishes the annual performance figures and the comparison with a reference pellet boiler without
solar store.

Pros/Cons:

e (+) dynamic effects and component interaction under realistic operating conditions are
assessed;

e (+) the annual performance can be assessed easily with the direct extrapolation;

e (+) by reducing the test to a six-days sequence, the test cost is reduced;
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e (%) on one side, using a fixed load file allows to test different systems in equal conditions, on
the other side, the influence of the real behaviour of the distribution system is not considered
because a constant mass flow is used and there is not the emulation of thermostatic valves;

e (%) hardware-in-the loop simulations allow to test the system under a very realistic condition
but requirements that regarding the test facility and the efforts for the test procedure are high in
demanding and increase the test costs;

e (-) the extrapolation to other boundaries conditions is not foreseen.

1.3.5CCT / SCSPT / Combitest - Definition of a new harmonized
procedure

The three institutes of SPF (Switzerland), SERC/SP (Sweden) and CEA INES (France), in the EU project
MacSheep have worked to harmonise their test procedures [15,44,45]. The first results of the
harmonization of the procedures are described by Chéze et al. [44] and by Haberl et al. [45].

As presented in previous sections, those test methods are based on the same principles but they are
different in some important details. The harmonization of the procedures would converge in the same
procedure requirements:

e All the tested systems have to deliver the same amount of useful energy;

e All the tested systems have to reach the same comfort level;

o The difference in energy stored in the system at the beginning and the end of the test should
be small;

e The extrapolation of annual consumptions has to be done with a factor 365/N where N is the
duration of test core sequence expressed in days.

The system’s physical boundaries were re-defined (Figure 1-5). Those includes 10 m for the collector
pipelines, storage tanks, auxiliary heaters, solar group, controller and so on. Since the control system
is part of the boundaries, it has to evolve with its own control strategy; however, it has to be adjusted
in a way that the heat demand of the building will be met. Some smart control strategies that could
be implemented in the control could not be tested and therefore those functions have to be switched
off.

system boundary of the harmonized test method

>

el. energy
Controller
Aux: Auxilary / Heat Pump : : TES: Storage DHW
NS
! \S i
ar
{
|

>

Space Heating

-

el. energy
e

S solar circuit connection to collector field
Figure 1-5: System set-up in the new harmonized procedure (CCT/SCSPT/Combitest). Source [45].

The parts that are not installed in the laboratory are emulated. The collector is tested according to
EN ISO 9806 and the model has to be defined according to the parameters of the standard.

The building emulation is the point that was changed most. Contrarily to the Combitest method that
uses a load file, the SCSPT and the CCT procedures include the emulation of the building with a real-
time simulation. In the new harmonized procedure, a “combined approach” is adopted to merge the
advantages of both methods. A load file is predefined with the building simulation and it is used to
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define a maximum energy target. The building is emulated with an online simulation to count the
heat delivered by the system and the return temperature. The heat delivered to the building is limited
with a mechanic valve that is closing if the energy target is reached during the day (Figure 1-6).
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Figure 1-6: Load emulation. Example of “combined approach”. Source [45].

Another point is the definition of the test sequence and the consequent post elaboration of results.
The sequences are defined with an optimization procedure modifying the profiles in order to have a
direct extraction of results from the length of the sequence. Two sequences of six and twelve days
were defined.

1.4 Discussion on test methods

A large number of standards are available. However, some lacks are identified:

¢ Not all technologies or applications are covered;

e Test conditions for discontinuous machines and large system are not clearly defined;

e In the large part of standard, transitory behaviour, inertial effects and control are not
considered because all tests are carried out under stationary conditions and for each component
individually;

e A consistent and agreed definition of the performance figures and the method for the
calculation of the Seasonal Performance Factor (SPF) for a complex hybrid system is missing.

For the definition of system performance, two approaches are identified. The first approach
presented concerns component based test procedures; these procedures are flexible but they do not
consider effects due to dynamic conditions, control strategies and component interactions. For what
concerns the second approach, whole system test methods allow to overcome the lacks of the
component based test procedures at the expense of less flexibility in the extension of the results for
different conditions and system size. The use of hardware-in-the-loop simulations for emulating the
system boundary conditions are high in demanding in terms of knowledge, test bench and costs.

The methods presented in the previous chapters are applied to one fixed climate and their application
is quite complicated since online simulations (with a commercial software) are performed to emulate
the behaviour of loads and sources. This motivate the development of a new dynamic procedure that
simplifies the application without losing in reliability.

To perform a reliable evaluation of the performance, some requirements have been defined during
the development of the procedure; some of these are already satisfied by the other test methods:

e The test has to be composed by a small number of consecutive days that represent the annual
working conditions;

e The results should represent the annual performances;

e The test should represent the behaviour of the system (or component) in a real installation;

e The system has to be installed in the laboratory with the same configuration used in the real
installation;

e The laboratory has to not influence the internal control of the system since it can evolve in
according to the manufacturer control;
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e The test procedure should be easy to perform and with a short duration to be cost effective in
order to be attractive for industry;

e The procedure should be reproducible for different systems (or components), climates and
loads;

e Depending from the climate chosen, three different loads should be foreseen as space heating,
space cooling and domestic hot water.

To fulfill the requirements described previously, the following questions are analysed:

¢ Can a load file be used to test different systems with different sizes? Can it be used to have a
common base for their comparison?

e Can a factor be defined to realistically represent the on/off cycles of the systems without
requiring an on-line building simulation?

e How can the distribution system and the solar collector be emulated without a commercial
software?

e How select the boundary conditions? How long should be the sequence?

e s it possible to directly extrapolate the seasonal performances?

The solution adopted for answering the questions are presented in the chapter 3 and chapter 4.

The concept in the developed method is the simplification of the procedure application and for doing
this, a load-file is defined to test different system without require an emulation of the building. The
same load file is used to test a range of size of systems. In this way, different systems can be compared
on a common base. The idea of not using any commercial software for the emulation of component
helps to the simplification and gives the opportunity for a more extended application of the
procedure.
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2 Test procedure at component level

As broadly discussed in the introduction, dynamic tests are needed to characterize the real
performance of the thermal system. A first analysis of dynamic performance has been applied at
component level. To validate the procedure, two different components were tested since their
working principle is different. The first component analysed is an adsorption chiller (SortTech AG ACS
08) while the second one is a reversible compression heat pump (Clivet WSHN EE 31).

The procedure is described to be applicable to different typologies of components (thermally or
electrically driven heat pumps, boilers etc.) and it is described in the first section of this chapter
(2.1). The validation of the procedure is presented in the chapter 2.2. After the description of the
procedure, it is presented its application: the chapter 2.3 presents the definition of boundary
condition of two case studies. Those have been applied to characterize the performance of an
adsorption chiller (2.4) and of a reversible heat pump (2.5).

2.1 Test method

The procedure can be explained with the flow chart showed in Figure 2-1 which is taken as a reference
in the following sections. The procedure can be divided in three main steps that are indicated with
the different colours: the first step, indicated in yellow, is the definition of the working conditions of
the component as seasonal boundary conditions. From these, a representative part has to be selected
and this is done in the “event selection” step indicated with the green boxes. The last step is the
laboratory characterization of the machine and the evaluation of the performance (indicated in red).
As better described in the next paragraph, the “events selection” step can be subdivided in other
smaller steps. These steps require the output of the previous one and some inputs from the user
(indicated in blue).

Weather

Conditions > Component Component
B.C. Characterization
Building =—=> [
System Layout [ e——

and Control

Events to

Events
R select

B.C. Input

Event

d
Parameters Division Choosing

Figure 2-1: Block diagram of the test procedure at component level.

2.1.1Simulation process

The starting point is the definition of the boundary conditions of the tested component. These
boundary conditions are found by means of a numerical simulation of the whole system in TRNSYS
[46]. In the model, the building, the control system and the system layout are considered.

Once one typical meteorological year is simulated, the seasonal boundary conditions of the
component are found and the events selection starts. The simulation gives as output the inlet and
outlet temperature profiles, the power profiles of each component of the system and also other data.
From these data, to characterize the performance of the machine, the profiles of inlet temperatures,
inlet mass flows and activation are extracted and used to test the component.
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2.1.2Time series selection

The study of the dynamic behaviour for thermal systems and machines offers several analogies with
the discipline of fatigue life analysis for mechanical structures. The effect of fatigue processes is the
degradation of the structure itself, while the transient and dynamic behaviour of thermal machines
affect their overall performance. Fatigue analysis typically deals with random load sequences, which
analysis allows the prediction of the structure lifetime [47]. Similarly, thermal components and
systems are subject to randomly varying boundary conditions, which influence the system seasonal
behaviour and efficiency.

One way to deal with varying amplitude mechanical stresses is to form equivalent load cycles, which
allows the use of damage accumulation methods. The rain-flow cycle (RFC) method [48,49] has been
developed for this purpose and defines criteria for the identification and the counting of equivalent
cycles, starting from the time distribution of a random stress. From a complete load history a shorter
and equivalent load is generated to test the component (as showed in Figure 2-2).
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Figure 2-2: Example of generation of short load time-series from original load history.
a) Original load history, b) Generated load history. Source [49].

Each rain-flow cycle is characterized by two stress parameters, typically amplitude (A) and mean (M).
The range of variation of both amplitude and mean can be divided into discrete intervals, which
constitute the row and column indexes of the so-called rain-flow matrix (Figure 2-3 a). Each element
of the matrix represents a class, characterized by a specific pair of amplitude and mean intervals.
Each rain-flow cycle is assigned to the corresponding class of the matrix. By counting the number of
cycles in each class a 3-D histogram representation of the rain-flow cycles distribution is obtained,
where the z-coordinate corresponds to the frequency of the counts (Figure 2-3 b). This data
classification allows a quick evaluation of the kind of solicitation in exam, and an estimation of which
cycles are more influencing the mechanical behaviour, having a higher statistical frequency.
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Figure 2-3: Example of rain-flow cycles classification.

(a) Rain-flow matrix with amplitude (columns) and mean (rows) intervals. (b) Histogram representation of the
cumulative frequency from the rain-flow matrix.
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Following the analogy with the fatigue analysis, an equivalent procedure to classify the time varying
boundary conditions of thermal systems and components has been developed, and criteria to select
short experimental sequences, representative of the real-like seasonal working conditions, have been
defined. One major difference between the characterization of mechanical stresses and the dynamic
behaviour of thermal systems lies on the fact that, whereas mechanical systems present a single stress
time-series, heating and cooling systems (and thus their components) are typically dependent on
different parameters varying in time (e.g. temperatures, mass flows, solar irradiation, etc.).

The developed procedure takes as input seasonal boundary conditions time series that are
extrapolated from a whole system simulation in TRNSYS as indicated in the previous paragraph.

From the boundary conditions time series, different EVENTS are identified. An EVENT corresponds to
a period of continuous working between two successive OFF periods, including the initial transient
phase. A single day may include none, one or more events.

For every event, amplitude (amp) and average (avg) values are computed for each boundary
condition; also the event duration (1) is considered as a variable of the problem, since it is significant
to retrieve energy values. As a result, whereas rain-flow cycles matrices are always bi-dimensional,
events matrices are N-dimensional:

Equation 2-1 N=2-n,+1 [-]

where n,, is the number of boundary conditions.

As a second step of the procedure, considering the entire range of variation of each boundary
condition, the amplitude is divided into n,,, intervals, the average into n,,, intervals and the
duration into n, intervals. The discretization results in the definition of C classes:

Equation 2-2 C= N 1_[ namp,i 1_[ navg,k [-]
i k

where the indexes i and k varies from 1 to n,,.

Each class corresponds to a N-dimensional vector, and each element is one of the previously identified
intervals. Finally, all the previously identified events are allocated into the corresponding classes and
counted.

The number of subdivision for each boundary condition is key: if intervals are too narrow, very few
events per class are found; if classes are too wide, some important details might be lost. Therefore,
boundary conditions can be assigned different weight (choosing narrower or larger intervals), if it is
known that they have a different impact on the performance. For a generic data classification, Barlow
[50] suggests that the ideal interval size should result in at least 5 to 10 events per class and the
difference between contents of adjacent classes should be small. During the validation phase of the
method different possible classifications have been considered and compared.

The selection of a representative part of the seasonal boundary conditions is based on the obtained
frequency distribution. However, in order to avoid selecting events marginally influencing the
seasonal performance, a threshold to the frequency distributions is applied. All classes characterized
by a frequency lower than the threshold are disregarded. Finally, to further reduce the test duration,
the event counts in the remaining classes are divided by the minimum count. The remaining events
are used to define reduced time-series consistent with the starting one.

Example

A simple example could be done considering a component which depends only on one parameter (X);
each event will be then 3-dimensional (X,mp, Xavg, 7). Considering the ranges of variations and
choosing the numbers of divisions reported in Table 2-1, the final number of identified classes will
be 4, defined as reported in Table 2-2.
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Table 2-1: Example of parameters classification: range of variation and number of chosen divisions for
average, amplitude and duration.

Parameter Range of variation = Chosen number of subdivisions

Xamp 4:6 Namp=1
Xavg 3:9 Ngpg=2
T 2:8 n.=2
Table 2-2: Example of Class creation from the divisions defined in Table 2-1.
Class Xamp Xavg T
from to from to from to
1 4 6 3 6 2 5
2 4 6 3 6 5 8
3 4 6 6 9 2 5
4 4 6 6 9 5 8

A possible distribution of 21 events is reported in Table 2-3 on the left. A threshold of 5% for the
considered example would cut class 1 out; the minimum number of event in the remaining classes is
2 (class 2). The number of events to be selected after the division are those reported in Table 2-3
on the right.

Table 2-3: Frequency counts and representative selection of events for the proposed classification
example.

Class Events count Frequency Class No. events to be selected
Threshold 5 %

1 1 4.76 % 1 0
2 2 9.52 % |:z:> 2 1
3 12 57.15 % Division by 3 6
4 6 25.57 % 4 3

As the classes are defined in order to contain equivalent events, the validity of the time sequence
reduction should not depend on the selection of the events from the single classes. This has been
verified experimentally, after randomly selecting the specific events to define the reduced time-
series.

2.1.3Laboratory set-up

The tests were carried out at the laboratory of the EURAC. The laboratory set-up for the tests on the
adsorption chiller is presented by Sparber et al. [51]. The description of the laboratory circuits and
the measurement equipment used in the test is presented in the Appendix B.

The laboratory circuits are controlled to reach the flow and temperature set point as defined in the
boundary conditions time series calculated in the previous steps. The set points are set up at the
measurement frequency from an interpolation of the 1 min resolution data defined from the
simulation. During the tests, the electric consumption, the inlet and outlet temperatures and
pressures and the volumetric flows of the circuits are measured every 5 seconds.

The thermal powers are calculated from the measurements and the electric power is measured
directly. These values are used to retrieve the instantaneous COP and EER.

The seasonal energy of the component is directly extracted from the results of the short dynamic test
sequence. This evaluation is obtained by a proportion, considering ON-time during the test:

Tseason

Equation 2-3 Qseason = Qtest [kwh]

test

From the Equation 2-3, the SCOP and SEER could be calculated with the Equation 1-5 and Equation
1-6.
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2.2 Validation of test procedure

The Figure 2-4 presents the validation procedure. The selection of boundary conditions has been
validated with a post process of the results of the test of the whole time series. In the figure, this
step is indicated with the red box “Laboratory” which input is the “Test B.C input - whole time series”
that comes directly from the simulation (yellow box). This allows a calculation of the seasonal
performance through the test of the entire boundary conditions time series.

From the test of the whole time series, the performances of each event are calculated. The “events
performance” and the “events selection” are the input of the red box “Extrapolation of Seasonal
Performance” that build up the sequence performance and consequently its seasonal extrapolation
(output “Extrapolated seasonal performance”). The extrapolated seasonal performances are
compared to the one calculated with the test of the whole time series.

Different selection criteria have been defined and the performance of different sequences are
compared to the seasonal one in order to identify which classification criterion is valid for the
selection of test sequence for different components.
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Figure 2-4: Block diagram of the validation of test procedure at component level.

The deviation between the values extrapolated from the short sequence and the seasonal test is
calculated with Equation 2-4.

Eshort test — Lseasonal test [_]

Equation 2-4 0p =

Eseasonal test

2.3 Definition of the boundary conditions for the tests

The adsorption chiller and the heat pump considered for the application of the procedure are part of
a solar combi-plus system. This typology of system uses solar energy to satisfy the load of space
heating, space cooling and domestic hot water. In this case specific, the adsorption chiller uses the
solar energy for the chilling operation with the reversible compression heat pump that is used as back-
up unit. The alternation of these two machines is defined according to a control scheme. The heat
pump is also used in heating mode for the preparation of domestic hot water (feeding a hot water
storage) and for space heating. The water-to-water heat pump is connected to a dry cooler (air
source) and to a solar field (solar source) having the possibility of use one of those two sources.

The system is controlled in a way to manage the energies available from the sources (solar, air and
electrical for this case study). In this way, several control schemes have been defined; from these,

21| Page



Chapter 2

to manage the operating modes that refer to the adsorption chiller and the heat pump, the following
control schemes have been identified:

SC AdCh: space cooling with adsorption chiller;

SC HP: space cooling with compression chiller;

DHW solar: preparation of domestic hot water with solar source;
DHW air: preparation of domestic hot water with air source;

SH solar: space heating with solar source;

SH air: space heating with air source;

The different combinations of schemes throughout the season result in varying boundary conditions
for the heat pump and for the chiller, influencing thus the overall performance of the machine. The
performances of these systems are strongly influenced by varying boundary conditions and they are a
good option to demonstrate the necessity of evaluation of performance with a dynamic test
procedure.

Figure 2-5 presents the system scheme. In this scheme, the physical boundaries considered for the
test of the chiller and the heat pump are indicated with dotted lines. The red one indicates the
compression heat pump while the blue line indicates the adsorption chiller.
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Figure 2-5: Layout of the system for the characterization of the heat pump and chiller.

The numerical model of the whole system was elaborated and validated for the development of the
solar combi-plus control system [52]. The details of the simulation can be found in the appendix C.

The weather file is obtained applying Meteonorm dataset. The climate considered is Bolzano. The
load is defined by the building selected that has opaque and transparent surfaces transmittance closed
to the limits defined in the “DM 26/10/2010”. The building is a single family house of 180 m?
distributed equally between two floors. The distribution system is a radiant floor (for both space
heating and cooling). The total space heating load to satisfy is 50 kWh/m? and the space cooling load
is 12.6 kWh/m?. The domestic hot water profile is defined with the statistical method described in
the IEA SHC task 26 [53].

From the simulation of the whole system, the boundary conditions of the two components are
extracted. For the adsorption chiller, since the control strategy foresees a constant mass flow as
recommended by manufacturer, the inlet temperatures in the three circuits (the generator Ty, g¢n (7),
the evaporator T;, 0,4, (t) and the condenser T;, onq (7)) and the ON/OFF profiles are extracted from
the simulation as input of the experimental sequence extraction procedure. The case of the
compression heat pump is different since the mass flow of the source circuit is variable. The inlet
temperatures of load and source circuits, the mass flow of the source side and the ON/OFF profiles
are extracted and used as input for the selection of the sequence procedure. Those profiles and their

22| Page



Test procedure at component level

range of variation are shown in the “time series” sections (2.4.1 for adsorption chiller and 2.5.1 for
heat pump).

The working modes are divided in heating mode and cooling mode. The chilling operation mode is
defined for the period between the 15t June and the 30t September while the heating mode from the
15t October to the 31™ May. Only the compression heat pump works in heating mode. The next two
paragraph present the boundary conditions divided in these two modalities.

Note: during the summer season, the heat pump could work in heating mode for the preparation of
the DHW. In this case study, the DHW during the summer is totally covered by the solar collector.
Therefore, it is possible to identify the cooling season with the summer.

2.3.1Heating mode

In heating mode, the heat pump works for the preparation of the domestic hot water and for the
space heating with the possibility to use solar or air source. The working scheme can give a prior
information about the performance. Heat pumps perform better with high evaporation temperatures
and low condensation temperatures. When the air source is used, the inlet evaporator temperature
is constrained by the external temperature; as a consequence, air source heating schemes result in a
better performance during the mid-season months and in worse COPs during the colder months.

With respect to the user side, since during the heating season the heat pump is used both for space
heating and for DHW preparation, two different temperature levels are foreseen. In particular, since
the set point for DHW preparation is higher, the performance of the heat pump in the DHW schemes
is worse than during space heating schemes.

Table 2-4 shows the number of Events, the number of schemes’ activation and their total duration in
the heating season. The control strategy implemented in the system allows changing from one scheme
to another (e.g. from space heating to DHW preparation and back to space heating), without requiring
the heat pump to be turned OFF. This means that during one Event none, one or more changes of
schemes could be done. As a consequence, the number of heat pump activations is independent of
the sum of schemes activations. For example, considering the whole season (first row of Table 2-4),
the heat pump is activated 554 times while the DHW schemes are activated 253 times (6+247) and
the space heating schemes are activated 558 times (115+443).

Table 2-4: Activations and durations of heating schemes.

Scheme Activations [n-times] Scheme duration [h]
Nev DHW:sot DHWair SHsol SHair DHWio DHW.ir SHsol SHair
Seasonal 554 6 247 115 443 1 50 90 785
October 4 0 0 1 5 0 0 1 5
November 93 0 32 16 66 0 7 10 129
December 167 1 95 23 141 0.08 17 22 234
January 130 5 67 33 112 1 14 33 239
February 89 0 36 26 73 0 9 17 144
March 68 0 17 16 43 0 3 7 33
April 3 0 0 0 3 0 0 0 1

To understand how the use of the different loads and sources is distributed throughout the season,
the data contained in Table 2-4 can be represented as percentage distributions of the number of
activations, as showed in Figure 2-6a, or as percentage distributions of schemes duration, as showed
in Figure 2-6b.

From the two figures, it is clear that in October and April the heat pump is not used for the domestic
hot water preparation, which is produced directly with the solar energy. The average temperature at
the user’s side (condenser) is therefore lower than in the other months, and a positive effect on the
COP is expected. During the other months, while the percentage of DHW activation schemes ranges
between 22% and 37% (the maximum is verified in December), the amount of time in which the heat
pump works for the DHW preparation is only 5-6%. This means that DHW schemes are activated
frequently and for short periods.
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Similar considerations to those done for the loads, can be done also in terms of use of the different
sources. The months with the lowest evaporation temperatures are November and December, which
also have a low share of solar source use (7% and 8% of the total duration respectively). One particular
case is represented by April, where only the air source is employed (but with higher external
temperature). For the other months, the share of solar source ranges between 10 and 18% of the
working time.
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Figure 2-6: Activation of schemes in heating mode.
1a) Percentage of schemes activation. 1b) Percentage of schemes duration.

2.3.2Cooling mode

In summer, the space cooling load is covered by the adsorption chiller or by the heat pump. The
alternation between these two components is decided by the control strategy. In simple terms, the
adsorption chiller covers normal load and when it becomes higher, the heat pump covers it.

In Table 2-5 and Figure 2-7, the schemes’ activations for the entire cooling season and for the single
months are reported. With respect to the heating mode, the cooling season is characterized by shorter
and more frequent activations of the heat pump, due to the oversizing of the heat pump capacity
compared to the building load and to the alternation with the adsorption chiller. The duration of
activation of the adsorption chiller is about 20 times the duration of activation of the heat pump. For
the heat pump, the cooling scheme is activated 660 times in 4 months for a total of 79 working hours
(versus the 554 times in 7 months with 937 working hours for the heating mode). The average Event
duration is 7 minutes instead of 100 minutes during the heating mode. Instead, the chiller is activated
97 times with a duration of 240 hours and the consequent average Event duration is 148 minutes.
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Figure 2-7: Activation of schemes in cooling mode.
1a) Percentage of schemes activation. 1b) Percentage of schemes duration.
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Table 2-5: Activations and durations of cooling scheme.

Adsorption Chiller Reversible Heat Pump
n Duration of n Duration of

e activation Ton [h] e activation Ton [h]
Seasonal 97 240 660 79
June 23 141 151 16
July 30 102 215 26
August 29 72 209 29
September 15 24 85 8

2.4 Adsorption chiller characterization

The first component considered for the analysis is the adsorption chiller SortTech AG ACS 08 (Table
2-6). The chiller is a water/silica gel with two chambers. The study of the dynamic behaviour of the
component was started with the master thesis [54,55] and was used as starting point for the test for
the heat pump. This chapter presents a summary of the application of the procedure to this
component.

Table 2-6: SorTech ACS 08 characteristics.

Model Sortech ACS 08
Cooling capacity 8 kW @ nominal condition
Max cooling capacity 11 kW
Declared EER 0.6 @ nominal condition
Power consumption 7 Wel
Evaporator Condenser Generator
Temperature Range 6-20 [°C] 22-37 [°C] 55-95 [°(]
Nominal Condition 18/15[°C] 27/32 [°C] 72/65 [°C]
Volumetric Flow 2.0 [m3/h] 3.7 [m3/h] 1.6 [m3/h]
Pressure loss 0.3 [bar] 0.35 [bar] 0.23 [bar]

2.4.1Time series selection

The boundary conditions considered for the selection are the inlet temperatures of generator,
condenser and evaporator. Considering this three mentioned boundary conditions and the event
duration (1), and using Equation 2-1 the dimension of the resulting class is 7. In Figure 2-8 the time-
series for the chiller boundary conditions are showed, including only the ON-time of the machine.
From these boundary conditions, 97 events are identified. The range of variation for all boundary
conditions is showed in Table 2-7.
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Figure 2-8: Time-series for the boundary conditions of the adsorption chiller, considering only the ON-
time of the machine.
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Table 2-7: Range of variation of boundary conditions. Adsorption chiller.

Tgen,avg Tgen,amp Tcond,avg Tcand,amp Tevap,avg Tevap,amp 7 [min]
Min 68 4 25 0 18 0 30
Max 81 26 32 6 23 4 410

The subscripts (amp) and (avg) indicate respectively the amplitude and the average, calculated for each event.

Different criteria for the definition of the classes have been experimented but only two of these are
reported in Table 2-8; these criteria consider intervals of 2 K or 3 K for the temperature boundary
condition and 4 or 8 intervals for the events duration that correspond to a duration of 100 or 50
minutes. in Table 2-8 reports the number of classes created with the chosen intervals (No. Classes)
and the number of classes that contain elements (Full Classes). The table also shows the residual
number of events and those that are excluded after the application of either a 1% or a 2% threshold
and after the division by the minimum number of event counts (divisor). The threshold of 1% excludes
from the selection the classes with one element, while the 2% excludes from the selection the classes
with two elements.

Table 2-8: Events classification and selection. Adsorption chiller.

Number of intervals Threshold Division -
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eason

2K-8-1 1 34 63| 2 18 2.3
7 4 11 3 3 2 8 44352 78

2K-8-2 2 10 87| 3 3 0.4

2K-4-1 1 38 59| 2 20 2.6

2K-4-2 7 4 11 3 3 2 4 22176 65 2 18 79| 3 5 0.7

3K-8-1 1 55 42| 2 29 4.5

3K-8-2 4 3 7 2 2 2 8 5376 39 2 37 60 3 13 1.6

3K-4-1 1 60 37| 2 31 4.9
4 3 7 2 2 2 4 2688 53

3K-4-2 2 44 53| 3 15 2.0

The first column contains the name of the corresponding selection: the number with the “K” letter indicates
the temperature step, while the second number indicates the number of intervals for the duration and the third
number indicates the threshold. The last column shows the test duration expressed in days.

2.4.2Dynamic test results

Table 2-9 shows the chiller performance calculated during the cooling season. The SEER obtained
during the different months is quite similar each other while the amount of load covered is different.
The seasonal SEER is 0.488 quite far from the nominal condition of the machine that is 0.6. This could
be explained looking in the detail to the performance with the next two figures.

Table 2-9: Monthly and seasonal results. Adsorption chiller.

n Ton SEER Qgen Qcond Qevap
v [h] [-] [kWh] [kWh] [kWh]
Seasonal 97 240 | 0.488+0.01 3393+21  4717+71 1659125
June 23 41 0.478+0.01 598+4 824+12 285+4
July 30 102 | 0.497+0.01 1388+10  1955%29 690+10
August 29 72 0.483+0.01 1014+7 1396+21 490+7
September 15 24 0.483+0.01 387+3 53518 187+3

Figure 2-9 shows the detail of the performance during the first hour of one Event. The left axe
indicates the temperature and the right indicates the power. The inlet temperature is a fixed
boundary condition and the outlet temperature is measured. From this two, the power can be
calculated. The area delimitated with the green dotted line indicates the first swap of the machine
and this area can be divided in two sub-areas. The first one is the one indicated with a green
background: during the first five minutes the machine does not provide any useful effect since the
evaporator power is null and the generator absorbs energy. The consequence is that the rejected
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power is low. After this phase, the chiller continues to heat up the desorption chamber and the cooling
power is low. This first phase is long 25 min. Then, as indicated with the area delimitated with the
red dotted line, the chiller starts the normal working swap and from this moment it produces a chilling
power closed to the nominal one.
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Figure 2-9: Temperature and power profiles during test. Adsorption chiller.
The temperature profiles are indicated with the label “T” while the power profiles are indicated with the label

“Q”. The first letter of the subscript indicates the circuits (generator “g”, condenser “c” and evaporator “e”)
while the second one indicates the input “i” or the output “o”.

The transient phases can be individuated also in the Figure 2-10 where the cycle’s EER is indicated as
a function of the condenser temperature for different generator temperature series and with a
evaporator temperature of 22°C. In the figure, the dynamic points are compared to the stationary
points. For each Event, the first 30 min the EER obtained by the machine is large lower to the
stationary one, and after this transient phase it will be more closed to the stationary one.
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Figure 2-10: EER comparison of dynamic and stationary conditions. Adsorption chiller.

The series are divided by generator temperature respectively for the case of dynamic test and steady-state test.
The name of the series indicates the typology of test (dynamic - Dyn or stationary SS) and the generator
temperature (i.e. Tgen80). The figure shows the data with evaporator temperature equal to 22°C.

The previous results show the importance of characterize the machine in dynamic condition since the
transient phase lasts 25 min. This characterization should be performed with a short test sequence.
Table 2-10 shows the results of the test, in terms of SEER and energy flows though the three circuits

27 | Page



Chapter 2

of the unit obtained with the different short tests. Some test were repeated twice by selecting
different events in each classes, to verify that the events’ choice does not affects the correctness of
the experimental sequence (Table 2-8). The reduced test results are compared with a “Whole Season”
test (accounting for all 97 events) in order to verify the effect of applying different thresholds and
subdivisions to the events counts and identify the optimal data reduction.

Table 2-10: Result of tests. Adsorption chiller.

Test Duration SEER Qgen Qcond Qevap
[days] [-] 5 [%] [kWh] [kWh] [kWh]
Whole Season 16.7 0.49+0.01 3393+21 471771 165925

Test 1 2K-8-1 2.3 0.45+0.01 -8.1 375+2 495+7 169+3
Test 2 2K-8-1 2.3 0.45+0.01 -8.1 379+2 502+8 17243
Test 3 2K-8-2 0.4 0.46+0.01 -6.1 77+1 103+2 351
Test 4 2K-4-1 2.6 0.46+0.01 -6.1 449+3 60219 207+3
Test 5 2K-4-1 2.6 0.46+0.01 -6.1 450+3 600+9 206+3
Test 6 2K-4-2 0.7 0.47+0.01 -4.1 1231 166+2 571
Test 7 3K-8-1 4.5 0.48+0.01 -2.0 859+5  1179+18 41216
Test 8 3K-8-1 4.5 0.48+0.01 -2.0 836+5 114617  400+6
Test 9 3K-8-2 1.6 0.46+0.01 -6.1 274+2 36545 126+2
Test 10 3K-4-1 4.9 0.48+0.01 -2.0 965+6  1333+20  465+7
Test 11 3K-4-1 4.9 0.48+0.01 -2.0 924+6 126819  442+7
Test 12 3K-4-2 2.0 0.46+0.01 -6.1 363+2 388+6 169+3

The second column contains the name of the corresponding selection: the number with the “K” letter indicates
the temperature step, while the second number indicates the number of intervals for the duration and the third
number indicates the threshold.

Due to the reduced test duration, the energy flows in test 1 to 12 are lower with respect to the
“Whole Season” reference case. The corresponding seasonal energies extrapolated from the tests
(with Equation 2-3) are reported in Table 2-11. The first result to highlight is that the difference
between tests with the same selection criterion and different event choices (Test 1-2, Test 4-5, Test
7-8, Test 10-11) is lower than 1.6%, proving that the defined classification method succeeds at
grouping events that are equivalent in terms of effects on the seasonal performance. Starting from
the 17-days test for the Whole Season, the maximum duration of the reduced test sequences is five
days. The duration of the test is not directly related to the accuracy of the seasonal performance
figures evaluation, but, indicatively, the longest tests are the most reliable. The 2K divisions (test 1
to 6) and the 2% threshold (test 9 and 12) remove too many data: these criteria results in short tests
(less than three days), but produce a deviation of about 8 % on the SEER evaluation and of about 7 %
on the energies estimation with respect to the reference test. Excluding these cases, the difference
between tests 7, 8, 10 and 11 and the reference test is about 2 %. In general, the calculated SEER are
very similar for all selected test sequences, differing of about 2 % from each other.

Table 2-11: Seasonal energy estimation. Adsorption chiller.

SEER Qgen,s Qcond,s Qevap,s
[-] 8§[% | [KkWh]  &[%] [kWh]  &[%] [kWh]  &[%]
Whole Season | 0.49+0.01 3393+21 > 471671 > 1659+25 >

Test 1 0.45+0.01  -8.1 | 362522 6.8 4788+72 1.5 163825 -1.2
Test 2 0.45+0.01  -8.1 | 360222 6.2 476571 1.0 1630£25 -1.7
Test 3 0.46+0.01  -6.1 | 364223 7.4 4914+74 4.2 1682:25 1.4
Test 4 0.46+0.01  -6.1 | 363522 7.1  4867+73 3.2 1678:25 1.2
Test 5 0.46:£0.01 -6.1 | 3612+22 6.5 482072 2.2  1657+25 -0.1
Test 6 0.47:0.01 -4.1 | 3685+23 8.6  4978+75 5.5 172026 3.7
Test 7 0.48:0.01 -2.0 | 346321 2.1 475671 0.8 166025 0.1
Test 8 0.48:0.01  -2.0 | 341521 0.7 4683:70 -0.7 1634x25 -1.5
Test 9 0.46+0.01  -6.1 | 3658+23 7.8 4877+73 3.4 168925 1.8
Test 10 0.48+0.01  -2.0 | 346321 2.1  4781+72 1.4 1670£25 0.6
Test 11 0.48+0.01  -2.0 | 3469+21 2.2  4763+71 1.0 166025 0.1
Test 12 0.46+0.01  -6.1 | 370123 9.1 396159 -16.0 172126 3.7
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Besides the seasonal values, the analysis of the distributions of instantaneous performance
parameters is key to evaluate the capability of representing the whole season operation with one of
the defined selection criterion. Figure 2-11 and Figure 2-12 represent the device performance
averaged over working cycle, as computed from test 7 and the reference “Whole Season” test. The
figures show a very good agreement between the two cases proving again the reliability of the
selection procedure.

The EER (Figure 2-11) presents a bimodal distribution with two distinct peaks around 0.22 and 0.55,
respectively. The lower values, between 0.13 and 0.35 correspond to the transient phases at the
machine switch on and can be explained looking at the distributions of the powers (Figure 2-12). As
explained with Figure 2-9, while the generator is working around its nominal conditions (single peak
distribution at 13 kW), the evaporator power distribution presents a maximum at the nominal chilling
capacity (8 kW) along with a smaller local maximum at around 3.5 kW: as a consequence of the
components inertia and system control, during the switch-on phases, the evaporator is producing a
low power while the generator is requiring its nominal power, resulting, thus, in low EER values.
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Figure 2-11: EER distribution comparison of whole season and short test. Adsorption chiller.
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Figure 2-12: Powers’ distributions comparison of whole season and short test. Adsorption chiller.

2.4.3Comparison with the Bin and CTSS methods

The results obtained with the short dynamic test are compared with the results of the simulations in
TRNSYS (CTSS method) and with the Bin Method, as showed in Table 2-12. The Bin Method employed
here is similar to the procedure described in EN 14825 [7] (instead of the reference boundary
conditions prescribed, the same conditions implemented for the dynamic tests are used). The SEER is
calculated with Equation 1-6.
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Table 2-12: Performance figures comparison of short dynamic test, bin method and simulation.
Adsorption chiller.

SEER Qevap,s Qgen,s
[-] 6[%]  [kWh] & [%] [kWh]  &[%]
Short Dynamic Test 0.48+0.01 - 166026 - 3463+22
Bin method 0.55 14.6 1814 9.3 3229 -6.8
Simulation 0.55 14.6 1631 -1.7 2982 -13.9

The simulation and the bin method overestimate the evaluation of the SEER by more than 10% with
respect to the short dynamic test. Differences of around 10% are found also for the calculated energy
flows. The three methods can be compared as well in terms of EER distribution (Figure 2-13). Both
the bin method and the simulations do not show the bi-modal distribution retrieved with the dynamic
test. The simulations, however, provides closer values to the dynamic tests, with respect to the bin
method, which completely neglects thermal inertia effects.
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Figure 2-13: EER distribution comparison of short dynamic test, bin method and simulation. Adsorption
chiller.

The results obtained from the performed tests show the importance of taking dynamic effects into
account and, consequently, the limitations of steady state analysis methods, which ignore some of
the intrinsic inefficiencies of the components (or of the systems) under consideration.

2.5 Heat pump characterization

The heat pump is the Clivet WSHN-EE 31 (Table 2-13). This model is an electric driven water to water
compression heat pump which uses the refrigerant R-410 A as working fluid. The installed compressor
is a scroll-type compressor. An electrical resistance as backup system it is not installed in this unit
but could be managed by the heat pump’ control system.

Table 2-13: Clivet WSHN-EE31 characteristics.

Compression Heat Pumps Clivet WSHN-EE 31
Heating capacity 9.42 kW
Declared COP 5.1

EN14511:2013
30/35°C-10/7°C

Cooling capacity 10,7 kW
Declared EER 5.2

EN14511:2013
23/18°C - 30/35°C

Working fluid R-410 A
Compressor type Scroll without inverter

Nominal condition - heating mode

Nominal condition - cooling mode
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2.5.1Time series selection

For the vapour compression heat pump, the boundary conditions are the evaporator and condenser
inlet temperatures and mass flows. For each Event, 9 parameters (Equation 2-1) can be identified:
duration, amplitude and average of evaporator temperature and mass flow, condenser temperature
and mass flow. Since the condenser mass flow is constant, this could be excluded from the
classification parameters. From the range of variation of these parameters the Classes are created
with two criteria. The first one is the identification of intervals of 3 K for temperature, 150 kg/h for
mass-flow and 30 minutes for the duration. The second criterion is to consider a constant division of
parameters.

The characterization is divided in the two working modes: heating and cooling.

Heating Mode

In Figure 2-14, the time-series for the heat pump boundary conditions are showed, including only the
ON-time of the machine. From these boundary conditions, 554 events are identified. The range of
variation for all boundary conditions is showed in Table 2-14. The temperatures of condenser and
evaporator are quite variable during the season and also during one event. This can be seen with the
average values that space out between 22 °C to 44 °C for the condenser and between -5 °Cand 13 °C
for the evaporator; the amplitude is indication of the variation of the temperature during one event
and also this value is high. For the condenser the maximum amplitude is 27.6 °C while for the
evaporator is 15 °C. Also the event duration is spacing around a large range (1 min to 719 min).
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Figure 2-14: Time-series for the boundary conditions of the heat pump in heating mode, considering only
the ON-time of the machine.

Table 2-14: Range of variation of boundary conditions. Heat pump - heating mode.

Tcond,avg Tcond,amp Tevap,avg Tevap,amp mevap,avg mevap,amp T [min]
Min 22.3 0 -4.6 0 1000 0 1
Max 44.1 27.6 13 14.4 1700 800 719

The subscripts (amp) and (avg) indicate respectively the amplitude and the average, calculated for each event.

Starting from the experience gained with the test performed to the adsorption chiller, different
criteria for the definition of the classes are evaluated. Only two different classifications are presented
in the Table 2-15; the first one considers intervals of 3 K for the temperature boundary condition and
intervals of duration of 30 min while the other one considers a constant division of the intervals (5
interval for each parameter). The table reports the number of classes created with the chosen
intervals (No. Classes) and the number of classes with elements (Full Classes). In the same table, the
number of events that remain after the threshold and the division is indicated with the “Residual”
column. The threshold of 0.2% exclude from the selection the classes with one element, while the
0.4% exclude the classes with two elements and so on.
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Table 2-15: Events classification and selection. Heat pump - heating mode.

Number of intervals Threshold Division -
(7] [%] o
> & 3 §F f £ £ & 812 s 3 _— g
i3 o: 1o £l 0% Zlg o2 3|2z |z
S S 2 S 8 2 = o > et o g 5 o 17}
£ L 2 & £ g 3 = S lE 2 & x |2
Whole 1 1 1 1 1 1 1 1 1 0 554 0 1 554 43
Season
3K-24-1 0.2 297 257 2 161 6
3K-24-2 7 9 6 5 5 5 24 | 1134000 331 0.4 225 329 3 73 2
3K-24-3 0.6 174 380 4 44 1
5div -24-1 0.2 346 208 2 171 8
5div-24-2 5 5 5 5 5 5 24 | 375000 286 | 0.4 230 324 3 73 3
5div -24-3 0.6 194 360 4 51 2

The second column contains the name of the corresponding selection: the number with “K” letter indicates the
temperature step while “div” indicates the number of divisions; the second number indicates the number of
intervals for the duration and the third number indicates the number of elements excluded with the threshold.
The last column shows the test duration expressed in days.

Cooling Mode

In figure the time-series for the chiller boundary conditions are showed, including only the ON-time
of the machine. From these boundary conditions, 660 events are identified. The range of variation
for all boundary conditions is showed in Table 2-16. In the cooling mode the temperatures are less
variable than the one in heating mode. The average temperature of condenser varies between 25 °C
and 34 °C while the evaporator between 15.4 °C and 18.2 °C. The maximum amplitudes are 8.3 K for
the condenser and 3.8 K for the evaporator. The duration is included in the interval 1 min to 100 min;
this lower duration is due to the fact that the heat pump is used as back-up of the chiller.
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Figure 2-15: Time-series for the boundary conditions of the heat pump in cooling mode, considering only

the ON-time of the machine.

Table 2-16: Range of variation of boundary conditions. Heat pump - cooling mode.

Tcond,avg Tcond,amp Tevap,avg Tevap,amp 7 [min]
Min 25 0 15.4 0 1
Max 33.6 8.3 18.2 3.8 100

The subscripts (amp) and (avg) indicate respectively the amplitude and the average, calculated for each event.

As the heating mode, different criteria for the classes definition are reported. The same classifications
are reported in the Table 2-17. The interval of 3 K requires less divisions since the range are less
variable. The consequence is that less classes are created.
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Table 2-17: Events classification and selection. Heat pump - cooling mode.

Number of intervals Threshold Division c

(7] %] o
N § S ? = ﬁ ] ° © 8 - © = 9
s : 2% I g oz 3| 3 |28

S & S F 502 2 & § |8 & |¢

Whole 1T 1 1 1 1 1 1 0 660 O 1 660 8

Season

3K-25-1 0.2 649 11 2 330 4
3K-25-2 3 3 1 2 4 72 36 0.4 635 25 3 212 2
3K-25-3 0.6 620 40 4 156 2
5div-25-1 0.2 609 51 2 313 3
5div-25-2 5 5 5 5 4 2500 106 | 0.4 581 79 3 193 2
5div-25-3 0.6 563 97 4 142 1

The second column contains the name of the corresponding selection: the number with “K” letter indicates the
temperature step while “div” indicates the number of divisions; the second number indicates the number of
intervals for the duration and the third number indicates the number of elements excluded with the threshold.
The last column shows the test duration expressed in days.

2.5.2Dynamic test results

The characterization of the heat pump performance is separated into the two working modes: heating
and cooling.

Heating Mode

Table 2-18 presents the seasonal and the monthly results for the heating season in terms of number
of events, total duration, average condenser and evaporator temperatures, SCOP, electric energy
consumed by the heat pump and exchanged thermal energies at the condenser and the evaporator.

The considerations streamlined with respect to the schemes distribution help understanding the
results in Table 2-18. The SCOP is calculate with Equation 1-5 considering the integration domain on
month and seasonal basis. The SCOP varies for the different months between 3.36 and 3.85 while the
seasonal value is 3.47. The seasonal value is lower than the mathematical average of the monthly
values because the months with a higher SCOP present few working hours. In particular, the months
with higher SCOP are, as anticipated, April and October, with one and six working hours respectively.
In addition, also March, with a total of 41 working hours, presents a quite high SCOP, because the air
source scheme can work with high evaporator temperatures (mild external air temperature). The
months with lower SCOP are, as expected, the colder ones, i.e. December, January and February,
with respectively 377, 390 and 175 working hours.

Table 2-18: Monthly and seasonal results. Heat pump - heating mode.

Nev Ton Tcond Tevap SCOP Whp on Qev

[h] ['cl [°C [] [kWh] [kWh] [kWh]
Seasonal 554 937 27.1 .9 | 3.47+0.07 1873.2+18.7 6496.4£103.9 4574.2+73.2
October 4 6 26.1 3.85+0.07 12.420.1 47.9+0.8 35.1+0.6

1
4.6
November 93 147 271 1.8 4+2.9 1046.5+16.7  732.5+11.7
December 167 277 27.8 0.4 | 3.36:0.06 558.0+5.6 1877.0+30.0  1296.1+20.7

0.2 +5.8

0.8 +3.5

5.6

January 130 290 27.7 1998.5+32.0  1387.6+22.2

February 89 175 27.4 + .9+3. 1217.9£19.5  878.4+14.1
March 68 1 25.9 . 3.78+0.07 80.0+0.8 302.2+4.8 239.4+3.8
April 3 1 254 5.6 | 3.71+0.07 1.7+0.0 6.4+0.1 5.0+0.1

Besides the evaluation of the seasonal and monthly SCOPs, dynamic tests also allow a deeper analysis
of the behaviour of the heat pump during transients. This can be done by considering a single Event
as shown in Figure 2-16, where an example of temperature and power times-series for heating
operation with air source is reported. The Event starts with a space heating scheme at minute 4; at
minute 17 the scheme switches to DHW preparation until minute 38, when the scheme is switched
back to space heating. The electric power consumption (Wy,) is stable from the switch ON and
throughout the whole Event, while the condenser power (Q,,) and, as consequence, the COP vary. In
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particular, the condenser power presents two transients moving from zero to a stable value. The first
corresponds to the switch ON of the heat pump (green rectangle 1 in Figure 2-16); the second is
localized at the switch from space heating to domestic hot water preparation (yellow rectangle 2 in
Figure 2-16). In both cases, the outlet condenser temperature (T, ;) has to increase and it does so
with a certain delay due to the thermal inertia of the machine. Consequently, the instantaneous
temperature values are similar (or lower) to the inlet temperature (T, ,). This results in a null
instantaneous power, which progressively increases towards a stationary value (with a positive
temperature difference). During the switch from domestic hot water to space heating, a third
transient phase takes place (blue rectangle 3 in Figure 2-16), where the condenser power abruptly
increases and then progressively decreases to a new stationary condition. In this case, the inlet
condenser temperature decreases, while the outlet temperature follows with some delay caused again
by the thermal inertia. The high instantaneous values of the condenser power are a consequence of
temperature differences higher than those obtained in stationary operation.

The dynamic behaviour represented in Figure 2-16 could be interpreted as a “storage” effect of the
heat pump. In the transient phases with increasing temperatures the heat exchanger of the condenser
“stores” energy; this is “released” during the transient phases where the temperatures decrease. If
an Event stops with a domestic hot water scheme, the energy “stored” in the initial transient is lost
most of the times.
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Figure 2-16: Temperature and power profiles during test. Heat pump - heating mode.

The temperature profiles are indicated with the label “T” while the thermal power profiles are indicated with
the label “Q” and the electrical power with the letter “W”. The first letter of the subscript indicates the circuits
(condenser “co” and evaporator “ev”) while the second one indicates the input “in” or the output “out”.

To understand how these transients affect the seasonal performance of the heat pump, the
instantaneous COPs obtained during the dynamic tests for the whole season are reported in Figure
2-17, as a function of the condenser temperature. The curves obtained for different evaporator
temperatures under steady state conditions are also plotted as a reference. Different working
conditions can be identified in the figure:

e Stationary state operation points corresponding to the cloud of points distributed over the
stationary curves; the red points in dynamic condition (those at evaporator temperature of 10°C)
are obtained for only short time, as consequence the stationary conditions are not reached.

e Initial transient points (indicated with the two green-arrows - 1a/heating and 1b/DHW - in
Figure 2-17). Depending on the scheme with which the heat pump is activated, these points are
localized at different condenser temperatures;

e Points corresponding to the switch from space heating to domestic hot water (indicated with
the yellow arrow - 2 - in Figure 2-17). During these transients, the temperature of the condenser
is increasing and a “storing” effect occurs;

e Points corresponding to the switch from domestic hot water to space heating (indicated with
the blue arrow - 3 - in Figure 2-17). During these transients, the condenser temperature decreases
and an “energy releasing” effect occurs;

34| Page



Test procedure at component level

e Area without dynamic COP points (indicated by a black ellipse - 4 - in Figure 2-17). This zone
corresponds to the evaporator temperatures between the space heating and the domestic hot
water set points (namely 32°C and 40°C for the examined plant). The machine is never working at
steady state conditions in this range.
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Figure 2-17: COP comparison of dynamic and stationary conditions. Heat pump - heating mode.The series
are divided by evaporator temperature respectively for the case of dynamic test and steady-state test. The
name of the series indicates the typology of test (dynamic - Dy or stationary SS) and the evaporator
temperature (i.e. Te -5).

Table 2-19 shows the results obtained with the seasonal test and the results of the short test
sequences. The duration of the short test depends from the selection criteria applied in the definition
of the sequence. The duration is 6/8 days when a 0.2 % threshold is applied with respect to 43 days
needed for the full-length test (and representing the whole heating season). The duration of the test
is connected to its cost. The reduction of the test with this classification is huge.

Table 2-19: Result of tests. Heat pump - heating mode.

Test
Test duration scop Wel Qcond Qevap

[days] [-] 8 [%] [kWh] [kWh] [kWh]
Sv(v? chl)f‘ 43 | 3.47:0.07 1873£19 64962104  4574:73
Test 1 3K-24-1 5.8 3.36:0.06  -3.15 | 229.2+2.3 769.7+12.3  569.4+9.1
Test 2 3K-24-1 6. 3.39:0.06  -2.19 | 238.4+2.4 808.6+12.9  601.9+9.6
Test 3 3K-24-1 5.9 3.39:0.06  -2.24 | 232.4+2.3 787.9:+12.6  584.5:9.4
Test 4 3K-24-2 2.1 3.29:0.06  -5.29 | 77.0:0.8  253.0:4.0  193.4+3.1
Test 5 3K-24-2 2.1 3.34:0.06  -3.61 | 76.4+0.8  255.3:4.1  194.6+3.1
Test 6 3K-24-3 1.0 3.16:0.06  -9.00 | 34.2¢0.3  108.0¢1.7  85.4+1.4
Test 7 3K-24-3 1.0 3.11:0.06  -10.41 | 33.5:0.3  104.0:1.7  82.9+1.3

Test 8 5div -24-1 7.5 3.42+0.06  -1.91 | 304.6+3.0 1036.3+16.6 764.3+12.2
Test 9 5div -24-1 7.7 3.42:0.06  -1.29 | 315.0+3.2 1078.3+17.3 795.9:£12.7
Test 10 5div -24-1 7.6 3.43:0.06  -1.21 | 307.6x3.1 1053.8+16.9 773.5:12.4
Test 11 5div-24-2 3.1 3.90+0.06  -4.93 | 119.9+1.2  395.416.3 297.8+4.8
Test 12 5div-24-2 2.8 3.28+0.06  -5.44 | 108.7+1.1  356.6+5.7 270.6+4.3
Test 13 5div -24-3 1.7 3.25:0.06  -6.42 | 62.7+0.6 203.5+3.3 157.5£2.5
Test 14 5div -24-3 1.6 3.21£0.06  -7.54 | 58.7+0.6 188.3+3.0 144.6+2.3

The second column contains the name of the corresponding selection: the number with “K” letter indicates the
temperature step while “div” indicates the number of divisions; the second number indicates the number of
intervals for the duration and the third number indicates the number of elements excluded with the threshold.

Table 2-20 presents the evaluation of the seasonal energy and the deviation from the seasonal energy.
The deviation on the evaluation of the SCOP with the selection is lower than 3% in case of exclusion
of classes with one event. The increase of the threshold value decreases the test duration but increase
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the deviation performed. The deviation increases until 10% when classes with 3 elements are excluded
from the selection. The outcome is the same of the chiller characterization since the best result is
obtained by excluding only the classes with one element. The difference with the selection of the
chiller’s boundary condition is that a constant division of parameters gives a good correspondence for
the heat pump in heating mode while that criterion was excluded for the chiller [54].

Table 2-20: Seasonal energies estimation. Heat pump - heating mode.

SCOP Whp,s Qcond,s Qevap,s

[-] §[% | [kWh]  6[%]  [KWh]  8[%]  [kWh] & [%]
;Nh°le 3.47:0.07 1873¢19 - 6496104 - 4574:73
eason

Test 1 3.36+0.06  -3.15 | 1909+19 1.90 64112103  -1.31 4743476 3.69
Test 2 3.39:0.06  -2.19 | 1899+19 1.39 6442+103  -0.84  4795+77  4.83
Test 3 3.39:0.06  -2.24 | 1902+19 1.53 6448+103  -0.74  4784+77  4.58
Test 4 3.29£0.06  -5.29 | 191619  2.29 6294+101  -3.11  4812+77  5.19
Test 5 3.34:0.06  -3.61 | 1898+19 1.33 6345£102  -2.33  4836+77  5.73
Test 6 3.16+£0.06  -9.00 | 1911+19 2.02 603197 -7.17  4767+76  4.21
Test 7 3.11£0.06  -10.41 | 193419 3.26 601096 -7.49  4788+77  4.68
Test 8 3.42+0.06  -1.91 | 1904+19 1.65 6477104  -0.30 4777:76  4.44
Test 9 3.42+0.06  -1.29 | 1905+19 1.70  6522+104  0.39  4813+77  5.23
Test 10 | 3.43+0.06  -1.21 | 1899+19 1.37 6506104  0.14 477576  4.39
Test 11 | 3.90+0.06  -4.93 | 191919  2.46 6328+101  -2.59 476676  4.20
Test 12 | 3.28+0.06  -5.44 | 1927+19  2.86 6318+101  -2.74  4794+77  4.82
Test 13 | 3.25:0.06 -6.42 | 1918+19  2.40  6226+100 -4.17 4818+77  5.32
Test 14 | 3.21:0.06  -7.54 | 1926+19 2.80 617499 -4.96  4741+76 3.64

The Table 2-21 completes the previous table; it presents the evaluation of the electric consumption
of the circulation pumps due to the pressure drop in the heat pump circuit, the dry cooler fun
consumption and the total energy consumption. The SCOP is recalculated considering also these
contribution of consumption. The SCOP decreases from 3.47 when it is calculated only for the heat
pump until 3.36 when it is considered the whole plant (air unit and circulation pumps).

Table 2-21: Seasonal consumptions estimation. Heat pump - heating mode.

SCop Wcond,s Wevap,s Wdc,s Wtot,s

[-1 &8[% | [kWh]  &[%]1 [kWh] &8[%] [kWh]  &[% [kWh] & [%]
ahole | 3360 - 5.3 : 9.3 : 45.7 1934
Test 1 3.257  -3.05 5.8 8.6 6.3 -32.7 47.4 3.69 1968 1.79
Test 2 3.288  -2.13 5.6 5.8 6.4 -31.4 48.0 4.83 1959 1.32
Test 3 3.287  -2.16 5.5 3.6 6.3 -32.6 47.8 4.58 1962 1.45
Test 4 3.186 -5.18 5.6 5.4 5.9 -36.6 48.1 5.19 1976 2.18
Test 5 3.240 -3.57 6.1 15.4 5.9 -36.9 48.4 5.73 1959 1.29
Test 6 3.060 -8.91 6.1 14.3 5.9 -37.3 47.7 4.21 1971 1.91
Test 7 3.015 -10.3 5.6 5.4 5.8 -38.3 47.9 4.68 1993 3.09
Test 8 3.299 -1.80 5.4 1.6 6.0 -36.1 47.8 4.44 1963 1.53
Test 9 3.319 -1.20 5.6 4.6 6.0 -35.4 48.1 5.23 1965 1.61
Test 10 3.322 -1.13 5.9 10.2 6.0 -35.4 47.8 4.39 1958 1.29
Test 11 3.198  -4.80 5.9 11.2 5.8 -38.2 47.7 4.20 1979 2.33
Test 12 3.181 -5.31 5.6 5.6 5.7 -38.6 47.9 4.82 1986 2.71
Test 13 3.148 -6.31 5.5 4.3 5.8 -38.1 48.2 5.32 1978 2.28
Test 14 3.111 -7.40 5.9 11.2 5.7 -38.7 47.4 3.64 1985 2.64

Besides the evaluation of the seasonal performance figures, the proposed test sequence allows
analysing also the frequency distribution of the instantaneous performance figures (COP and powers).
In Figure 2-18, the COP distribution obtained during the seasonal and short tests are compared. The
COP has a typical normal distribution spanning between 0 to 5.5 with a peak around 3.7. As a
consequence of the transients, about 8% of the values are below 2. From Figure 2-18, it is clear that
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the distribution obtained with the short sequence is comparable to the seasonal one. This is possible
because the boundary conditions selection takes into account the statistical distribution of the
seasonal boundary conditions.
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Figure 2-18: COP distribution comparison of whole season and short test. Heat pump - heating mode.

Cooling Mode

Table 2-22 presents the seasonal and the monthly results for the cooling season, similarly to what
already presented for the heating season. The SEER is calculated with Equation 1-6 considering the
integration domain on month and seasonal basis. The monthly SEER is varying from 3.55 to 3.85 while
the seasonal value is 3.75. September is the month with the lowest SEER, and it also presents the
lowest average duration of Events (about 5 minutes). In this case, the presence of initial transients
has a stronger effect on the performance.

Table 2-22: Monthly and seasonal results. Heat pump - cooling mode.

Nev Ton Tocond Toevap SEER Whp Qcond Qevap

(hl | 'l [°C] [-] [kwh] [kwh] [kwh]
Seasonal 660 79 28.2 17.0 | 3.75£0.07 163.7+1.6 709.1+11.3 613.7+9.8
June 151 16 27.8 17.1 | 3.73£0.07 32.2+0.3  136.6+2.2 120.3+1.9
July 215 26 28.5 16.9 | 3.73z0.07 55.0:0.6  237.6+3.8 205.2+3.3
August 209 29 28.4 16.9 | 3.83:0.07 60.8£0.6  273.0+4.4 232.6+3.7
September 85 8 27.8 17.1 | 3.55+0.07 15.7:0.2 62.0+1.0 55.6+0.9

A deeper insight on the behaviour of the machine during transients can be obtained by looking at the
temperature series recorded during a single Event in the cooling season, as reported in Figure 2-19.
The Event starts at minute 1 and ends at minute 19. While the electric consumption (W,,;) is stable
over the whole period, the condenser and evaporator powers present a transient phase of about 3
minutes before reaching the steady state conditions. The temperature difference at the evaporator
obtained during the transient is lower than that obtained in steady state and so is the instantaneous
EER.

With respect to the heating season, the boundary conditions in cooling mode are less variable (the
machine is working with one scheme only) but a larger number of Events with short duration is
present. For example, the average duration of an Event in cooling mode is 7 minutes but many Events
have a shorter duration. As a consequence, the starting transients have a large impact on the
performance. This can be easily observed in Figure 2-20, showing the instantaneous EER as a function
of the condenser temperature along with the steady state curves obtained for different evaporator
temperatures. Two main areas can be identified in Figure 2-20. The first one (black rectangle) is
located near the steady state curves: it includes the working points obtained after the initial transient
phases. The second cloud (indicated with a green arrow) has a larger extension and cover the zone
from zero EER to the stationary conditions: these points represent the switch ON transient working
conditions.

37| Page



Chapter 2

80 15
Qco g‘
70 10 T
o
Qev 2
60 I: 5 g
Whp
50— 0
o
3 30 Tco,in 10
8
g 20 Tev,in -15
N
10 -20
0 2 4 6 8 10 12 14 16 18 20
Time [min]

Figure 2-19: Temperature and power profiles during test. Heat pump - cooling mode.

The temperature profiles are indicated with the label “T” while the thermal power profiles are indicated with
the label “Q” and the electrical power with the letter “W”. The first letter of the subscript indicates the circuits
(condenser “co” and evaporator “ev”) while the second one indicates the input “in” or the output “out”.
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Figure 2-20: EER comparison of dynamic and steady state conditions. Heat pump - cooling mode.
The series are divided by evaporator temperature respectively for the case of dynamic test and steady-state
test. The name of the series indicates the typology of test (dynamic - Dy or stationary SS) and the evaporator
temperature (i.e. Te 14).

Table 2-23 shows the results obtained in the seasonal test and the results of the short test for the
cooling season. The duration of the short test is at least half of the seasonal test. From the short test
result, the seasonal energy is extrapolated (Table 2-24). The deviation between the whole season and
the test depends from the selection criteria. The constant division of criterion has a large deviation
since its range of parameter is small and five divisions create small intervals. This selection criterion
was excluded also in the analysis done for the chiller.

The criterion of “3K intervals” gives a small deviation (lower than 2%) for the selection with the
threshold of 0.2 %. The reduction of the duration with a higher threshold would involve in a higher
deviation (about 5%).
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Table 2-23: Result of tests. Heat pump - cooling mode.

Test Duration SEER Wel Qcond Qevap

[days] [-1  &[% | [kwh] [kWh] [kWh]
svl';i’éi 7.9 | 3.75:0.07 - | 163.7:1.6 709.1:11.3 613.7:9.8
Test 1 3K-24-1 3.8 | 3.69:0.07 -1.48 | 75.2:0.8  318.45.1 277.9:4.4
Test2  3K-24-1 3.8 [3.69:0.07 -1.63 | 75.3:0.8  319.145.1 277.8+4.4
Test 3 3K-24-1 3.8 | 3.68:0.07 -1.75 | 73.2:0.7  308.444.9 269.8:4.3
Test4  3K-24-2 2.3 | 3.55:0.07 -5.38 | 40.9:0.4  163.742.6 145.0:2.3
Test5  3K-24-2 2.3 | 3.56:0.07 -5.08 | 41.7:0.4  167.9:2.7 148.4+2.4
Test6  3K-24-3 1.6 |3.31:0.06 -11.61 | 23.9:0.2  86.2¢1.4  79.3:1.3
Test7  3K-24-3 1.5 | 3.2240.06 -14.14 | 23.0:0.2  80.6:1.3  74.0+1.2

Test 8 5div -24-1 3.2 3.35£0.06 -10.66 | 51.2+0.5 189.3£3.0 171.52.7
Test 9 5div -24-1 3.2 3.38£0.06 -9.88 52.8+0.5 198.6+£3.2 178.3+2.9
Test 10 5div -24-1 3.2 3.34+0.06 -10.83 | 50.9+0.5 187.9+¢3.0 170.1+2.7
Test 11 5div-24-2 1.8 2.99+0.06 -20.23 | 24.610.2 77.5+1.2 73.6x1.2
Test 12 5div-24-2 1.8 3.00+0.06 -20.03 | 24.8+0.2 78.3+1.3 74.3£1.2
Test 13 5div -24-3 1.3 2.86+0.05 -23.65 | 16.6+0.2 48.4+0.8 47.4+0.8

Test 14 5div -24-3 1.3 2.87+£0.05 -23.36 | 16.8:0.2 49.7+0.8 48.3:0.8
The second column contains the name of the corresponding selection: the number with “K” letter indicates the
temperature step while “div” indicates the number of divisions; the second number indicates the number of
intervals for the duration and the third number indicates the number of elements excluded with the threshold.

Table 2-24 Seasonal energies estimation. Heat pump - cooling mode.

SEER Whp,s Qcond,s Qevap,s
[-1 §[% | [KWh]  s[%]  [KWh] 5% [kWh] & [%]
g’"h°le 3.75:0.07 - | 163.7+1.6 - 709.1¢11.3 - 613.7:9.8
eason

Test 1 3.69£0.07 -1.48 | 163.4+1.
Test 2 3.69+0.07  -1.63 | 163.3x1.
Test 3 3.68+0.07 -1.75 | 162.9+1.
Test 4 3.55+0.07  -5.38 | 163.4z1.
Test 5 3.56+0.07  -5.08 | 162.9+1.
Test 6 3.31:0.06  -11.61 | 162.7+1.
Test 7 3.22+0.06 -14.14 | 163.7+1.
Test 8 3.35+0.06  -10.66 | 163.3x1.
Test 9 3.38+0.06  -9.88 | 163.6=x1.
Test 10 | 3.34£0.06 -10.83 | 163.5+1.
Test 11 | 2.99+£0.06 -20.23 | 164.3+1.
Test 12 | 3.00£0.06 -20.03 | 163.8+1.
Test 13 | 2.86+0.05 -23.65 | 163.6+1.
Test 14 | 2.87+0.05 -23.36 | 164.2+1.

-0.20 691.4x11.1 -2.48  603.4+9.7  -1.68
-0.22  691.9+11.1 -2.42  602.4+9.6 -1.85
-0.48 686.0+11.0 -3.25 600.0:9.6  -2.22
-0.20 654.1£10.5 -7.76  579.5+9.3  -5.57
-0.46 656.1+10.5 -7.47 579.849.3  -5.52
-0.62  586.5:9.4  -17.28 539.1:8.6 -12.16
0.04 574.5+9.2  -18.98 527.1:8.4 -14.11
-0.21  604.0+9.7 -14.82 547.1+8.8 -10.85
-0.06  615.6+9.8  -13.19  552.8+8.8 -9.93
-0.11  604.0+9.7 -14.82 546.7:8.7 -10.92
0.37 517.3%x8.3  -27.05 491.3z7.9 -19.94
0.10  517.9+8.3  -26.96 491.3:7.9 -19.95
-0.03  477.6+7.6  -32.64 468.4:7.5 -23.68
0.33  485.7+7.8  -31.50 471.9+7.6 -23.11

oo~-o~nooOOOONOC ONOC ONO O

Table 2-25 presents the calculation of the SEER considering also the estimation of the electric
consumption required for the circulation pumps and the rejection of heat with the dry cooler. The
electric consumption of the circulation pumps is calculated from the pressure drop measured during
the test while the dry cooler consumption is calculated from the energy rejected. The deviation of
the dry cooler consumption between the whole season test and the short test is connected to the
deviation of the condenser energy since a direct correlation is applied.

In cooling mode, the seasonal electric consumption of the heat pump is about 164 kWh and it is
increased of 25 kWh for the auxiliaries. The consequence is that the SEER is reduced from 3.75 to
3.25 when the whole electric consumption is considered.
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Table 2-25: Seasonal consumptions estimation. Heat pump - cooling mode.

SEER Wcond,s Wevap,s Wdc,s Wtot,s
[-1 &[% | [kWh] &[% [kWh] &[% [kWh] &[% [kWh] & [%]
ohole | 325 - 0.5 : 3.4 - 213 - 1889
eason

Test 1 3.21 -1.2 0.5 -0.13 3.4 -0.06 20.7 -2.48 188.0 -0.5
Test 2 3.20 -1.4 0.5 -0.46 3.4 -0.12 20.8 -2.42 188.0 -0.5
Test 3 3.20 -1.5 0.5 -0.53 3.4 -0.15 20.6 -3.25 187.4 -0.8
Test 4 3.10 -4.6 0.5 -0.93 3.4 -0.38 19.6 -7.76  186.9  -1.1
Test 5 3.11 -4.3 0.5 -0.11 3.4 -0.30 19.7 -7.47 186.5 -1.2
Test 6 2.93 -9.9 0.5 0.54 3.4 -0.65 17.6 -17.3  184.2 -2.5
Test 7 2.85 -12.3 0.5 0.04 3.4 -0.66 17.2 -19.0 1849 -2.1
Test 8 2.95 -9.2 0.5 -0.36 3.4 -0.76 18.1 -14.8 185.3 -1.9
Test 9 2.97 -8.5 0.5 0.05 3.4 -0.44 18.5 -13.2 186.0 -1.5
Test 10 2.95 9.3 0.5 -0.65 3.4 -0.72 18.1 -14.8 1855 -1.8
Test 11 2.68 -17.7 0.5 -0.33 3.4 -1.11 15.5 -27.1  183.7  -2.7
Test 12 2.68 -17.5 0.5 -0.55 3.4 -1.21 15.5 -27.0 183.3 -3.0
Test 13 2.58 -20.7 0.5 -1.52 3.4 -1.45 14.3 -32.6 181.8 -3.7
Test 14 2.58 -20.5 0.5 -0.80 3.4 -0.87 14.6 -31.5 182.7 -3.3

Figure 2-21 reports the comparison of EER frequency distributions as obtained from the whole season
tests and from the short test sequence. The EER varies between 0 and 5.3; in particular, about 14%
of the values are lower than 2. The large amount of points with low EER is due to the presence of
short events, with an overall duration comparable to the initial transient phase duration. The shape
of the short test distribution is close to the seasonal test one, validating again the boundary conditions
selection procedure.
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Figure 2-21: EER distribution comparison of whole season and short test. Heat pump - cooling mode.

2.5.3Comparison with the Bin and CTSS methods

The results obtained with the dynamic test are compared with the Bin Method and with the results of
the simulations in TRNSYS (CTSS method) as done for the adsorption chiller. As the previous sections,
the heating and cooling modes are distinguished.

The Bin Method employed here considers the boundary condition of the dynamic test instead of the
reference climate indicated in EN 14825 [7].

The numerical model used for the CTSS method has been validated with the test performed in
accordance to the EN 14511 and it is described in the Appendix C.
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Heating Mode

Table 2-26 shows the comparison between CTSS, Bin Method and the dynamic test in terms of SCOP,
Whp) Qcond-

The seasonal performance calculated with the Bin Methods is close to the one assessed with the
dynamic test. The deviation between the two seasonal coefficients of performance is 2.4 %. At
opposite, the CTSS presents a 5.9 % of difference in the evaluation of the SCOP. The electrical energy
is assessed with a difference of 0.3% than the dynamic test but the condenser energy of 5.4 %.

Table 2-26: Performance figures comparison of short dynamic test, bin method and simulation. Heat
pump - heating mode.

SCopP Whp Qcond
[] 5 [%] [kWh] 5 [%] [kWh] 5 [%]
Dynamic Test 3.39+0.06 - 189919 - 6442+103
Bin Method 3.47 2.4 1864 -1.8 6460 0.3
CTSS 3.59 5.9 1892 -0.3 6792 5.4

The Figure 2-22 shows a good agreement of distribution near the modal peak. However, the Bin and
CTSS methods neglect the lowest values of COP due to the initial transient phase.
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Figure 2-22: COP distribution comparison of short dynamic test, bin method and simulation. Heat pump -
heating mode

Cooling Mode
Table 2-27 shows the comparison between CTSS, Bin Method and the dynamic test in terms of SEER,
Whp) Qevap-

The Bin and CTSS methods present a large difference with the evaluation done with the dynamic test.
These two methods are based on stationary characterization of performance. As the Events are very
short, the initial transient phase as a large influence on the final performance. The neglect of this
aspect causes a large difference between the dynamic and steady state characterizations.

Table 2-27: Performance figures comparison of short dynamic test, bin method and simulation. Heat
pump - cooling mode.

SEER Whp Qevap
[-] 6 [%] [kWh] 6 [%] [kWh] 6 [%]
Dynamic Test  3.69:0.07 - 16312 - 604+9.7
Bin Method 4.74 28.5 161 -1.2 761 26.0
CTSS 4.87 31.9 163 0 796 31.8

Figure 2-23 shows the distribution of EER obtained with the three methods. The dynamic test
evaluates a large number of points with really low values.
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Figure 2-23: EER distribution comparison of short dynamic test, bin method and simulation. Heat pump -
cooling mode.

2.6 Conclusions

This chapter has presented the procedure developed for the dynamic characterization of components.
The procedure foresees the definition of real-like boundary condition of the component and a
selection of a representative part. The sequence is reduced from the whole seasonal boundary
conditions to a short test sequence of few days with a classification method developed in analogy
with the fatigue analysis. The boundary conditions are divided into intervals that consider their
amplitude and average values and from these, classes are created to classify the boundary conditions.
The selection is performed by excluding the classes with a frequency lower than a threshold and by
selecting a proportional part of the residual one.

The procedure has been applied to an adsorption heat pump and to a compression heat pump. The
deviations between the short sequence test and the test of the whole boundary conditions are
calculated. With the short tests of the two machines, the deviations obtained are about 3 % when the
temperature is divided into intervals of 3 K and only the classes with one element are excluded.
Instead, a higher threshold gives a shorter duration but the deviation is increasing. Therefore, the
selection of sequence is not suggested with the application of a threshold that exclude classes with
two elements. In additions, the classifications that create classes with few elements (with dense
intervals) give higher deviation because a large number of classes are excluded from the selection
since they contain only one element.

The tests performed on the adsorption chiller and on the heat pump highlight the importance of
studying these components under dynamic working condition. During the initial transient phase, the
driving energy is consumed without having a useful effect; for the adsorption chiller this phase lasts
about 30 min, while for the heat pump a couple of minutes. Moreover, the procedure allows to
evaluate the effect of the boundary conditions variation where the most representative case is given
by the change of load of the heat pump from space heating to domestic hot water.

A further confirmation of the necessity of characterize the performance with dynamic condition is
given by the comparison of stationary methods: test results are compared with the bin method and
the simulation of component validated through stationary test; those two methods do not identify the
behaviour of transient phases disregarding the worst working conditions. The deviation between the
dynamic test and the characterization with stationary methods is higher when the component has
high inertia. As example, the adsorption chiller showed a higher deviation than the heat pump.

The mayor limit of the procedure is the necessity of simulation for the definition of the boundary
conditions. This limit is overcome in the adaption of the procedure at system level since the boundary
conditions are extended to the weather file. Another limit of the procedure is that the strategy of
control of the components performed by the system is only simulated; also in this case, in the system
level the limit is overcome since the controller is tested with the system.
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3 Test procedure at system level

From the good results obtained in the characterization of the components, the procedure was further
developed for the application at system level. This evolution allows to overcome the limits of the
procedure applied at system level:

e The system boundary conditions are given by the weather data and not anymore from the
system simulation.

e The control strategy is part of the system and therefore its behavior is measured and not only
simulated.

The following sections present all the part of the procedure that was developed with the aim to satisfy
the requirements described in the introduction. As shown in Figure 3-1, the procedure allows to test
a system starting from the definition of one building and the weather conditions. With the simulation
of the building the load file is defined; from this, the boundary conditions are selected to define a
short test sequence. This is used to perform the test and from the results the performance can be
analysed.

ildi Load File
Building =——=> Bu1|d1ng Test B.C. System
> Slmulatlon Events Input Charactenzatwn
Weather Selection
Conditions

Figure 3-1: Simplified block diagram of the test procedure at system level.

The procedure can be described with the following phases (each step is referred to a specific section):
I Selection of the climate and building (paragraph 3.2).
I. Definition of the load file: simulation of the building coupled to the climate (paragraph 3.3).
M. Selection of the boundary conditions (chapter 4).
V. Installation of the system to the identified physical boundaries (paragraph 3.4).
V. Emulation of distribution system and sources (paragraph 3.5).

VI. Execution of the test. Analysis of results (paragraph 3.6).

3.1 Test method

The method can be described in detail with Figure 3-2 that shows the block scheme. The weather file
gives the boundary conditions for the definition of the SH and SC loads. The load file is calculated
considering a simulation of a defined building coupled to the weather file. This file contains the power
profiles of the space heating and space cooling load distinguished for the different floors of the
building. The load file is used to define the heating or cooling requests as described in the section 3.3
and is used in the emulation of the distribution system as described in the section 3.5.1. The other
load profile is represented by the DHW request. This is a predefined statistical draw-off profile of the
DHW request defined with the program DHWCcalc developed within the IEA SHC Task 26 [53] and it is
described in the section 3.5.2.

The weather file is used as boundary conditions in the emulations of the components that are not
physically present as the solar collector and the external unit of the heat pump. These emulations
are described respectively in the 3.5.3 and 3.5.4. The emulations are performed with “concentrate
parameter” models. The emulations are run with the same time step of the acquisition of the
laboratory. These models are used to calculate the set points of the laboratory circuits in the following
way:

e for each time step, the outputs from the tested system are measured, and this data with the
time-dependent weather data are passed as input to the model of the component;
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e the simulation of the component uses these values to calculate the response of the emulated
device. This becomes the set point for the laboratory control;
e the laboratory PID controllers operate to reach the set conditions with the laboratory circuits.

Annual simulation

Weather DataFile | Boundary Conditions [ Building] [DHWcalc]

Boundary SH/SC DHW
Conditions load file load file
External Unit Distribution [l Load Request
(Air or Ground) System Qc SH - SC

Emulations
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Figure 3-2: Block diagram of the test procedure at system level.

3.2 Selection of climate and building

The weather data file is needed to define the boundary conditions. A test reference year (TRY) with
high resolution file should be considered since a high resolution weather data is significant for the
emulation of components with low thermal capacity (e.g. dry cooler) and to achieve the transient
variations as close as possible to reality. In this case, the weather data has been generated on 1 min
resolution using dataset from Meteonorm software. The weather profile is extrapolated from the
hourly weather data of Meteonorm with Type 109; unfortunately, the information is not detailed as
it would be starting from a high resolution acquisition of weather data.

Figure 3-3 shows the annual average temperature of the world region: there are many different types
of climate, and the large span of temperature indicates that one condition could not be representative
of all. The selection of one standard climate is important for the comparison between different
systems. In fact, two tests made in different climate zones cannot be compared. Therefore, it is
advisable to find one or few single standards weather files for all the tests in the considered regions.
As example the EN 14825 foreseen 3 regions for the heating and 1 for cooling.

The test procedure was applied to study the same system into different climates. The first climate
that was chosen is the weather data of Bolzano because the climate in Bolzano is characterized by
hot summer and very cold winter while the second one is the weather of Zurich since it has been used
in the other methodologies. Other two climates of Gdansk and Rome are considered for the test.
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Figure 3-3: Average annual temperature of the world regions.

Figure 3-4 shows the annual temperatures profile of Bolzano while Figure 3-5 shows the annual
temperature profiles of Zurich. The figures present the minimum, maximum and average temperature
of days. The average annual temperature of Bolzano is 12.01 °C while for Zurich is 9.01 °C.
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Figure 3-4: Temperatures profiles for the Bolzano climate.
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Figure 3-5: Temperatures profiles for the Zurich climate.
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The building coupled to the climate, gives the load which have to be satisfied by the system. This
building is modelled with TrnBuild and simulated with type 56.

At now, the building selected for the application of the procedure is a single family house with two
floors. The internal area is 180 m?, the external wall components are bricks, plaster, and 10 cm of
EPS for insulation and the windows have a double layer with internal air interspace (the transmittance
of external wall is about 0.27 W/m?K). With the climate of Bolzano, the heating demand is 52 kWh/m?
and the cooling demand of 12 kWh/m? while with the climate of Zurich the space heating load is
72 kWh/m? and the space cooling load is low (2.1 KWh/m?).

The Table 3-1 summarizes the annual average temperature, annual irradiation and the heating and
cooling demands of the four climates considered during the test.

Table 3-1: Climates considered in the test.

Bolzano Zurich Gdansk Rome

Temperature [°C] 12.05 9.04 7.97 15.54

Irradiation [kWh/m?] 4504.6 4000.3 3753.9 5618.0
Heating Demand [kWh/m?] 52.2 72.0 84.0 19.1
Cooling Demand [kWh/m?] 11.7 2.1 0.6 19.2

3.3 Definition of a load file

To define the building load, two possibilities can be considered. The first one is performing an on-
line simulation of the building to have its instantaneous response and the second one is the adoption
of a load file defined a priori. The main advantage of using a load file is that it allows to perform
tests of different systems with the same load and therefore different systems could be compared on
a common load. Furthermore, it avoids the application of a building emulation that is more
complicated than other emulations with the consequence of simplifying the procedure. The
consequent disadvantage is that since a real-time simulation is not performed, the internal air
temperature of the building is unknown. Consequently, the exact behaviour of the thermostatic valves
cannot be reproduced. In order to consider the effects of discontinuous operation of a system, a
different approach was developed starting from the information included into the load file.

As first step, the ideal load is calculated from the simulation of the building coupled to the weather.
Figure 3-6 shows the example of load definition for the climate of Bolzano and the building adopted
for the tests (as indicated previously). The Appendix C presents the models used in the simulations.
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0 876 1752 2628 3504 4380 5256 6132 7008 7884 8760
——Q_cooling ——Q_heating Time [h]
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Figure 3-6: Example of load file defined for the Bolzano climate.

To understand if one load file can be used as common file for different systems, a combination of
systems with different maximum heating (and cooling) power and different set-point of delivery
temperature were simulated. Those systems have to satisfy the comfort of the same building, with
the same distribution system (radiant floor), control on internal temperature and on collector
temperature of radiant floor. From those different combinations, Table 3-2 shows the simulation of
twelve different systems with maximum power from 5 to 20 kW and different set point of the
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heating/cooling device. The temperature of the building has to be kept at 20°C during the heating
season while at 24.5°C during the cooling season. The 5 kW heater does not satisfy the load since the
set temperature is not reached: for about 70 hours the temperature is lower than 19°C. By excluding
these simulations, the difference of heat delivered to the building between the different system sizes
is about 0.5% in heating season and 1.6% in cooling season.

The outcome is that the load file can be used to test different system’ sizes since different typologies
of systems provide the same energy to the building to satisfy the comfort. The time of activation of
heating and cooling schemes shows that the performance is depending from the system. As example,
the number of activation (N,) is higher in systems with high power and the duration of activation is
shorter.

Table 3-2: Simulation of load as a function of system size.

e S — — = £  S= S—
s 5 8y 5 2 E £ £ EY EQ
() > |_$ l_g g g |l ol

5 5 5 35 2176 9518 304 211 437.2 2233.5 69.8 0.0

5 5 10 40 2176 9518 304 211 437.2 2233.5 69.8 0.0

5 15 45 2177 9518 76 211 520.5 2233.5 69.8 0.0

5 6.5 5 35 2176 9673 304 296 437.2 1753.2 0.0 0.0

5 6.5 10 40 2176 9679 304 304 437.2 1748.2 0.0 0.0

5 6.5 15 45 2177 9679 76 304 520.5 1748.2 0.0 0.0

12 13 5 35 2167 9709 2508 1720 181.0 1149.6 0.0 0.0

12 13 10 40 2164 9679 1813 5036 199.5 878.6 0.0 0.0

12 13 15 45 2180 9686 74 5174 488.2 876.0 0.0 0.0

20 20 5 35 2143 9699 4003 4992 107.3 1041.7 0.0 0.0

20 20 10 40 2163 9671 1935 17278 182.8 577.2 0.0 0.0

20 20 15 45 2180 9667 74 18012 488.1 568.3 0.0 0.0

The load file is used for the emulation of the building and it is shown in the section 3.5.1.

3.4 Physical boundary condition and system installation

The boundary conditions influence the thermal system in many ways. In particular, the air
temperature and humidity, the solar irradiance and other parameters related to the weather
influence the building load demand. The air temperature and the irradiation also influences the
performances of the components like the heat pump and solar panels.

Some components in direct contact with the external environmental cannot be installed in the
laboratory since it is difficult to achieve reproducible conditions and the test bench required for these
component has a high investment and operative costs. Therefore, the test bench should recreate the
behaviour of components that are not installed in the laboratory. The test bench has to emulate the
effects of the weather boundary conditions on a generic thermal system.

Figure 3-7 shows an example of the system boundary conditions considering the system that is
considered in this thesis. The part of the system installed in the laboratory is represented by the grey
area. The components outside the boundary are the emulated components:

Solar panels;

External unit of heat pump;

Domestic hot water system;

Distribution system;

Other components that are not included yet in the procedure (ground probes, PV field, etc.).
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Figure 3-7: System set-up. Example of physical boundaries.

To be a representation of realistic working conditions, the system has to be installed in the laboratory
with the same configuration used in the real installation. The laboratory does not have to influence
the internal control of the system. Instead it has to evolve in according to the manufacturer control.

3.5 Component emulation

This chapter presents the solutions adopted for the emulation of the component not installed in the
laboratory. The description is divided into four sections:

Load request and distribution system (3.5.1)
DHW load (3.5.2)

Collector (3.5.3)

Air Units (3.5.4)

3.5.1Load request and distribution system emulation

The emulation of load request is based on the load file defined in the section 3.3. Once the load is
fixed, the system activation is based on energetic considerations on this. The aim is to represent the
normal behaviour without require an emulation of the building.

The system is activated after that the building exchanged an energy (called energy limit AE1) and
consequent deactivation of the system after the energy balance is null. More in detail, the approach
can be explained Figure 3-8 a formalized with Equation 3-1 to Equation 3-4. At time 7,, a counter
starts to count the cumulative energy of the load. When it reaches the “energy limit”, at time t,
Equation 3-1, the system is activated. This “energy limit” is represented by the area highlighted under
the red curve with the orange dotted lines. After the activation, the calculation of the cumulative
load continues (Equation 3-2), while the energy given by the system starts to be counted (Equation
3-3). When these two energies are equal, at time 7,, the system is deactivated. This balance (Equation
3-4) is represented by the area highlighted under the red curve with the dotted red lines and the area
highlighted with the green lines. The green and red areas are equal. When those two areas become
equal, the counter is restarted. The cumulative energy can be seen in the Figure 3-8 b where the red
line indicates the red area, the green line indicates the green area. The difference between these
two is indicated with the blue line while the energy limit is indicated with the yellow line.
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71
Equation 3-1 f Qioqa AT = AEy_, = AE; [kWh]
0
T2 .
Equation 3-2 f (Quoaa) dT = AEy_; + AE; _, [kWh]
70
T2
Equation 3-3 f (Qsist,aiser) dt = —(AEg_y + AE;_,) [kWh]
71
T2 . .
Equatlon 3-4 f (Qload + Qsist,distr) dr=0 [kWh]
70
=8
Z
o .
g 6 [\f\/\/\_‘ . ,,,/ ,,,
a5 ,/ ,/’
s ’
4 ’ ,/, ,/,’
’
3 ,t’ . '// .
2 /”{% O /”"'0
; AP
o . , ‘e,
‘e o, ‘e
0 J KX T ”’., /”.". PRl L
7 7.5 8‘ 8.5 9‘ 9.5 f10 10.5 11 11.5 12
System System Deactivation .
——Lload ——System Startcount Activation  reset counter Time [h]
— 8
=
27 System Deactivation
> 6 System ‘ reset counter
cL:n . .
%5 Activation
S \
30 /\
g2 A
0
y A
7 7.5 8 8.5 9 9.5 10 10.5 1 11.5 12
Start count

Load System eeeee Difference EnergyLimit Time [h]

Figure 3-8: Load File. Activation principle.

Energy limits are calculated for different systems as indicated in the Table 3-2. In Figure 3-9, the
energy limits are shown as a function of the distribution system power. The power emitted by the
distribution system is depending from the delivery temperature set-point. For different systems, the
“energy limit” is closed to a constant value. In the cooling, the energy limit is about 9 kWh while in
the heating it is 7 kWh. Some points obtained in the first floor are higher than 10 kWh.

The application of the energy limit identified with the Figure 3-9 is not possible when a short sequence
of few days (e.g. 6 or 12) is used since a lower limit is required. The necessity of using a lower limit
is given by the duration of the test: considering the daily load, during the mid-season, some days
present a load lower than the energy limit; in this way, the system would not be activated during
those days while during the year the load is satisfied the following days. The consequence is that the
load foreseen by the file would not be fully covered during the sequence. As example, if the sequence
considers a heating load of 150 kWh, a maximum of 9 kWh could be not satisfied: the method would
introduce a deviation of 6 % on the total load. Therefore, the emulation considers an energy limit of
3 kWh; this reduction is corresponding to the reduction of the capacity of the radiant floor performed
in the other procedures [45]. The adoption of an energy limit lower than the one identified in Figure
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3-9, does not affect the energy delivered to the building and the consequent comfort; however the
number of activations increases.

Heating Cooling
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Figure 3-9: Energy limits before the activation of the system.

The series “ground floor” and “first floor” are calculated with the simulation of systems indicated in Table 3-2.
The series “gf _sys” and “1f_sys” indicate respectively the ground and first floors of the SAHP system.

The concept of system activation has been verified replacing the building model with this calculation
(fixed load file and activation thought energy limit). Both energy limits of 9 kWh and of 3 kWh were
applied for the systems indicated in Table 3-2. Activating the systems with the energy limit, the
building temperature does not drop out the lower limit of building set temperature. The same
substitution of models was done with the model of the tested system (the model is presented in
Appendix C); again the internal temperature is kept as the set point and the influence on seasonal
performance factors can be seen in Table 3-3. The deviation on the performance (SPF) is lower than
2%.

Table 3-3: Performance factors calculated with the reference model and with the load file.

SPFcool SPFheat SPFDHW SPFtot
Load file and activation with 4.1 3.82 9.08 4.32
“energy limit” (+1.9%) (-1.5%) (1.0%) (-0.1%)
Reference (No Load File) 4.03 3.88 8.99 4.35

Distribution system

For the energy delivered to the building needed in the emulation of the load request above described,
a reference heat distribution system is chosen. It includes the radiant panels and a hydraulic junction
(Figure 3-10). Since the building considers two independent floors, the hydraulic junction is connected
to two radiant panels. The figure presents the scheme highlighted with the same coloured area of
Figure 3-7.

The behaviour of the distribution system is modelled with concentrated parameter models. The
thermal capacity of the simulated heat distribution system is reduced to the thermal capacity of the
hydraulic junction. Unfortunately, this does not allow to investigate its inertial effects on the system
behaviour. As it is discussed by Haberl et al. [45] this assumption is necessary to avoid problems for
the repeatability of the results of the short test sequence. This is due to the fact that the heat
delivered on one day could be consumed in the next days of the sequence because of the thermal
inertia typical of this distribution system.

Figure 3-10: Distribution system scheme.
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Figure 3-11 shows the emulation principle. When the system is activated, it delivers the heat-transfer
fluid at a flow ratio and temperature according to its control. From the measure of the mass flow
(mgys) and temperature (Tou,sys), the emulation calculates the heat delivered to the building and the
consequent return temperature. This heat is used to calculate the activation of the system as
previously described while the return temperature is used as set point of the laboratory.

...............................

§| External Set Value " Calculated Value " Measured Value

Tout,sys

Tin,ds Tout,sys’

@

mds
Tested

System
Tin,sys

i

I

Figure 3-11: Distribution system. Scheme of the emulation principle.

The thermal power of the radiant panel is calculated as a function of the delivery temperature. Four
different equations are defined for the two floors and the modality of operation. The equations are
valid for a constant internal temperature in the heating season (20 °C) and in the cooling season
(24.5°C). This condition is respected if the system activation control is applied as indicated
previously.

Equation 3-5 Qneat,gr = —13.294 + 0.6186 * Tip 45 [kW]
Equation 3-6 Qneatas = —12.299 + 0.5314 - Ty, s [kW]
Equation 3-7 QcooLgr = 15.526 — 0.8026 * Ty, 45 [kW]
Equation 3-8 Qeoor1f = 14.6998 — 0.6764 - Ty, 4 kW]

The outlet temperature from the radiant panels of the two floors are calculated from the inlet
temperature. The B parameter indicates the activation of the panel in the heating or cooling
conditions.

Equation 3-9 T ;= T. ; n Qcool,gf ' Bc,gf - Qheat,gf ' ﬁh,gf [UC]
out,gf = ling 630 - cp
Equation 3-10 Touear = Tonay + Scoctat Pt = Lar Py Cl

The hydraulic junction is modelled with two nodes:

Equation 3-11 Teopnj () = Tropnj(t = 1) (1= mgys” = T*nr"cjup*) + Tout,sys " Msys” [°C]
+ Tbot,hj (t - 1) " Myicup
Tbot,hj(t) = Tbot,hj(t - 1) ' (1 - mgf* - mlf* - mric,dwn*) + Tout,gf 'mgf* [OC]

Equation 3-12 . .
+ Tout,lf "Myy + Ttop,hj t-1- Myic,dwn

The masses (m*) are normalised by considering the control mass of the node.

Again, a new model of the system has been built from the one simulated in the Table 3-3 where the
distribution model have been replaced by those equations. The Table 3-4 shows the difference
between the simulation of the system with the simplified emulation and the traditional types. This
difference is lower than 3.2%.
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Table 3-4: Performance factors calculated with the reference model and with the load file and
distribution system simplified emulation.

SPFcool SPFheat SPFDHW SPFtot
N . 3.92 3.83 9.12 4.21
Simplified Emulation (-2.7%) (1.2%) (1.4%) (-3.2%)
Reference (No Load File) 4.03 3.88 8.99 4.35

3.5.2DHW load emulation

The annual profile of DHW is defined in advance with a statistical profile with the program DHWCcalc
developed within the IEA SHC Task 26 [53]. The total annual energy consumption is 2550 kWh of useful
heat. The hot water has to be delivered at 40°C. From the annual sequence, the day that has a
consumption of 7 kWh, - that is the daily average consumption - is used as draw off for the sequence.
In this way, the days in the sequence have the same energy extraction.

A dedicated laboratory circuit is used to reject the equivalent useful heat in order to get the return
temperature from the measured supply water temperature. The emulated DHW distribution system is
presented in the Figure 3-12. The figure presents the scheme highlighted with the same coloured area
of Figure 3-7.

Thot,dhw

Tcold,dhw

Figure 3-12: Domestic hot water. Scheme for the calculation of temperature.

The heat to reject is defined by the DHW file:

Equation 3-13 Qpuw = Manyw * P * AT = tgny * P * (Thot.anw — Teotd,anw) [kw]

Considering the equation, the return temperature is calculated as consequence of the delivery
temperature and the fixed draw-off:

Equation 3-14 Tret.anw = Taeldhw — Qouw [°C]

Mahw,sys * CP

Note: the heat exchanger is not part of the test. In case of the V3_dhw system could be included in
the boundaries, the emulation for the calculation of Tie,ahw 1S NOt required since the laboratory circuit
have to deliver the flow mqp, at the temperature Tog,dnw (Usually 10°C).

The system has to deliver the water at 40°C (Thot,dnw). Usual practice is to circulate the fluid until the
outlet temperature reaches the set point. In this way, some energy is wasted during the circulation.
An example of DHW extraction could be seen in Figure 3-13. The blue dotted line represents the
request of DHW while the light blue dotted line represents the condition which the set point is
reached. In this way, during the extraction two energies can be identified. The yellow one is the
energy extracted with a temperature lower than 40° C while the light blue area represents the energy
extracted at temperature higher than 40°C.
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Figure 3-13: Example of DHW extraction.

During the test, the system is activated by the DHW load file and the return temperature is calculated
with Equation 3-13 and Equation 3-14. The point is how to manage the effect explained in Figure 3-13.
Two solutions are considered:

o Useful Heat: A control on the delivery temperature checks if the set point is reached. If the
temperature is lower than the set point, the energy is counted as “not-useful” (yellow area). When
the temperature reaches the set point, the energy is counted as “useful” energy (blue area). The
draw-off ends when the “useful energy” is equal to the one set in the draw-off. This additional
“not-useful” heat is measured but is not counted for the DHW tapping. Different systems can reach
the set-point with different timing and therefore the wasted energies are different.

e Constant Energy: in this case, the draw-off is increased to consider a constant “not-useful”
energy for all the systems. The energy is counted without considering if is “useful” or “not-useful”.
For example, during the test 11 kWh are defined of draw-off, considering a useful heat of 7 kWh
and a not-useful of 4 kWh. In this way the energy extracted is the same for different system.
However, the control of the useful heat is not done during the test.

The adoption of a constant energy draw-off allows to test different system with the same extraction
of energy.

A first test was carried out considering the method of “Useful Heat”. From this, the “not-useful”
energy is quantified in 4 kWh and the “useful heat” is 7 kWh. A second test was done with the method
“Constant Energy” with a total energy extracted of 11 kWh. The Figure 3-14 shows the comparison of
the two methods: the results showed that the method “Constant Energy” is similar to the other since
about 4 kWh of energy with temperature lower than 40 C was measured. In detail, the Figure 3-14
distinguishes the different energy level at 30°C, from 30°C to 35°C, from 35°C to 40°C and from
40°C.

— 12 — 12
S s
Z 10 = 10 —
@ 8 @ 8 mT<30°C
é B Pre-extraction :cj ’ =T DHW
" P ©
4 ® Useful 4 35°C=40°C
5 Extraction 2 ®T_DHW > 40°C
0 0
DHW energy extraxtion DHW energy extraxtion

Figure 3-14: Domestic hot water energy extracted. Comparison of scheme of pre-extraction and constant
draw-off.
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3.5.3Collector emulation

The collector field is not part of the tested system because it is difficult to install it physically and to
achieve reproducible conditions in terms of ambient temperatures and irradiance profiles. Moreover,
a solar simulator requires a huge investment and high operative costs (specially to achieve a good
spectral content).

The collector output power and temperatures are reach with a dedicated laboratory circuit that uses
a thermo-regulator. For the emulation of the collector field, the model requires the data of Table
3-5. This information is given by the collector test certificate according to the reference standard
(e.g. EN 12975-2).

Table 3-5: Collector parameters considered in the solar field emulation.

Number of collector modules - [-]
Hydraulic configuration of the solar field - [-]
Gross area of collector A [mZ]
Zero loss efficiency No [-]
linear heat loss coefficient a [W/m2K]
quadratic heat loss coefficient Q [W/m2K2]
specific heat capacitance of the collector Ceol [kJ/mZK]

The collector emulated is presented in the Figure 3-15. The figure presents the scheme highlighted
with the same coloured area of Figure 3-7.

Tcol1

Tout,col

Collector

Pcoll

Figure 3-15: Collector. Scheme for the calculation of temperature.

For each time step the collector efficiency is assessed with a quadratic correlation with respect to
the reduced temperature difference T,;:

Equation 3-15 nN=no—a  Tm—a; IT." T{Zz [-]

T, —T,
Equation 3-16 Ty = % [K m2/W]
col

To consider the incidence angle modifier IAM, a constant factor corrects the efficiency. The losses
for the not orthogonal incidence are quantified in 7%. The IAM,, is 0.93.

Equation 3-17 Neorr = N * [AM oy ]

When the collector circuit is activated, the outlet temperature is calculated from the inlet
temperature and the total irradiance incident on the collector surface.

A, - IT,
Equation 3-18 Toutcor = Tincol + 0" Reot " " Teo [°C]
Meor * Cp
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If the collector circuit is not activated, the temperature is calculated considering the collector
capacity with the solar contribution and the thermal losses. The calculation is made considering the
temperature at the previous time step (t — 1).

+ (anin - Qloss) - AT [oc]

Equation 3-19 Tout,cot(¥) = Tout,cot (T — 1) C
col

To introduce an inertia effect, a moving average is applied to the outlet temperature.

To verify the equation, during the debug test, the efficiency and outlet temperature of the collector
were simulated with TRNSYS. The Figure 3-16 shows the comparison between the adoption of a
constant angle modifier as indicated in the Equation 3-17 and the application of a incidence angle
modifier as described in the mathematical reference of type 1 [46].
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Figure 3-16: Efficiency of collector. Comparison of simulation model and model used for the emulation.

3.5.4Air-unit emulation

Usual practice is to install the air units in a climatic chamber that reproduces the ambient condition
of external air units. In case of not availability of a climatic chamber, also the air unit is emulated.
The emulated air unit is presented in the Figure 3-17. The figure presents the scheme highlighted
with the same coloured area of Figure 3-7.

Tout,dc

Tin,dc

Dry Air Cooler

Figure 3-17: Air-unit. Scheme for the calculation of temperature.

The thermal power and the electric consumption are calculated as a function of the air temperature
and the inlet temperature. Two different equations are defined for the working mode (heat rejection
and heat source).

Equation 3-20 Qpc source = 1.3987 — 0.6416 * Ty g + 0.622 - Ty [kW]
Equation 3-21 Qe rejection = —(19.1493 — 1.6325 - Ty 4 + 1.0396 - Tympy) [kw]

These two relations are defined with a linear regression of the working condition of the unit. The type
of the air unit is presented in Appendix C.

The source mode used for the space heating and the domestic hot water preparation is shown in
Figure 3-18 and Figure 3-19. The first figure shows the thermal power as a function of inlet

55| Page



Chapter 3

temperature for different series of ambient temperatures. The second figure shows the thermal power
as a function of the ambient temperature for different series of inlet temperatures. In the graphs,
the series are selected with a tolerance of 0.5 K. The subscript “em” represent the powers calculated
with Equation 3-20 and Equation 3-21. The figures show a good agreement between the simplified
emulation of the air unit and the detailed model ad exception of few points. These equations are
really easy to be implemented in the laboratory control software instead of the utilization of a
commercial software like TRNSYS that requires skilled personnel.

In the Figure 3-18, there are some points of the simulated power far from the linear regression. The
motivation is that the model foresees the effect of condensation of the air humidity as a function of
the external temperature (not continuous function) while the linear regression disregards this effect.
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Figure 3-18: Air unit power - heat source mode. Power as a function of inlet temperature.
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Figure 3-19: Air unit power - heat source mode. Power as a function of ambient temperature.

At the same time, the rejected power is shown in the Figure 3-20 and Figure 3-21. As the previous
case, the first figure shows the thermal power as a function of inlet temperature for different series
of ambient temperatures. The second figure shows the thermal power as a function of the ambient
temperature for different series of inlet temperatures. In the graphs, the series are selected with a
tolerance of 0.5 K.
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Figure 3-20: Air unit power - heat rejection mode. Power as a function of inlet temperature.
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Figure 3-21: Air unit power - heat rejection mode. Power as a function of ambient temperature.

The thermal power considered depends from the scheme that activates the air unit. The heat should

be rejected when the building is cooled while the dry cooler is used as source when the heat is
produced.

QDC,source - HeatingMode — QDC,rejection - ChillingMode

Mgc " CP

Equation 3-22

[°Cl]

Toutac = Tinac +

To evaluate the electrical consumptions of the fans, an empiric equation is used. This relates the
electric consumption to the heat extracted from (or rejected into) the air.

Equation 3-23 Wepfan = k* Qpn [kW]

In the equation, it is important to distinguish whether the operation condition is heat extraction or
rejection. The coefficient k is equal to 0.03 or 0.01, respectively.

These values refer to one specific air unit model. As per the solar collectors, the operational features
of this components shall be known by the manufacturer if the devices cannot be tested directly.
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3.6 Test execution and data analysis

The test has two preconditioning phases: in the first one the test bench brings the storage to a
predetermined temperature; after that, the last 24 hour of the sequence are used as second
preconditioning. The last phase of the procedure concerns the analysis of the results.

The test bench software creates a file with a large number of vectors also called channels. Each
channel is acquired with a time step of 5 seconds. The channels acquire the values of temperatures
and mass flows of the ports considered for the calculation of the power exchanged by the system.
Moreover, the values of positions of the valves, pumps’ speed, electrical powers are measured.

The Figure 3-22 shows the ports considered to calculate the powers exchanged by the system (and
into the system when it is possible to introduce sensor inside the system). From these, on a daily
base, the energies are calculated through integration and the performance ratio are calculated. The
performances calculated in the test are:

e Space heating, space cooling and DHW loads.

e Collector yield and air yield.

e Direct measure of electrical consumptions (heat pump, circulation pumps, valves, control
system).

e Direct measure of other back-up consumptions (natural gas, LPG, biomass etc.).

e Calculation of consumptions of emulated components (from emulation).

e Calculation of performance ratios as seasonal performance factor, solar fraction, air fraction,
SCOP/SEER.
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Figure 3-22: Boundaries for the calculation of system performances.

3.7 Validation of test procedure

The procedure was applied to different climates and system configurations. The results are compared
with the simulation of the sequence and the simulation of the year. The models of the components
are validated with experimental results or with monitored data (Appendix C).

The simulations have been used for the improvement of the emulations described in the chapter 3.5.
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Figure 3-23: Block diagram of the validation of test procedure at system level.

The deviation between the values extrapolated from the short sequence and the annual simulation is
calculated with Equation 3-24 while the deviation between the extrapolated from short simulation
and annual simulation is calculated with Equation 3-25.

E —E mulati
. short test annual simulation
Equation 3-24 Sp = [-]
Eannual simulation
E ti 3-25 5 _ Esequence simulation — Eunnual simulation
quation 3- 5t = []

Eannual simulation

3.8 Conclusions

This chapter has presented the test procedure at system level. The aim was to develop a benchmark
test with a procedure that is at the same time reliable and easy to be implemented in order to be
attractive for industries.

Differently to the procedure at component level, the boundary conditions are given directly from the
weather data and not from simulation anymore. Beyond this advantage, the procedure has been
developed to be applicable for different climates.

A reference building is considered to define the load but this choice is not binding for the validity of
the method. The decision of the application of a load file gives the advantage of testing different
system under the same load condition in a way to have a common base for the performance
comparison. Moreover, this simplifies the adaption of the procedure since the alternative would be
an on-line simulation of the building.

Since the installation of the whole system could not be performed, the physical boundaries of the
tested system have been defined and emulation models for the components not installed have been
developed. Again, to have an easy implementation of the procedure, the models do not foresee the
adoption of commercial software but consider simplified equations. This is motivated by the fact that
the focus of the dynamic characterization is the system and not the components not installed (i.e.
collector, distribution system).
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4 Selection of a sequence

The previous chapter has described the test method without explaining how create a short test
sequence. The procedure has to evaluate the system annual performance testing only a few events
caught from a list of 365 days, each one with its own irradiance profile, temperature profile, humidity
profile, load profile etc. This is a delicate stage of the procedure and there are many discussions
underway about it. Two approaches are identified in literature: the first one is an iterative procedure
for selecting the sequence in order to have a proportionality with the annual performance while the
second method is to select days with temperature and radiation profiles corresponding to the monthly
average conditions. The first approach is complicated and the optimization requires decisions from
the user (different users involves in a different optimum); moreover, a new optimization should be
carried out when a different weather condition would be used. The second method is more easy to
be implemented but it could not be able to perform a direct evaluation of performance [17]. This
chapter debates about the procedure for the definition of the short sequence.

Before defining the method, the procedure for the selection of the short sequence has to satisfy the
following requirements:

e The sequence has to represent the performance through the entire year operation;

e The seasonal performance should be directly extrapolated from the short test results;

e The procedure should be app