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Abstract

The theme of this thesis is sequencing (large) genomes and assembling them: an area
at the intersection of algorithmics and technology.

The birth of next-generation sequencing (NGS) and third-generation sequencing
(TGS) platforms dropped the costs of genome analysis by orders of magnitude com-
pared to the older (Sanger) method. This event also paved the way to a continuously
increasing number of genome sequencing projects and the need of redesigning several al-
gorithms (as well as data structures) in order to cope with the computational challenges
introduced by the latest technologies. In this dissertation we will explore two major
problems: de novo assembly and long-sequence alignment. The former has been tack-
led, first, with a global approach and then by taking advantage of a hierarchical scheme
(more natural considering the type of dataset at our disposal). The second problem,
instead, has been studied in order to speed up a computationally critical phase of the
first one. We also put a particular effort into the development of solutions able to scale
on large datasets with the practical goal of reconstructing/improving the draft sequence
of one of the largest genome ever being sequenced to date (i.e., the Norway spruce).

The de movo assembly problem consists in the reconstruction of the DNA sequence
of an organism starting from reads produced by a sequencer. It is tackled by softwares
called assemblers, which adopt different models and heuristics in order to take advantage
of the peculiarities of the input. Currently available methods, however, fail to deal with
large and repetitive genomes and results are often unsatisfactory for carrying out many
downstream analyses. In view of this, we propose a novel algorithm which follows a quite
recent paradigm: assembly reconciliation (or merging). The key idea is to compare two
or more genome assemblies and merge them in order to retain the best features from
each one of them (while discarding/correcting possible errors). The algorithm we devised
(GAM-NGS) made reconciliation to be feasible on large NGS datasets. In particular,
the tool was able to provide an improved assembly of the 20-gigabase Norway spruce,
using also a moderate amount of computational resources.

The second addressed problem (long-sequence alignment) consists in finding similar-
ities between sequences. From a practical perspective, the alignment of reads against
a known reference is crucial for evolutionary studies or to detect variants between se-
quences of the same species. Moreover, the very same assembly problem requires efficient
algorithms and data structures to identify high-similarity overlaps among the reads and,
therefore, to guide the assembly process. Our contribution on this matter consists in
the development of a method to align and merge pools of long assembled sequences,
each one representing a small fraction of the genome and independently assembled from
NGS data. This type of datasets has been recently produced for aiding the reconstruc-
tion of two large and complex genomes (the Norway spruce and the Pacific oyster) in
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order to seek for a trade-off between sequencing cost and assembly accuracy/contiguity.
However, to the best of our knowledge, no formal solution has been proposed yet. For
this reason, we introduced a framework (HAM) to carry out a Hierarchical Assembly
Merging of such pools. Moreover, due to the large number of long sequences we expect
to process, we devised a fingerprint-based algorithm for detecting overlaps between long
and accurate sequences and which also achieves comparable results with state-of-the-art
tools, while using considerably less computational resources.
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Introduction

This dissertation focuses on the problem of reconstructing the genomic sequence of
an organism — the de movo genome assembly problem — from a set of much shorter
fragments, named reads, which are randomly extracted through the sequencing process.
The reconstructed sequence is also called assembly. The de novo assembly problem is
probably one of the most significant and studied matters of bioinformatics for biological
and theoretical reasons. From a biological point of view, it is important for improving
our knowledge on the relationships and the interactions within a genome and, hence, for
understanding how an organism functions and evolves. Moreover, the assembly process
is just the beginning of a quite vast set of downstream analyses that have important
and direct applications. Additionally, the technological revolution brought by the recent
sequencing technologies has concretely made the study of genomic sequences feasible for
a large number of individuals. The characterization of sequences relative to healthy
and diseased human cells also opened new possibilities in personalized medicine (e.g.,
treatment and prevention of diseases). Such studies are usually carried out comparing a
reconstructed sequence against an accurate reference. A fragmented, mis-assembled or
unrepresentative reconstruction might not contribute to any practical use and, therefore,
an accurate assembly is demanded for a large number of applications, starting from
the very same reference definition (if not already available). This last need makes
the assembly problem particularly interesting also from a theoretical perspective. The
availability of precise models describing genome assembly, in fact, guides us to methods
for dealing with the problem in practice.

Unfortunately, as we will often remark throughout the entire thesis, both theoretical
and practical approaches struggle with two major deficiencies. First, theoretical models
do not accurately formalize the genome assembly problem. Our incomplete knowledge
about the non-random substructures of a genome certainly contributes to this limita-
tion. Hence, even a precise modeling of the problem might lead us towards biologically
inaccurate results. Practical approaches, instead, besides being related to possibly im-
perfect models, are furthermore based on heuristic methods due to negative theoretical
results. The use of heuristics thus provide approzimate results that can be either satis-
factory or not. In general, as the complexity and the size of a genomic sequence increase,
approximate methods are overwhelmed by theoretical and technological limitations and
new perspectives on the problem should be sought.

A brief history of sequencing

The Sanger method [156] has been the first major breakthrough concerning our better
understanding of the genome structure and, due to its simplicity, it became the gold-
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standard approach for approximately thirty years. Such a method — often referred to as
first-generation sequencing — has been continuously improved and automatized through
the years and ultimately led to the full characterization of the human genome sequence
[181]: a landmark for a number of following applications concerning, for instance, the
understanding of diseases but also studies on other species. Unfortunately, the Sanger
method is characterized by two major downsides: the relatively low throughput and the
extremely high costs. This last shortcoming in particular limited whole-genome-shotgun
(WGS) sequencing to large research facilities only and restricted its applications in
terms of both the organisms that could be studied (i.e., small-sized genomes or specific
genomic regions) and the type of analyses that could be preformed. As a matter of fact,
consider that it took approximately three billions of dollars and thirteen years of effort
to complete the first human reference sequence.

This impressive result has been followed by several efforts to make sequencing faster
and cheaper. This resulted in the advent of next-generation sequencing (NGS) tech-
nologies, which marked the second — and probably the most important — milestone con-
cerning genome analysis. These sequencing technologies, in fact, have in common three
fundamental hallmarks that distinguish them from the older methods: they are orders
of magnitude cheaper, very short fragments are produced, and a orders-of-magnitude
higher throughput is provided. Such a sequencing revolution paved the way to a large
number of earlier unfeasible studies even to small research centers. In order to give an
idea of the benefits introduced by NGS technologies, consider that it was then possible
to sequence and complete the genome of a human individual in a couple of months at
approximately one-hundredth of the cost [191]. Furthermore, recent technological ad-
vances now permit the sequencing of a human genome at the cost of 1000 dollars. Even
if sequencing data can be directly exploited to perform several kinds of analyses, one of
its main applications still remains genome assembly.

Currently, many efforts are being put on improving sequencing in order to increase
read length without sacrificing throughput, costs, and accuracy. Recent technological
advances, also known as third-generation sequencing (TGS), introduced novel method-
ologies to sequence DNA molecules. Specifically, they are currently able to produce
kilobase-long reads that, in principle, would allows us to overcome part of the difficul-
ties which are especially encountered in the assembly of complex genomes. Moreover,
Eugene W. Myers recently argued [4] the TGS PacBio technology has also two peculiari-
ties which may get us closer to the achievement of a near perfect assembly: (i) sequencing
can be nearly approximated by a Poisson sampling of the genome, and (ii) errors are
randomly distributed within reads. Hence, using well known statistical models [91] and
provided a high-enough read coverage [41], building an accurate and complete refer-
ence assembly starts to seem possible. The improvement on read length however has
a cost: the error rate is quite high and it can reach 15% (mainly insertions and dele-
tions). Algorithms and data structures have been proposed to overcome this issue, yet
the mandatory error correction phase is still computationally demanding. Despite the
difficulties, it has been recently shown that a very accurate assembly of a microbial
genome could be achieved solely with a TGS dataset [39)].

Finally, an alternative to TGS is represented by the hierarchical assembly of pools,
that seeks for a trade-off among sequencing costs, accuracy and computational complex-
ity. This approach consists in dividing long DNA inserts into several pools which are
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independently sequenced and assembled using NGS data. If a pool is sufficiently small
(i.e., representative of a little percentage of the underlying genome), then problems gen-
erated by the non-random sub-structures of the genome are less likely to appear and,
therefore, to hinder the assembly process. Two representative sequencing projects which
employed quite successfully this strategy are the Norway spruce [134] and the Pacific
oyster [198]. Unfortunately, in such a hierarchical approach, available assemblers do not
perform well with assembled sequences coming from the aforementioned pools and ad
hoc methods are required.

Theoretical and practical de novo assembly

First models towards the definition of genome assembly were based on the shortest
common super-string that explains (i.e., contains) the set of sequenced reads extracted
from the genome. Other frameworks instead consist in modeling the problem as finding
optimum-weight paths in graphs built from the reads. This translates into solving a
generalized Traveling Salesman Problem (TSP) on a String/Overlap graph or a Eulerian
Super-path Problem on a de Bruijn graph. Despited not being a precise formulation of
the genome assembly problem, such formalizations have all been proven to be NP-hard
problems.

As a consequence, these hardness results made de novo assembly tools to heavily
rely on heuristics and hence to “choose” between correctness, completeness, and com-
putational complexity. Despite the “intractability” of the problem, quite good results
have been achieved on Sanger-based datasets, thanks also to the long range informa-
tion provided by the reads. For this reason, even if the formalization of the problem is
difficult in general, such promising results led to think that probably the most difficult
cases are restricted to unrealistic scenarios.

The peculiarities of NGS data, moreover, imposed two major issues: the efficient
processing of a large amount of data and the feasibility of de novo assembly with very
short fragments. The contribution of Mathematics and Computer Science methods has
been crucial to address these problems and to make assembly and analyses viable with a
moderate amount of resources. Specifically, computational efficiency and memory con-
straints demanded the development of specific algorithms and data structures in order
to cope with NGS datasets and to perform different type of large-scale analyses (assem-
bly, identification of structural variants, etc.). As a matter of fact, previous assemblers
had been tailored to Sanger-based datasets and did not adapt to the newer input. As a
result, very sophisticated solutions have been proposed in literature for minimizing the
time and/or memory requirements for storing and processing the input sequences (e.g.,
fingerprinting/hashing [108, 145, 182], suffix trees/arrays [179], the FM-index [58]) but
also for assisting the assembly process (e.g., de Bruijn graphs and variants). It is worth
to mention that, from an asymptotic complexity analysis, some of the employed data
structure are not optimal but still they perform much better in practice. The shorter
read length instead makes genome assembly even more complex. This is especially due
to the non-random structure of the genome: repeats, for instance, are the main cause of
poor contiguity and mis-assemblies. This difficulty has been mainly addressed with an
extensive use of paired sequences (i.e., pair of reads sequenced from the same genomic
locus and whose distance can be estimated). Nevertheless, NGS assemblers proved to
be inadequate for many de movo assembly projects. Therefore, there is still room for
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improvements, especially on large-scale de novo assembly.

Contributions of the thesis

This dissertation introduces several methods which enhance available approaches in two
different settings: whole genome shotgun and hierarchical assembly. Briefly, we will
take advantage of the fact that different heuristics/approaches are actually able to re-
construct specific regions of a genome accurately (see [26,52,154] for several assembly
evaluations). Specifically, we will follow a recent paradigm whose purpose is to obtain
an enhanced assembly starting from several other assemblies obtained with different
heuristics. This strategy is called assembly reconciliation and consists in merging as-
sembled sequences produced by different tools while detecting possible mis-assemblies
and isolating problematic regions. Besides its first application on Sanger-based assem-
blies [32,200], such a strategy has found its natural use with NGS-based assemblies,
which are more frequently of unsatisfying quality. We will also show how assembly rec-
onciliation could be extended to be used in a hierarchical setting thought for dealing
with large-scale assemblies.

More precisely, this thesis is based on three main contributions related to the de novo
assembly problem: an assembly reconciliation algorithm, a hierarchical (pool-based)
assembly framework, a fingerprint-based overlap detection algorithm.

Assembly reconciliation. The first main contribution is GAM-NGS an assembly
reconciliation algorithm which merges assemblies (obtained by different tools) in order
to enhance contiguity and correctness of the reconstructed sequence. Differently with
respect to other competing tools, GAM-NGS does not rely on global alignment but,
instead, it takes exploits the mapping of a set of reads against the two input assem-
blies in order to detect regions (called blocks) representing the same genomic locus. The
merging phase is carried out with the help of a weighted graph G (built from blocks) in
order to resolve local problematic regions due to mis-assemblies, repeats, and compres-
sion/expansion events. Using state-of-the-art datasets and evaluation methods, we were
also able to show that GAM-NGS achieves good results in terms of both computational
requirements and accuracy.

During the PhD program, the candidate was also involved in the Spruce Genome
Project in order to employ GAM-NGS’s strategy to build the first draft of the Norway
spruce assembly (one of the longest genomes ever sequenced to date). Specifically,
GAM-NGS was used to merge a whole-genome-shotgun assembly with a collection of
pool-based assemblies obtained using a hierarchical strategy and NGS technologies. As
a result, the tool was able to greatly improve the assembly’s contiguity and to decrease
the evidences of putative errors (hence enhancing output’s accuracy).

Both the aforementioned works/collaborations resulted in the following two publi-
cations (as first author and as co-author, respectively):

R. Vicedomini, F. Vezzi, S. Scalabrin, L. Arvestad, and A. Policriti. GAM-NGS:
genomic assemblies merger for next generation sequencing. BMC Bioinformatics,
14(Suppl 7):S6, 2013
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Bjorn Nystedt, Nathaniel R. Street, Anna Wetterbom, Andrea Zuccolo, Yao-Cheng Lin,
Douglas G. Scofield, Francesco Vezzi, Nicolas Delhomme, Stefania Giacomello, Andrey
Alexeyenko, Riccardo Vicedomini, Kristoffer Sahlin, Ellen Sherwood, Malin Elfstrand,
Lydia Gramzow, Kristina Holmberg, Jimmie Hé&llman, Olivier Keech, Lisa Klasson,
Maxim Koriabine, Melis Kucukoglu, Max Kéller, Johannes Luthman, Fredrik Lysholm,
Totte Niittyld, Ake Olson, Nemanja Rilakovic, Carol Ritland, Josep A. Rossello, Juliana
Sena, Thomas Svensson, Carlos Talavera-Lopez, Gunter Theiszen, Hannele Tuominen,
Kevin Vanneste, Zhi-Qiang Wu, Bo Zhang, Philipp Zerbe, Lars Arvestad, Rishikesh
Bhalerao, Joerg Bohlmann, Jean Bousquet, Rosario Garcia Gil, Torgeir R. Hvidsten,
Pieter de Jong, John MacKay, Michele Morgante, Kermit Ritland, Bjéorn Sundberg,
Stacey Lee Thompson, Yves Van de Peer, Bjérn Andersson, Ove Nilsson, Par K. Ing-
varsson, Joakim Lundeberg, and Stefan Jansson. The Norway spruce genome sequence
and conifer genome evolution. Nature, 497(7451):579-584, May 2013

Hierarchical pool-based reconciliation. As our second contribution we propose a
model for building a draft assembly using the hierarchical pool-based approach (the one
considered in the Norway spruce and in the Pacific oyster genome projects). This work
has been motivated by the fact that currently ad hoc solutions have been considered and
no particular framework has been presented to address in general such scenario. This
resulted in a prototype tool called Hierarchical Assemblies Merger (HAM, for short)
which is based on an Overlap-Layout-Consensus (OLC) paradigm and extends GAM-
NGS’s idea to the reconciliation of multiple pools in a hierarchical manner.

HAM’s strategy and preliminary results have been presented in the following paper:

R. Vicedomini, F. Vezzi, S. Scalabrin, L. Arvestad, and A. Policriti. Hierarchical
Assembly of Pools. In Francisco Ortuno and Ignacio Rojas, editors, Bioinformatics
and Biomedical Engineering, volume 9044 of Lecture Notes in Computer Science, pages
207-218. Springer International Publishing, 2015

Fingerprint-based overlap detection. Our third and last contribution instead ad-
dresses a specific stage of the genome assembly process and is thought to be strictly
coupled with HAM’s work to address a large-scale assembly reconciliation. In particu-
lar, we developed a novel method to speed up and carry out the overlap detection phase
required by HAM’s framework.

Our method assumes that pools have been assembled in good-quality contigs and
hence distinguish itself from competing tools which address the problem of detecting
overlaps among long error-rich sequences. Moreover, in order to improve the compu-
tational effort required by currently available methods, we devised a “deterministic”
fingerprinting technique (called DFP) which greatly reduces the size of the input and
that allows to quickly identify — with also good precision — the pairs of sequences which
are likely to overlap. The main feature of DFP is to compare sequences solely using
their fingerprints and a more precise assessment/computation of the overlap is carried
out only in a later stage. Due to the recent development of DFP, the method has not
been published yet.
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Outline of the thesis

This dissertation is divided into three parts and structured as follows.

Part I outlines some biological concepts and some theoretical and practical aspects
concerning the main problems that will be addressed in the remaining parts. Specifically,
in Chapter 1 we briefly present some important preliminary biological notions required
to fully understand the rest of the thesis. In Chapter 2 we outline some algorithms
and data structures which are commonly used to handle large-scale applications in
bioinformatics and that are important for the assembly process. Finally, Chapter 3 is
dedicated to the theoretical formulations of the de novo genome assembly problem.

Part II, instead, will focus on the practical aspects of assembly strategies. More
precisely, Chapter 4 is related to the state of the art of methods employed to solve the
assembly problem, while in Chapter 5 we describe our first main contribution, i.e., the
algorithm of our assembly reconciliation tool (GAM-NGS).

Part IIT eventually present a novel formalization and a practical implementation
for the hierarchical pool-based assembly scenario: Chapter 6 describe the HAM frame-
work and presents some preliminary results; Chapter 7 describe the two fingerprinting
techniques we devised in order to speed up the overlap detection in HAM.
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Preliminaries

In this first chapter we lay down the foundations of what we think are the most important
biological aspects that the reader — who we do not assume to have a background in
genomics — should acquire in order to follow the topics discussed in the rest of this thesis.
We keep the biochemical details to a minimum and focus mainly on the processes which
allows us to “decode” genomes (i.e., sequencing). We believe that a basic understanding
of how sequencing works and how it evolved throughout the last dozen of years is
necessary to fully grasp many details of the computational challenges further discussed
below. Readers already familiar with the subject may safely skip this chapter.

Genomics is the discipline that studies the structure and the encoded information of
genomes [142]. More precisely, it deals with the reconstruction of the DNA sequence of
organisms and the relationships and interactions within a genome. Every living organism
is built up of one (e.g., bacteria) or more (e.g., plants, mammalians) biological units
called cells wherein it is stored the information needed for the regulation of their specific
functions and the evolution of the whole organism. Moreover, cells behave and interact
differently depending on their specialized function (e.g., think about the human organs)
and the inputs from their surrounding environment.

The DNA, or deoxyribonucleic acid, is usually stored in each cell nucleus as a collec-
tion of molecules called chromosomes. Such molecules have two fundamental functions:
first, replicating themselves and, second, storing, in regions called genes, the information
which regulates the evolution and the function of each single cell. Genes are, in fact, the
starting points of protein synthesis — one of the most important processes for cell’s life.
We can hence define the genome as the collection of DNA molecules (and their encoded
genes) within a cell.

One of the most important reasons to study the genome of an organism is treating and
preventing diseases. In fact, even though cells have nearly the same DNA “blueprint”,
this molecule is continuously subject to mutations (i.e, modifications of its structure).
Genetic mutations could be inherited or acquired during lifetime (e.g., cell division,
environmental factors) and while some of them could be beneficial to create diverse and
healthy populations, others might damage the DNA and lead to an improper protein
synthesis along with different sorts of diseases.
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The DNA structure. From a chemical point of view, the DNA can be seen as a
large chain-like molecule made up by the concatenation of small repeating units called
nucleotides. Each nucleotide consists of a sugar (deoxyribose) bound to a phosphate
group and to a nitrogenous base. The latter can be of four different types: Adenine,
Cytosine, Guanine, and Thymine. Hence, DNA molecules can be seen abstractly as
strings encoded in the four-letter alphabet {A,C,G, T}, where letters stand for the first
letter of the corresponding base. For the sake of simplicity, in the following chapters we
might indistinctly use the terms nucleotide and base.

The DNA structure typically consists of two DNA molecules held together in a
double-helix shape [188] and running in opposite directions (anti-parallel). A particu-
larity of these coupled chains — the Watson and Crick strands — is that they are attached
by bonds between complementary base pairs: adenine with thymine and cytosine with
guanine (see Figure 1.1). Hereafter, we will often use the term base pair (bp) to identify
one of these two bases. Looking closely to the DNA structure, it is possible to notice
that if we pick one strand and we replace each base with its complementary one, we
obtain exactly the other strand. Hence, both strands encode exactly the same infor-
mation and it is precisely this redundancy, along with the stronger attraction between
complementary bases, that makes the DNA replication “easy”. More specifically, the
synthesis of DNA is usually catalyzed by the so-called DNA polymerase, that is an en-
zyme able to bind nucleotides to a single-stranded DNA molecule in order to create a
new the complementary strand.

Adenine Thymine

— )

Guanine Cytasine

Sugar phosphate
backbone

Figure 1.1: The DNA structure. Source: U.S. National Library of Medicine

Living organisms can be also classified by the number of chromosome copies within
their cells. More precisely, an organism is said to be haploid if cells contain one copy
of each chromosome, diploid if the copies are two, and, in general, polyploid for higher
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copy numbers. Humans, for instance, are diploid and, hence, they are characterized
by two homologous copies of their 23 chromosomes (one inherited from the mother, the
other from the father). A particular hallmark of diploids and polyploids is that some
regions (loci) of homologous chromosomes might be different. A specific region (locus)
encoding a gene is called allele. When two alleles are identical (i.e., the DNA sequence
is exactly the same) the locus is defined homozygous, otherwise it is said heterozygous.
A specific allelic variant is called haplotype.

1.1 Shotgun sequencing

Sequencing is the first mandatory step required to “decipher” genomes. Due to techno-
logical limitations it is currently impossible to decode exactly the sequence of very long
DNA stretches. However, a strategy named shotgun sequencing consists in randomly cut
DNA molecules into millions of shorter pieces called inserts, which can be sequentially
“read” by a machine called sequencer. The reconstructed sequences are named reads
and are usually encoded as strings in the alphabet {A,C,G, T}. Read length and accu-
racy strictly depends on the employed technology and, as we will show in the following
chapters, this leads to different computational approaches to solve the genome assembly
problem.

Applications. The main application of DNA sequencing that we will cover in this
dissertation is called de novo (genome) assembly and it aims at reconstructing the
entire genomic sequence of an organism — the reference genome — starting from a set of
randomly extracted reads.

Sequencing is also very useful to perform additional downstream analyses. For in-
stance, when a reference is available, sequencing can be exploited to compare genomes
of same-species (or closely-related) organisms to discover allelic variants or to perform
evolutionary studies such as the annotation and the classification of transposable ele-
ments [99,120]. Finally, a matter of primary interest is also the sequencing and the
study of disease-driven variations in the haplotypes of a specific individual. This would
allow us to possibly devise new treatments to cure/prevent diseases.

Paired reads. Almost all available sequencers are able to read from both the extrem-
ities of a specific DNA fragment, producing the so-called paired reads. The ability to
estimate the insert size (i.e., size of fragments) provides valuable information about the
relative positions of reads in the genome. This additional knowledge has been proven
to be extremely helpful in dealing with large and complex genomes (e.g., repeat res-
olution, scaffolding) and also mitigated the drawback of having short reads in input.
Paired reads can be further separated into two categories: paired-end (PE) and mate-
pair (MP) reads. While the principle is similar — and they are often confused with each
other — they are inherently different. For instance, from a computational point of view,
the main differences are insert size (less than 1 Kbp for PE reads, larger for MP reads)
and read orientations.

Read quality. Each base of a sequenced read is usually defined by the measurement
of a signal (e.g., fluorescent-dye/light intensity, electrical current disruption) which is
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detected by the sequencer and it is used to distinguish nucleotides. The process of base
calling consists of translating these measurements to a sequence of (discrete) nucleotides.
Given that the quality of reads varies significantly for many reasons, a simple numerical
estimation of base quality is very useful in order to improve genome assembly [56].

The quality value might be defined in several ways and it is related to the technology
used. A common method is to relate the probability p of a wrong-base call to a log-
transformed value @) using the following formula:

Q = —10 - logy, p.

This formula defines the so-called Phred quality score [56] and, for instance, a value
of 30 means the probability of a specific base call being wrong is 0.001 (i.e., 0.1%).
Note that if p = 1 (i.e., a base is certainly wrong), @ = 0 and it increases as the error
probability diminish.

History of sequencing. Sequencing of DNA molecules began in the early 1970s
with the development of the Maxam-Gilbert method [63]. Nevertheless, the first con-
crete sequencing strategy was introduced in 1975 by Frederick Sanger [156] and sub-
sequently refined in order to sequence the first genome ever, i.e. the 5374-bp-long
bacteriophage ®X174 [155]. Sanger technology kept being improved and automatized
through years, leading to sequencing the first human genome. The first draft was re-
leased in 2001 [181] and finished a couple of years later [44], overall requiring a 13-year
effort and an estimated cost of 3 billion dollars.

The Sanger method remained the gold standard technique for almost thirty years
due to its low complexity and the small amount of toxic/radioactive chemicals needed
with respect to the Maxam-Gilbert method. However, the introduction of the Roche-454
technology in 2005 kicked off the so-called Next Generation Sequencing (NGS) revolu-
tion, as it was a massive improvement compared to previous technologies. As evidence
of this, it was then possible to sequence and complete the genome of a human individual
in a couple of months at approximately one-hundredth of the cost [191]. Several other
different technologies have been commercialized in the following years such as Illumina-
Solexa in 2006 and SOLiD in 2007. Specifically, they developed high-throughput and
cost-effective techniques which made sequencing of billion-base genomes affordable to
many research facilities. Moreover, they allowed to take a huge leap forward to the
ambitious goal of sequencing the human genome with less than 1000 dollars. Objective
eventually reached in 2014 with the Illumina’s HiSeq X Ten sequencer: a machine able
to deliver over 18 000 human genomes per year at the price of 1000 dollars each.

While NGS platforms are continuously improving both in terms of cost and through-
put, recently, Pacific Biosciences (PacBio) commercialized a different sequencing ap-
proach. It is based on the so-called Single-Molecule Sequencing (SMS) principle and it
is often classified as a Third Generation Sequencing technology. More precisely, PacBio
proposed an advance towards the thousand-dollar-genome challenge with a fast and
cost-effective method to sequence DNA, which is currently able to produce kilobase-long
reads. Whereas most technologies require several identical copies of a DNA molecule
before its sequence could be decoded, the peculiarity of the method described by Eid
et al. in [53] is to directly sequence a single molecule of DNA in real-time. Despite not
being as competitive as Illumina on accuracy, cost, and throughput, yet, it has been



1.1. Shotgun sequencing 13

Sequencer Phred Output/run Time/run Read length
AB 3730xl Q20 1.92-0.92 Mbp 24 hours 550-1000 bp
454 GS FLX+ >Q30 450-700 Mbp 10-23 hours 450-700 bp
AB SOLiD v4 >Q30 120 Gbp 7-14 days 2 x 50 bp

AB SOLiD 5500xl Q40 up to 300 Gbp 7 days 75-35 bp (PE)
Ilumina HiSeq 4000 >Q30 125-1500 Gbp < 1-3.5 days 2 x 150 bp
IHlumina HiSeq X Ten  >Q30 1.6-1.8 Thp < 3 days 2 x 150 bp
Ton Torrent PGM Q20 100-200 Mbp 2 hours 200—400 bp
PacBio RS <Q10 0.5-1.0 Gbp 2—4 hours 1.5 Kbp
PacBio RS II <Q10 0.5-1.0 Gbp 0.5-4 hours ~ 10 Kbp

Table 1.1: Features of modern sequencing technologies [103,146].
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Figure 1.2: Drop of sequencing cost per Mbp throughout last 15 years. Source: National
Human Genome Research Institute.

shown that using PacBio sequencing it is however possible to achieve better results on
microbial genome assembly [39].

We are now going to delineate those aspects that make each sequencing technology
unique, focusing mainly on throughput, cost, read length, and expected accuracy. The
latter two are the reasons why many different combinatorial approaches and sophisti-
cated data structures have been devised for the genome assembly problem. Difference
among technologies are summarized in Table 1.1.

1.1.1 Sanger (first-generation) sequencing

Also known as the chain termination method, this technique falls into the category of the
so-called First Generation Sequencing technologies. For three decades, de novo genome
sequencing projects, such as the Human Genome Project, have been carried out using
capillary-based semi-automated implementations of this method [80,155,174].
High-throughput Sanger shotgun sequencing [14] protocol typically consists of the
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following steps. The DNA molecule to be sequenced — the target DNA — is first randomly
sheared into small fragments (e.g., using restriction enzymes). These pieces, also called
inserts, are subsequently ligated with viral/plasmid cloning vectors, i.e. small DNA
fragments able to replicate themselves together with the attached molecule. These
spliced sequences are then introduced into host cells — typically harmless strains of the
Escherichia coli bacterium — wherein they are amplified (i.e., replicated). This process
yields to a collection of organisms in which the target DNA, along with the host DNA,
is present in high-number copies. The vector DNA can be finally extracted to allow
the actual sequencing of the target DNA fragments through a series of biochemical
reactions [159]. More precisely, modern implementations generate multiple different-
size fragments, each one starting from the same location and such that the last base is
labeled with a fluorescent dye — such that the four nucleotides could be distinguished.
Fragments are finally sorted by their length in order to determine the sequence.

Sanger sequencing was at first a quite complex process: it required the use of ra-
dioactive materials and a large amount of infrastructures and human labor. In 1987
the introduction of the first semi-automated machine — thanks to Applied Biosystems —
made sequencing faster and less error-prone: it was then possible to output 500 Kbp/day
and sequence 600-base-long reads. It was also due to Applied Biosystems, along with
the launch of the PRISM 3700 DNA Analyzer, that the Human Genome Project was
completed by nearly five years ahead of schedule [43,181]. Now, after three decades
of technological refinements, their latest model (AB 3730xl) can achieve read lengths
up to 1000 bp, a per-base accuracy of 99.999%, and a cost in the order of $0.50 per
kilobase [159]. Even though it has been overwhelmed by significantly faster and cost-
effective methods, nowadays, this technology is still used for finishing genomes (e.g., gap
closure) or to accurately sequence short regions of interest.

1.1.2 High-throughput (second-generation) sequencing

Often referred to as Next Generation Sequencing (NGS) technologies, the methods we
are going to outline in this section allowed sequencing to be orders of magnitude cheaper
and characterized by a much higher throughput with respect to the chain termination
method. The main drawback, however, is that read lengths are much shorter and this,
along with the huge amount of data produced by sequencers, imposed new algorithmic
challenges in genome assembly and downstream analyses. In the last dozen of years
many high-throughput systems were commercialized, however we will describe the fea-
tures of those which are more popular and that have been used in major large-scale
sequencing projects: 454, Illumina, and SOLiD. In contrast to Sanger sequencing, these
platforms avoid bacterial cloning (potentially being able to sequence DNA that cannot
be propagated in bacteria). More precisely, DNA molecules are amplified in spatially-
separate locations of highly parallel arrays [19]. Based on the same paradigm — namely
cyclic-array sequencing — implementation and biochemistry are much different among
these systems [160]. This have repercussions on throughput, run time, read length and
costs (see Table 1.1).

454. Roche 454 was the first NGS platform commercialized. In order to achieve an
approximately 100-fold increase in throughput over Sanger sequencing technology [110],
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454 developed a sequencing-by-synthesis approach called pyrosequencing [151]. In sim-
ple terms, it is based on measuring — through a camera — the light emitted when the
next complementary nucleotide is sequentially incorporated on a single-stranded DNA
template (the target sequence). The intensity of the light is directly correlated to the
amount of bases being incorporated and, if the same nucleotide is added n times in
a row, the signal is expected to be n times larger. The accuracy of pyrosequencing
hence relies on the precise measurement of the emitted light. As a consequence, the
major limitation of the 454 technology relates to consecutive instances of the same base
(e.g.,...AAAAAA ... ) and, unlike Illumina and SOLiD platforms, 454 data-sets frequently
suffer the presence of insertions and deletions [147].

Currently, 454 platform provides a higher per-base cost with respect to its NGS
competitors. Its strength however is to output almost a billion base pairs per day of
single-ended (SE) reads whose lengths are on average 450-700 bp. Despite the higher
cost, it still represents a viable and recommended choice in projects where read length
matters (e.g., de novo assembly).

INlumina. Like 454, this platform is also based on the sequencing-by-synthesis principle
and, even though reads are much shorter than 454’s, this technology allowed to diminish
the per-base cost and increase throughput significantly. To achieve this, Illumina’s
sequencing protocol is based on the so-called bridge amplification:

1. DNA molecules are first sheared into fragments that are short-enough to be se-
quenced. Fragments are then denaturated (i.e., strands are separated) and ligated
to specific adapters (i.e., short synthetic DNA sequences) which are attached to
both the extremities. Afterwards, fragments are bound to a solid surface — namely
flow cell — where many clusters of reverse complementary copies of the adapters
had been previously fixed.

2. A local amplification process is repeated several times: hanging adapters ligate to
nearby complementary adapters (thus forming a bridge, see Figure 1.3); unlabeled
nucleotides and polymerase enzymes are added to initiate the synthesis of frag-
ments’ complementary strands; double stranded molecules are finally denaturated
to allow successive iterations. In this way the flow cell will be covered with clusters
of thousand copies of the formerly attached fragments.

3. The system now sequences all clusters simultaneously. More precisely, nucleotides
are modified such that their incorporation — and hence the replication process — is
controlled step by step. A fluorescent dye is also employed in order to decode which
bases have been added at each cycle through highly sensitive optics. Finally, before
the next reading cycle starts, a “washing” step is performed in order to remove
both the “termination feature” from the inserted nucleotides and the fluorescent
dye.

As a consequence of the employed wash-and-scan paradigm, base-reading accuracy
drops quickly and this is the reason why much shorter reads are produced with respect
to 454 sequencing. On the contrary, Illumina sequencing is not hindered by consecutive
instances of the same base in sequenced fragments.
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Even though read length is significantly smaller than 454, the throughput is un-
matched. As a matter of fact, I[llumina sequencers are currently able to produce billions
of 150 bp paired reads within a couple of days (see Table 1.1). Moreover, due to the
massive amount of information generated and the higher 454 cost, Illumina’s platform
is nowadays the first choice in most large sequencing projects.
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Figure 1.3: Illumina’s bridge amplification.

SOLiD. Currently produced by Applied Biosystems, it was the latest-commercialized
sequencer of the first three major NGS platforms. Even tough this technology provides
shorter reads than Illumina, a particular effort was put on accuracy and throughput.
When it was presented, in fact, it allowed to achieve a higher throughput at a slightly
lower per-base cost [109].

The first DNA fragmentation and amplification phase recalls the process employed
by the 454 platform. However, amplified sequences are inserted on a glass surface where
sequencing is based on the different sequencing-by-ligation principle.

More precisely, SOLiD sequencing involves sequential rounds of hybridization and lig-
ation processes using dinucleotides, i.e. two-nucleotide sequences, labeled by four differ-
ent fluorescent dyes. Being only four available colors and sixteen possible dinucleotides,
each color encodes four different nucleotide transitions (see Figure 1.4). Moreover, each
base of the target sequence is effectively covered in two different reactions by two 1-base
shifted dinucleotides. This allows to decode a specific base by looking at the colors of
two successive ligation reactions. As the last base of the adapter is already known, the
color sequence can be successfully translated to the corresponding nucleotide sequence.

2nd base
A CGT

A . O O . Decoding example

c00@O 0000
cO000 A-T-G-A~A~C
T@O0®

Figure 1.4: SOLiD color-space encoding.

1st base

Being the number of legal two-color transitions limited, the main advantage of this
sequencing/encoding technique is to effectively allow the detection of sequencing errors
or single-nucleotide variants (when a reference is available). As a matter of fact, SOLiD
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platforms proved to be particularly useful in structural variation analyses and, generally,
resequencing projects [111,163]. SOLiD instruments are nowadays able to output 300
Gbp of 75 bp fragments or 75-35 bp PE-reads in a single run of 7 days. However, due to
the very small read length and the need of dedicated software to effectively handle the
color-space encoding, this technology is often ruled out in favor of Illumina — especially
when large-scale de novo assembly is concerned.

Ion Torrent. This technology is actually considered to lie between second and third
generation sequencing technologies [157]. It implements a sequencing-by-synthesis prin-
ciple carried out by a high-density array of semiconductors capable to perceive the
protons released while nucleotides are incorporated during the synthesis [152]. This
particular technology allows to diminish both time and sequencing costs. Being a wash-
and-scan system, however, read length is limited. Latest Ion Torrent’s Personal Genome
Machine (PGM) is able to produce 200-bp reads in less than 2 hours.

1.1.3 Single molecule (third-generation) sequencing

Over the last ten years, second-generation sequencing platforms have been optimized
improving cost, throughput, time, and accuracy, hence allowing a more complete (and
beyond expectation) understanding of the information encoded within whole genome
sequences [119]. During these years Illumina has undoubtedly been the leader in cost-
effective high-throughput massively parallel sequencing [20].

Several companies, however, explored the possibility to directly sequence single
molecules, hence avoiding the canonical amplification phase [19]. These strategies are
often referred to as Third Generation Sequencing (TGS) technologies and they have
been introduced from 2009. Currently, three major TGS systems have been (or soon
will be) commercialized: Helicos Genetic Analysis, Pacific Biosciences (PacBio), and
Oxford Nanopore.

Helicos Genetic Analysis. This is the first true single-molecule sequencing system
being commercialized [25,70]. In this method, (short) fragments of DNA molecules are
first attached on glass flow cells. Subsequently, fluorescent nucleotides are added one
at a time with a terminating nucleotide which halts the process so that a “snapshot”
of the sequence can be taken [178]. The main drawback of this method is the high
time required to sequence a single nucleotide and the small read length (approximately
32 bp). Moreover, like any other SMS system, the error rate is typically grater than
5% and mostly involves insertions and deletions. The highly parallel nature of this
technology however allows to produce corrected reads with high-accuracy (> 99%).

Unfortunately, this method was not very successful as it was not much different
from the leading second-generation technologies: read lengths, throughput, and run
times are in fact comparable to top-notch NGS platforms. As a matter of fact, this
hallmark, combined with the higher error rates, usually translates into a more expensive
sequencing.

PacBio. The single-molecule real-time (SMRT) sequencing approach developed by
Pacific Biosciences is the first TGS approach to directly observe the single nucleotides
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being incorporated by DNA polymerases as they synthesize the complementary strand
of a target DNA molecule [53].

The first problem encountered during the development of this method was observing
DNA polymerase’s work in real time — as it binds nucleotides — and it was solved
exploiting the zero-mode waveguide technology [93]. A second problem was due to the
typical use of fluorescent dyes attached to the bases as they can inhibit polymerase’s
activity (this is the reason why most sequencing approaches synthesize DNA molecules
one nucleotide at a time). In order to overcome this issue, the dye is attached to the
phosphate group of the nucleotide. In this way, during the synthesis, it is automatically
cleaved when each nucleotide is incorporated.

PacBio sequencing is currently able to output reads which are one or two orders of
magnitude longer than any other first- or second-generation technology (see Table 1.1).
More precisely, this platform is currently able to produce reads which are typically
10 Kbp long (or even longer).

Despite many potential improvements are expected by the use of such long reads,
this technology poses also new challenges due to error rates reaching 15% (as reported
in [34]). Fortunately, errors are uniformly distributed and uncorrelated between different
sequences. Hence, provided a high-enough coverage or exploiting NGS data-sets [90], it
has been shown that PacBio reads can be effectively corrected (yet with a significant
computational effort) in order to obtain highly accurate sequences.

Oxford Nanopore. Nanopore-based technologies are able to detect nucleotides while
a DNA molecule passes through a nanopore (i.e., a nano-scale hole) by measuring their
response to an electrical signal. Like PacBio’s SMRT, nanopore technologies have the
potential to be extremely fast while using a small amount of input material (remember
that amplification is not needed in SMS) [157].

Oxford Nanopore is currently developing and commercializing different devices able
to analyze single molecules such as DNA, RNA, and proteins, using nanopore sensing
technologies. More precisely, an ionic current flows through a nanopore (by setting a
voltage across it) and the characteristic current’s disruption — due to nucleotides passing
through/near the pore — is exploited to identify a target molecule [42,76,171].

Like other SMS technologies, the expected advantages of nanopore-based sequenc-
ing are long reads, high scalability, low costs, and small instrument size (e.g., Oxford
Nanopore’s MinION sequencer, which is being released through an early-access program,
is a pocket-sized portable device). This technique however is not exempt from the high
error rates (between 5 and 40%) [66] typical of SMS implementations and, hence, from
a (computationally expensive) mandatory error correction pre-processing.

1.2 Coverage, read length and assembly contiguity

In a sequencing process reads are randomly sampled (extracted) from a genome. Due
to their very small length (w.r.t. the DNA molecules), it is clear that extracting a
high-enough number of them is a necessary condition in order to reconstruct most of
the genomic sequence (even in the absence of repeats). As a matter of fact, in the
best case scenario, in case some regions of the genome were not sufficiently covered, the
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assembly would consist of a set of sequences, named contigs [169]. Moreover, a high-
enough coverage does not only increase the contiguity of an assembly but also improves
accuracy: a single read might have an error rate of 1%, while an 8-fold coverage has an
error rate as low as 1071¢ when eight high-quality reads agree with each other [158].
The coverage ¢ of the sequencing process can be defined as the average number of
reads covering each single nucleotide of the genome (i.e., extracted from that locus).

Definition 1.1 (Coverage). Let n be the number of input reads,  be their length, and
|g| be the genome size. The (sequencing) coverage c is defined as

nl

c=—.
gl

The notation c¢x is often used to indicate that g has been sequenced with coverage
c. Since the genome size might be unknown, in practice, a rough estimate of |g| can
be computed analyzing, for instance, the k-mer spectrum (i.e., the distribution of the
substrings of length k contained in the input dataset) or using flow cytometry.

Sequencing coverage, however, is not the only parameter influencing the assembly
pipeline. Sequencing distribution and read length are also extremely important. In 1988
Lander and Waterman proposed a model [91] applicable to shotgun sequencing. More
precisely, the two fundamental parameters involved in this study are

e the read coverage c,

e the length ¢ required to detect an overlap between two reads extracted from the
same genomic locus.

Assuming that the probability one of the n reads starts at a specific position is very
low, Lander and Waterman formally proved the following results:

i. the expected number of contigs is @c -e” 7,

ii. the expected contig length is l(ewff1 +(1-0)),

where e is the Napier’s constant and ¢ is the maximum read fraction not involved in an
overlap, that isoc =1 — % Figure 1.5 depicts the expected number and length of contigs
as a function of coverage.

Using Lander-Waterman model in the context of high-throughput short-read sequenc-
ing, however, the coverage needed in order to expect long contigs might be underesti-
mated. Previous results, in fact, assume that sequencing is a Poisson process. While
this assumption makes sense with a sequencer able to produce a low coverage of long
and accurate reads (e.g., Sanger), this hypothesis is no longer valid for NGS and TGS
sequencing projects. In NGS data-sets, for instance, errors, repeats and other complicat-
ing factors often require a coverage as high as 100x in order to deal with the assembly
of large and complex genomes [65] (much greater than the one computed with the afore-
mentioned model). Nagarajan and Pop [126] tried to explore the connections between
repeat complexity, (short) reads, overlap lengths and coverage. Specifically, they showed
how a short read length increase the difficulty of the problem and also proved several
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Figure 1.5: Lander-Waterman statistics for different values of %, that is the minimum
portion of a read needed to detect overlaps with other reads.

hardness results for the assembly problem. The inaccuracy of the long TGS reads, in-
stead, demands a higher coverage for the preliminary error-correction phase. However,
once such reads are corrected, the hypotheses might be used in order to consider a lower
coverage for the assembly.
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Sequence alighment

Before diving into the main matter of this dissertation, we briefly outline the algorithms
and data structures commonly employed within the assembly process. As we will report
later (starting from Chapter 4), the development of clever methods allowed, first, to
obtain practical solutions to the “easier” assembly of Sanger reads and, later, to effi-
ciently handle the newer challenges imposed by the successive generations of sequencing
technologies. Specifically, two major tasks became of critical importance: the efficient
processing of large datasets of very short reads, and the use of error-rich sequences to
improve the assembly’s quality. In the last decade, this translated into the develop-
ment of very effective theoretical and practical methods which were able to cope with
such large amounts of error-prone data. As far as genome assembly is concerned, the
aforementioned tasks are usually tackled by employing advanced data structures (e.g.,
succinct indexes, fast-lookup hash tables) and algorithms that often take advantage of
the capabilities of the underlying hardware.

One critical stage of the assembly process, that is affected from the large amount of
data provided by next-generation sequencing technologies, is sequence alignment. The
task consists in finding regions of close similarity between a query sequence and a set of
target sequences. When the number of searched sequences is huge and/or the target is
too large, the alignment process becomes computationally challenging. For this reason,
in practice, the problem is usually addressed by building an index from the data in order
to perform searches in a (space and time) efficient manner.

In this chapter we will outline some of the most important methods and data struc-
tures which are used to solve the alignment problem. Specifically, in Section 2.1 we
provide some preliminary definitions, in Section 2.2 we describe the most important
suffix-based data structures, and in Section 2.3 we describe some alternative methods
particularly suited for the inexact alignment problems.

2.1 Fundamentals of the alignment problem

Let X be a finite alphabet and ¥* be the set of all strings over it. Specifically, we will
consider ¥ to be defined as the DNA alphabet (i.e., {A,C,G,T}), although the algorithms
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and data structures we are going to outline simply require |X| > 2.

Given a generic string s € ¥*, we denote its length by |s| and its ith character with s;
(or s[i]), where i € {1,...,]|s|}. Given two indices %, j such that 1 <14 < j < |s|, we define
the sub-string of s from the ith to the jth character (included) as s; ; = s;8;41---5; (or

s[i, j])-

Definition 2.1 (The alignment problem). Let p,t € ¥* be two strings and consider a
distance function ¢ : X* x ¥* — R. The alignment problem is defined as finding the
following set:

T={(i,4) | 0(ptiy) <k AN 1<i<j<l|t|},

where k € R is the maximal allowed distance between two aligned regions. In other
words, we want to find all the positions (or occurrences) of those sub-strings of ¢ which
are similar (yet not necessarily equal) to p according to 4.

In general, for £ > 0 the problem is usually referred to as finding an approzimate
alignment and, in our scenario, it is the most interesting one due to the fact that
the strings we want to process are affected by errors. Moreover, in DNA sequence
alignment, ¢ is commonly defined according to two metrics: the Hamming distance and
the Levenshtein (or edit) distance.

The first one simply represents the number of mismatches (i.e., differences) between
two strings a and b. Formally, the Hamming distance dg : %™ x 3" — N is defined
as dg(a,b) = X7 1 h(a;, b;), where |a| = |b] = n, h(z,y) = 1if z # y, and h(z,y) =0
otherwise. The main downside of such a metric is that it can be used on equal-length
strings only. However, it has been particularly adopted to tackle the alignment of short
reads (e.g., Illumina) [182], as they are much less affected by insertion/deletion errors.

The Levenshtein distance, instead, is tightly related to the representation of an
alignment as a list (string) of operations (i.e., matches, insertions, deletions, and sub-
stitutions) that can be “executed” as a program to convert a sequence into another one.
In this way, the edit distance dg : ¥* x 3* — N can be simply defined as the minimum
number of edit operations needed to perform such a transformation (matches excluded).
In practice, to each edit operations are also associated specific costs and the goal of the
alignment problem usually becomes finding alignments which optimize the cumulative
cost, of the edit string.

Alignment methods can be further divided into two main categories: global and local
algorithms. The former consists in finding an optimal edit string which transforms an
entire sequence a into an entire sequence b. The latter, instead, involves finding optimal
alignments between an entire sequence a and portions of a sequence b (or maximal align-
ments between portions of both sequences). Furthermore, a special case is represented
by semi-global alignments which are constrained to the start and/or to the end of one
of the sequences. When we seek an alignment which is bonded to both the start and
the end of either one of a pair of sequences we refer to an overlap detection problem,
that is, the search of optimal prefix-suffix alignments above a certain length threshold
within a collection of input strings.

The Needleman-Wunsch [129] and the Smith-Waterman [164] algorithm are well-
known dynamic programming methods that allows to compute global and local optimal
alignments, respectively. A semi-global alignment can be computed simply with a vari-
ant of the Smith-Waterman algorithm.
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2.2 Suffix-based data structures

2.2.1 Suffix tries and trees

Suffix tries. A suffiz trie (or, simply, trie) is a data structure that stores all the
suffixes of a string. Formally, a suffix trie of a string t = t1t5 - - - ¢, is a rooted labeled
tree with the following properties:

e cach edge is labeled with a letter from 3;
e any two edges leaving the same vertex have distinct labels;

e cvery suffix of ¢ (i.e., ¢; , for i = 1,...,n) corresponds to a unique path from the
root to a leaf.

In the above definition there is a problem when a suffix of ¢ occurs as a prefix of a
different suffix. In order to avoid that, a special character $ ¢ % is added at the end of
t.

Suffix tries allows us to determine whether a string p occurs (exactly) within ¢ in
O(|p|) time by visiting the trie from the root and checking whether there is a path which
spells p or not. The main drawback of tries, however, is the space complexity which is
proportional to n? (and hence not viable for many biological applications)

Suffix trees. An improvement over tries has been brought by suffix trees. As a matter
of fact, this data structure not only allows to search for a pattern in time proportional
to |p| but also occupies a linear amount of memory. Another remarkable peculiarity of
suffix trees is the possibility to build them in linear time. Peter Weiner was the first
to provide a solution [189]. Nevertheless, Esko Ukkonen later devised a conceptually
simpler algorithm [179] which paved the way to a number of successful applications in
bioinformatics. Ukkonen’s algorithm has been also preferred in practice due to its lower
memory requirements and for the on-line construction of the suffix tree. More in detail,
a suffiz tree is nothing but a compact representation of a trie and, in order to achieve
the linear-space complexity, edges of linear paths are compressed into a single one which
additionally stores two indexes on ¢ (to avoid storing the actual sub-string).

Despite the optimal theoretical complexity, the major downside of such an index is
that it requires more memory than the actual string. As a matter of fact, most space-
efficient implementations in bioinformatics use 1217 bytes per nucleotide (impractical
for large-scale applications).

2.2.2 Suffix arrays

In 1990 Manber and Myers introduced suffix arrays — a space-efficient alternative to
suffix trees — and described the first algorithms for their construction and use [107].
The suffix array SA; of a string ¢ can be simply seen as a sorted list of all suffixes
of t. More formally, it is an integer array of size |t| = n and such that SA.[i] = j if and
only if ¢;,, is the ¢th suffix of ¢ in ascending lexicographic order.
A basic implementation allows to build a SA; in O(|t|) time and requires only 4 bytes
per character (a significant improvement over suffix trees). Unfortunately, the search
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for exact occurrences of a pattern p is based on a simple binary search and, hence,
proportional to |p| - log|t|. Nevertheless, it is possible to get rid of the log|t| factor by
enhancing suffix array with an additional data structure which stores the information
about the longest common prefizes (LCP). In this way, finding pattern occurrences can
be carried out in O(|t| + log |t]) [87], without compromising space efficiency. Moreover,
it has been also showed that suffix arrays can substitute each suffix tree algorithm and
solve the same problems with the same computational complexity [10]. This last result
has been achieved with a sophisticated implementation of the suffix array (plus the LCP
structure) characterized by a slightly larger memory footprint.

Even though the canonical implementation of suffix arrays is not asymptotically
optimal due to the logarithmic factor, it is worth mentioning that operations performed
on this data structure are usually faster compared to suffix trees. This is mainly due
to the fact that the logarithmic factor is small in practice and to the improved cache
locality of the array.

2.2.3 The Burrows-Wheeler transform

Given a string ¢, the Burrows-Wheeler transform (BWT) [29] can be defined as a per-
mutation BWT; of t’s characters. The BWT has two fundamental properties making it
interesting for text-processing purposes:

1. it is lossless: from BWT; it is possible to easily reconstruct ¢,

2. it can be highly compressible.

In order to build BWT; it is assumed that a character $ ¢ ¥ had been appended at the
end of t. Consider now a square [¢| X [t| matrix M where rows are characterized by all
the cyclic permutations of ¢ sorted by (ascending) lexicographic order. The last column
of M defines BWT; (i.e., BWT;[i] = M3, [t], for i € {1,...,|t]}).

It is worth to observe that, as the BWT sorts repeated sub-strings into contiguous
intervals, the transformed string is likely to contain runs of repeated symbols. This
allows the efficient compression of BWT; using, for instance, a run-length encoding al-
gorithm. This strategy proves to be particularly effective for compressing high-coverage
DNA sequencing data as the length of the character (nucleotide) runs depend on cover-
age [161].

Another interesting property of BWT; is that it can be defined in terms of SA,.
Formally, given an element SA,[i] = j of the suffix array, then

BWT [Z] . tj—1 if 7 >1,
e $ otherwise.

From a practical point of view, recently, Hon et al. [74] showed that the BWT of
a human genome can be computed with just O(n) bits of working space and using up
to 1 GB of RAM. A slightly better space occupancy could be achieved with the recent
result from Policriti et al. [143] which uses about 2.6 bits per input symbol.
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The FM-index.

Ferragina and Manzini obtained a major improvement over suffix-based indexes with
the definition of the FM-index [58]: a succinct data structure to be coupled with the
Burrows-Wheeler transform and suffix arrays, characterized by a 3n-bit footprint per
character.

Specifically, the FM-index allows to efficiently compute the number of occurrences
of a pattern p in a string ¢ in O(|p|). This result is achieved with the so-called backward
search algorithm which is based on the key observation that occurrences of p in ¢ induce
an interval in S A; which can be defined using two pre-computed structures:

e (C(a): the number of occurrences of lexicographically smaller characters than a € ¥
within ¢.

e Occ(a,i): the number of occurrences of a in the sub-string BWT;[1, 1].

Exploiting these two structures the positions where p occurs can be found in O(|p|+ k),
where k is the number of p’s occurrences.

From a practical point of view, sophisticated implementations of this compressed
index allows to store the entire human genome in 2 GB.

2.2.4 Suffix-based alignment in practice

All the data structures outlined in this section are certainly well suited for the exact
alignment problem. Unfortunately, they are less able to cope with the inexact variant.
As a consequence, short-read alignment (as well as overlap detection) is usually carried
out either searching for exact occurrences of small sub-sequences, or by generalizing
known algorithms, using strategies such as backtracking and other hybrid techniques, in
order to deal with mismatches (but also risking to compromise the run time in practical
scenarios).

Well known BWT-based tools are BWA [95], BWA-SW [96], BOWTIE [92], SOAP2
[100], BLASR [34], BWA-MEM [94], and BW-ERNE [145]. It is worth to notice that
BWA-MEM, BWA-SW, and BLASR — while making use of a FM-index — are mainly
based on a (hybrid) seed and extend approach.

2.3 Seeds and fingerprints

Exact algorithms are usually not well suited to find approximate alignments. For this
reason, most tools commonly perform the search using small ezact seeds (i.e. fixed-
length sub-strings extracted from the sequences) or fingerprints. Hereafter we present
some of the techniques based on this approach and that are related to one of our main
results which will be presented in Chapter 7.

2.3.1 Seed-based alignment

The first stage of seed-based algorithm is to detect seeds shared by two or more se-
quences: this allows to quickly identify a limited subset of putative approximate align-
ments. Seeds are extracted from the input sequences and, typically, indexed in hash
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tables or properly-filtered sorted tables. Matching seeds are subsequently extended using
sophisticated (yet slower) implementation of dynamic-programming algorithms, such as
Smith-Waterman [57,175]. This approach is also referred to as seed and extend [60].
Here we will outline some of the hash-based strategies/tools commonly employed in
sequence alignment.

Very popular seed-based tools are BLAST [13], SSAHA [131], BLAT [89], Novoalign
[72], and DALIGNER [124].

Spaced seeds. A common heuristic for the approximate alignment problem is to
look for high-scoring matches starting from exact seed hits. Such hits are the first
evidence of a putative larger similarity between sequences. However, it has been shown
that allowing few mismatches in seed hits can increase sensitivity without any loss of
specificity [31,105].

In general, a seed can be defined from a binary string p, called seed pattern, which
defines what positions of the seed require a match (i.e., p; = 1) and those for which we
do not care if they match or not (i.e., p; = 0). A seed pattern of length m that contains
at least a do-not-care position between two matching positions is called spaced seed and
its weight is defined as w(p) = X", p;.

To get the idea of the improved sensitivity of these seeds, consider two sequences both
20 bp long and with 70% similarity (i.e., the probability of a match is 70%). Using 5-bp
exact seeds, the chances of getting at least one hit is approximately 73%. Instead, using
the pattern 110111, which has the same weight but allows for a mismatch, increases the
probability of having at least a hit to 80%.

However, the performance of a spaced seed strictly depends on how its pattern is
defined: two distinct equal-weight spaced seed which differs in just one do-not-care po-
sition might have different sensitivities on sequences with different degrees of similarity.
A study on how seed sensitivity can be computed has been done in [28].

Known alignment tools based on spaced seeds are LASTZ [69], ZOOM [101], PerM
[37], SToRM [132], and SpEED [84].

2.3.2 Fingerprint-based comparison

Fingerprinting can be defined as a process which uses cleverly-designed hash function
to map elements of an arbitrarily large domain I/ to much smaller objects (i.e., the
fingerprints). This general idea typically introduces two major benefits in large-scale
applications: efficient comparison between (possibly large-size) elements and data com-
pression. However, it is also affected by the problematics of hash functions: collisions,
among them. For this reason it is of utmost importance to design a fingerprint algorithm
which diminishes the chances of collisions (i.e., false positives).

In this section we are now going to outline some interesting fingerprint-based tech-
niques which also found applications in bioinformatics and, particularly, in sequence
comparison.

Rabin-Karp fingerprinting. The idea of fingerprints has been adopted to solve the
pattern-matching problems since the Rabin-Karp algorithm [86]: the rationale of the
method is to replace computations on fixed-length strings with (much more efficient)
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computations of much shorter strings (i.e., the fingerprints). The key idea of the algo-
rithm is to see, without loss of generality, a binary string x = z1xs...x, as the binary
representation of the number

n

h(z) = Z (zi-2"7").

=1

In this way, it is possible to define a collection of fingerprint (or hash) functions h,,(x) =
h(z) mod m. Searching the occurrences of a pattern p of length n within a string s of
size |s| > n can be done as follows: iteratively compare h,,(p) with hy,(s[¢,i +n — 1])
(i=1,...,|s|—n+1) and, if such values are equal, perform a string comparison between
that sub-string and p to check whether it is an actual occurrence or a false positive. The
performance of such an algorithm depends on two main aspects: the choice of m and the
efficient computation of h,, for successive sub-strings of s. For instance, setting m to a
properly-chosen prime (e.g. a Mersenne number) diminishes the chances of hitting false
positives. Moreover, choosing a value of m which is small enough to fit in a computer
word allows to perform fingerprint comparisons in O(1). Finally, using also a rolling-
hash scheme to compute h,,(s[i,j]) from h,,(s[i — 1,7 — 1]) in constant time yields to
an overall O(|s|) complexity.

An extension of such a fingerprint technique, which also account for inexact searches,
has been introduced in rNA [182] (a software package which is currently known as
ERNE). More precisely, it adopts a hybrid strategy which splits the pattern in ¢ blocks
while computing, for each of them, a hash value. The peculiarity of this method is
the employment of Hamming-aware functions designed to restrict the search of matches
on a Hamming sphere of radius O(k) “centered” at a hash value h(p) of a pattern p,
instead of the entire Hamming sphere of radius k. Formally such functions, as presented
in [144], are defined as follows:

Definition 2.2 (Hamming-aware function). Let w be the word size of the computer
architecture. A hash function A is said to be Hamming-aware if there exist

e aset Z(k) C X% such that |Z(k)| € O(c*w¥) for some constant ¢, and
e a binary operation ¢ : X% x X% — 3% computable in O(w) time,

such that if p € 3" then the following holds:

{h@) 1P €x" Adulp,p) <k} C {p(h(p),2) ]z 2(k)}

The use of Hamming-aware hash functions hence allows to search the entire Hamming
sphere of p efficiently. Specifically, ERNE computes fingerprints of blocks with at most
k/t mismatches with respect to the original block. Finally, fingerprints are looked up
within the hash index in order to seek for putative occurrences of the pattern.

MinHash. A different fingerprinting idea, employed recently in DNA sequence com-
parison, exploits a dimensionality reduction technique called MinHash [27] to create a
more compact representation of sequences. Specifically, given a set S = {s1,...,8,},
m distinct hash functions h® : ¥* — N (for i = 1,...,m), the fingerprint Hg of S is
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a m-length vector such that Hgli] = hl,;,.(S), where hi . (S) represents the minimal
value returned by h’ applied to all the elements of S. Moreover, this technique allows
to efficiently estimate the Jaccard’s similarity between two sets.

In practice, a tool named MHAP [21] successfully applied this idea to detect overlaps
among PacBio reads. More precisely, MHAP first considers, for each input sequence r,
the set R consisting of all the k-length sub-strings of r. The fingerprints Hpr are then
computed and, using a sort-and-merge approach, MHAP then finds pairs of fingerprints
sharing a minimum number of elements. Such identified pairs are then processed to
check whether the two corresponding sequences overlap.

Bloom filters. A Bloom filter [23] is a space-efficient probabilistic data structure
which can also be seen as a fingerprint. It is particularly useful to test whether an
object of a domain U belongs to a set or, more generally, to efficiently compare sets.
Formally, a bloom filter is a tuple (B, m, hy, ..., hy), where B is a bit vector of size m
and h; : U — {1,...,m} are k distinct hash functions that independently and uniformly
map each element of U to a random integer over the range [1,m]. Given a Bloom filter
B, the following two operations are defined:

e Insertion. an element a € U is added to B by setting to 1 all the bits of B
corresponding to the positions h;(a) fori =1,... k.

o Membership query. an element a € U belongs to B if and only if B[h;(a)] =1 for
each i € {1,...,k}.

It is straightforward to see that checking whether an element belongs to the set does
not produce false negatives (the removal of elements is not allowed). False positives,
instead, are expected to occur with a probability p related to m, k and the number of
inserted elements n. It is possible to prove that, given m and n, the value of k that
minimizes such probability is

m
k~—In2.
n

Moreover, assuming k is set to this optimal value, it is possible to show that

nlnp
(In2)2 -~

m= —

Thus, given a false positive probability p and an estimation of the (to be) inserted
elements n, suitable values of k£ and m can be computed.

Due to the non-optimal space occupancy, a non-constant time complexity [135], and
the absence of a delete operation, several variants have been proposed in literature.
However, to the best of our knowledge, the use of Bloom filters in assembly-related
methods has been mainly restricted to its classical implementation. Applications in
bioinformatics involve distributed read alignment [117], sequence classification [172], k-
mer counting [114], error correction [71,166], and sequence-graph compression [38,136].
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The de novo genome assembly problem (DGAP) is the task of reconstructing the se-
quence of a genome, starting from a (usually large) set of randomly-extracted short
sequences called reads. Many efforts have been done in order to address the problem of
reconstructing a genome from a theoretical perspective [112,126,137].

In 1984, Peltola et al. presented the first application of the NP-hard shortest common
super-string problem (SCSP) to solve DGAP [137], suggesting a solution based on the
Overlap-Layout-Consensus (OLC) paradigm. The NP-hardness of the SCSP formulation
led also to develop several approximation algorithms.

However, reducing DGAP to SCSP is biologically inaccurate and, for this reason,
the assembly problem has been subsequently modeled as finding paths in graphs (built
from the reads) which better explain the input data. The main benefit of this approach
is the ability to reduce DGAP to known problems and, therefore, properly study the
computational complexity along with the use of efficient exact/approximate algorithms.
In 1995, Myers addressed SCSP problems by proposing a model based on the overlap
graph in which vertices correspond to reads and (bi-directed) edges properly encode
overlaps. DGAP was then reduced to the NP-complete problem of finding a Hamiltonian
path. In the same year, the use of de Bruijn graphs (ABG) for genome assembly was also
introduced — and later expanded by Pevzner [140] to account for the double-stranded
nature of DNA. This structure can be seen as a lossy representation of the overlap
graph and, from a theoretical perspective, it is the other face of the same coin. As a
matter of fact, in 2007, Medvedev proved the NP-hardness of finding a coherent (and
optimal) assembly path both in overlap/string and de Bruijn graphs [112]. Due to the
intractability of both models and the presence of sequencing errors in the input reads —
which further complicate the problem — assemblers have been mostly designed to exploit
different heuristics in order to directly provide an approximate solution while also using
moderate amounts of computational resources.

Finally, in 2008, Narzisi and Mishra developed an approach based on combinatorial
optimization techniques in order to overcome the inaccuracy of heuristic methods [127].
Their idea however is limited to small-sized genomes and cannot compete with other
algorithms on large-scale data-sets.
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3.1 Definitions

Let ¥ = {A,C,G, T} be the DNA alphabet and ¥ = ¥*\ {¢} be the set of all non-empty
strings over it. The complement of each character is defined as follows: A = T, T = A,
C =G, and G = C. Given a generic string s € ¥ we denote its length by |s| and the ith
character as s[i]. Given two indices , j such that 1 <7 < j < |s|, we define the substring
of S from the ith to the jth character (included) as s[i,j] = s[i]s[i + 1]---s[j]. The
reverse complement ‘s is defined by reversing s and substituting each character with its
complement. Formally, 5[i] = s[|s| —i+ 1], for i € {1,...,]|s|}.

In the following sections we will often refer to particular strings of fixed length.
More precisely, a string consisting of k characters is also called k-mer. Moreover, given
a sequence s, we define its ith k-mer by kf = s[i,i+k—1],7 € {1,...,|s|—k+1}. We may
just write k; when s is clear from the context. For a sequence collection § = {s1,..., s},
we also define the set of all its k-mers (the spectrum) as follows:

KFS)={k|s€S A ls|>k Aicl,|s|—k+1]}.

Definition 3.1 (Overlap). Let a,b € 1 be two strings such that |a|,[b] > 1. We say
that a overlaps b if and only if there exist a string z € ©1 such that:

o 1 <[z| <min(}al, [b]);

e alzy, |al] = z = b[1, 2], where z, = |a] — |z| + 1 and 2, = |z|. In other words, z is
suffix of @ and a prefix of b.

We also define ol(a,b) = |2/|, where 2’ is the longest string for which the aforementioned
constraints are fulfilled (ol(a,b) = 0 if such a string does not exist).

Notice that in the above definition we require a match between a proper suffix/prefix
and none of the two sequences can be fully contained into the other one. In case a is a
substring of b we say that a is contained in b or, equivalently, b contains a.

Definition 3.2 (Layout). Let R = {r1,...,r,} be a set of reads such that, for each
i # j, r; is not contained in r;. A layout is defined as a permutation 7 : [1,n] — [1,7]
of the elements of R and its weight w(7) is defined as

w(m) = ol (r,r(i), TW(H_U).

i=1

Intuitively, a read layout depicts a way to combine (i.e., assemble) reads in order to
possibly reconstruct the genome they were extracted from. More precisely, the recon-
struction is obtained from a layout 7 by the concatenation of the reads — following 7’s
order — and keeping only one copy of the “overlap string”. We now define the de novo
genome assembly problem as follows:

Problem 3.3 (De novo Genome Assembly Problem (DGAP)). Let R = {r1,...,7mn}
be a set of input sequences (i.e., the reads) such that, for each i € {1,...,n}, r; € ¥T
and 7; is a substring of an unknown string g € X% (i.e., the genome). The problem
is finding a layout m,; of R that better explains the observed set of reads R (¢.e., that
better approximate the unknown genomic sequence).
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Notice that the absence of containment relations in a layout of R can be assumed
without any loss of generality: contained reads can be initially omitted and “mapped”
back when the layout has been built.

3.2 The Shortest Common Super-string Problem

Based on a parsimony assumption, at the beginning, genome assembly has been ap-
proximated as finding the shortest common super-string (SCS) containing each input
sequence and it can be formally defined as follows.

Problem 3.4 (Shortest Common Super-string Problem (SCSP)). Let R = {r1,...,7mn}
be a set of input reads, find the shortest string s such that, for each i € {1,...,n}, r; is
a substring of s.

This problem can be seen as finding a Hamiltonian path of maximum weight in
a directed graph where edges represent overlap lengths between read pairs [176] or,
equivalently, finding a maximum-weight layout. The NP-hardness proof of SCSP [61] led
to study several polynomial-time approximation algorithms. Among those, a particular
attention has been put on a simple greedy approach: iteratively combine two strings in
‘R which have the longest overlap amongst all pairs until either there is only one string
or all pairs have an empty overlap. Tarhio and Ukkonen studied its performance in
terms of the “compression” achieved by a super-string s and defined as X|r;| — s. In
particular they showed the compression achievable by the greedy algorithm is at least
half of the one of an optimal solution and conjectured a 2 approximation factor [176].

Even though minimizing output length (using different constraints) is a very popular
choice, from a biological perspective, an accurate approximation of the genome is not
guaranteed. In particular, for SCSP we can observe that:

i. the double stranded nature of DNA is not taken into account;
ii. input sequences are assumed to be exempt from errors;
iii. repeated sub-sequences are compressed in a single one.

The last point is probably the most significant one, as there is no biological reason for
collapsing repeats. In fact, doing so would likely yield wrong assemblies, as it is not
uncommon that repeated sub-sequences are found in multiple copies at different points
of a genome.

3.3 Overlap Graphs

An overlap graph is typically defined as a graph where vertices correspond to reads and
edges depict overlap relations. In order to take care of the two DNA strands, Kececioglu
and Myers introduced a very intuitive representation of overlaps in a graph [88]. First,
notice that there are only four admissible overlaps between two sequences a and b:

i. a suffix of @ matches a prefix of b (a overlaps b);

ii. a prefix of a matches a suffix of b (b overlaps a);
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Figure 3.1: Bi-directed edges defining overlaps.

iii. a suffix of a matches a prefix of ) (a overlaps @)7
iv. a prefix of a matches a suffix of b (3 overlaps a);

We denote any of the previous cases with @ = b. Then, an overlap can be modeled as a
single bi-directed edge by adding an oriented arrow at both the endpoints which also tells
us whether to use the actual read or the reverse complement. More specifically, consider
two reads r;, r; such that r; = r; and let e be an edge between the corresponding
vertices. The direction of the arrow on 7;’s side of e is depicted in Figure 3.1 and is
defined as follows:

e if the overlap involves r;’s suffix (i.e., cases i. and iii.), it points away from r;;
e if the overlap involves r;’s prefix (i.e., cases ii. and iv.), it points towards r; .

Entering a vertex corresponding to r; with an arrow pointing towards it tells us to
consider the read r;. If the arrow points away, instead, 7; must be used. The same
reasoning also applies to r;.

Hereafter, we might also use r; = r; to denote a bi-directed edge e between two
vertices r; and r;.

Definition 3.5 (Overlap graph). Let R = {ry,...,r,} be a set of reads such that, for
each ¢ # j, r; is not contained in r; and let £ € Ny be an overlap threshold. The
overlap graph is a bi-directed weighted graph OG*(R) = (V, E,w) such that:

o V="R;

e E={el|le=(rir;) N r;=r; A ol(e) >k }, where ol(e) denotes the length of
the specific overlap modeled by e;

o w(e) = |r;| —ol(e), where r; = Tj.

It is worth noticing that the weight of and edge e is defined with respect to the
direction e is visited and that more than one type of overlaps — and hence more than
one edge — might arise between two reads.

Due to the non-canonical representation of edges, we still have to define how such a
bi-directed graph needs to be visited. Formally, we introduce the notion of read-coherent
path (or walk).

Definition 3.6 (Read-coherent path). Let R = {r1,...,7,} and OG*(R) = (V, E,w)
be an overlap graph. A read-coherent path is defined as a sequence o of m vertices and
m — 1 edges such that:
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€1 €2 €3 €m—2 em—1
@ U =T VT, =Ty = = T = T
e for each z € {2,...,m}, the arrows of edges e, and e,_; on r;_'s endpoint have

opposite directions.
The weight of o is defined as w(o) = Zz_ll w(e;).

The problem of seeking a layout from OG*(R) can be modeled as a special case of
the traveling salesman problem (TSP).

Problem 3.7 (Traveling Salesman Problem (TSP)). Let G = (V, E,w) be a weighted
graph (not necessarily complete). Find a minimum-weight Hamiltonian path, that is, a
path o which visits every vertex v € V' ezactly once and whose weight w(o) is minimum.

In the overlap graph framework, indeed, we need to seek for a minimum-weight
read-coherent Hamiltonian path.

3.3.1 String Graphs

As Myers pointed out in [122], the size of OG¥(R) can be dramatically reduced by
removing redundant nodes and edges, while preserving all the information encoded in
the input data-set.

More precisely, in addition to contained reads, the idea is to remove transitively
inferred edges. As a matter of fact, included reads just provide redundant information
for the assembly process and they could easily be excluded from the graph construction
(they are however still used to estimate the copy numbers of repeated substrings). Given

three reads/vertices x,y,z € V, an edge e € E such that « = 2z can be transitively

inferred if there exist a read-coherent path = 2 Y 2, with the same arrow orientations
of e; and es on = and z endpoints, respectively. In simple terms, © = z can be deduced
from the overlaps * = y and y = z. For this reason e is superfluous and with its
removal we do not lose any information.

Another common operation (yet not essential) — performed after the transitive re-
duction — is a sort of compression and consists in replacing unambiguous paths with
singleton vertices/edges which account for the corresponding (again, unambiguous) path
strings. It is worth noticing that this compression greatly simplifies a string graph and
also retains its former topology. These merged sequences, in fact, possibly represent
(maximal) DNA fragments unequivocally resolved by the reads. This operation is also
called unitigging and merged strings are also referred to as unitigs [123].

Definition 3.8 (String graph). Let R = {r1,...,r,} be a set of reads such that, for
each i # j, r; is not contained in r; and let £ € N5 be an overlap threshold. The string
graph is a bi-directed weighted graph SGF(R) obtained from OGF(R) by removing
transitive edges.

A string graph can be computed in polynomial time [122]. However, the mere pres-
ence of non-redundant edges force us to consider a different formulation of DGAP in
SGF(R). The assembly problem can then be formulated as finding a minimum-weight
generalized Hamiltonian path in SG*(R). Nagarajan and Pop provided a reduction
from SCSP, hence demonstrating the NP-hardness [126].
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Figure 3.2: Example of possible mis-assemblies in the string graph framework. Nodes
in SG*(R) represent unitigs. A Hamiltonian path does not necessarily correspond to a
biologically accurate assembly.

Problem 3.9 (Generalized Hamiltonian Path). Let G = (V, E) be a graph (not neces-
sarily complete). Find a path o which visits every vertex v € V' at least once.

Finding a generalized Hamiltonian path on SG*(R) (or, equivalently, a Hamiltonian
path on OG*(R)) is indeed a better approximation of DGAP with respect to solving
SCSP. Repeats, however, might still get collapsed or lead to wrong genome reconstruc-
tions (see Figure 3.2).

Exploiting included reads, Myers also proposed a statistical method to estimate
the number of times an edge should be accounted. More precisely, edge traversals are
first partitioned in three categories: exactly once, at least once, and optional (i.e., any
number of times). Solving a (polynomial) minimum-cost network flow problem it is then
possible to estimate a putative traversal count. This lead to model DGAP as finding
a minimum-weight path such that edge constraints are fulfilled (again, an NP-hard
problem [112]).

A detailed overview of the algorithms based on this framework will be presented in
Section 4.1.2.

3.4 de Bruijn Graphs

Since its introduction, the Overlap-Layout-Consensus paradigm has been the classical
approach for fragment assembly [64,88,169]. The main drawback of such a method
is that finding pairwise overlaps among sequences is computationally expensive and
both the SCSP and the overlap graph formulation have been proven to be NP-hard
problems. This led to the introduction of many (error-prone) heuristics in order to seek
for computational efficiency.

An alternative to the OLC paradigm is given by the de Bruijn graph [47] (dBG)
framework as it models the genome assembly problem into finding an Eulerian path in
a graph. de Bruijn graphs were first exploited in this context in 1995 by Idury and
Waterman [83] which defined the so-called spectrum graph (i.e., a graph built from k-
mers). More precisely, they modeled fragment assembly as a sequencing-by-hybridization
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r1 TATCTGGA AGGA

ro  ATCTGGAA [CTGG]+{TGGA+{GGAAF-[GAAT]

rg  TCTGCAAT _

ry  TATGCAAT [TATC|+{ATCT}+{TCTG] [AATC+{ATCCJ]+{TCCC]
5 CTGCAATC

76 AGGAATCC [CTGC{TGCA-[GCAA[CAAT]

7 GCAATCCC

TATG~ATGC

Figure 3.3: de Bruijn graph dBG*(R) example, where R = {r1,...,r7} and k = 5.

problem by replacing every read with the set of all its k-mers. Formally a de Bruijn
graph can be defined as follows:

Definition 3.10 (de Bruijn graph). Let R = {ry,...,r,} be a set of reads and k > 2
an integer constant. The de Bruijn graph is a directed graph dBG*(R) = (V, E) such
that:

o V=KFYR),
o E={(v,v)) | vi,v; €V AN v[2,k—1] =v;[1,k—-2] }.

In other words, dBG¥(R) is build such that nodes are distinct (k — 1)-mers and
edges correspond to distinct k-mers. More precisely, an edge is put between a pair of
(k—1)-mers which have the same first and last k — 1 bases, respectively (see Figure 3.3).
For instance, an edge (v;,v;) € E represents the k-mer v; - v;[k — 1].

Breaking reads into shorter fragments might seem counterproductive, because the
long range information provided is lost. However, choosing a high enough value of k
limits this issue and brings to the table the computational advantages that allowed
dBGs to cope with the large amount of reads provided by NGS technologies, as the
computationally expensive overlap detection among reads can be avoided. If we do not
take into account errors, the genome can hence be reconstructed by properly choosing
a path which visits every edge (k-mer) exactly once (i.e., an Eulerian path).

The main drawback of this framework is that paths describing an assembly might
be unsupported by any read, in contrast to the overlap/string graph in which a path
consistently represent an assembly. As a matter of fact, a de Bruijn graph could contain
several Eulerian paths which do not correspond to a correct genome reconstruction.
In order to cope with this issue, Pevzner et al. [140] proposed to model the assembly
problem as finding an Eulerian super-walk that actually contains each read-path (i.e., a
path that “spells” an actual read). Unfortunately, this more precise formalization has
been proven to be NP-hard [112].

3.5 Constraint Optimization Problem

Despite being both the OLC and the dBG frameworks well-defined theoretical formula-
tions, they do not model properly the de novo genome assembly problem, as a solution
might still not be biologically correct. The NP-hardness also led to the development of
many heuristic approaches which usually yield approximate results.

A different theoretical framework has been proposed by Narzisi et al. [127] and it
aims at solving DGAP while being as much biologically consistent as possible. More
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precisely, they acknowledge the difficulty of the problem and directly model genome
assembly as a constrained optimization problem (COP). The idea is to employ a search
which could potentially consider exhaustively all possible read layouts, while limiting the
(exponential) solution space with a branch and bound schema which does not explore
further unlikely layouts.

Problem 3.11 (Constrained DGAP). Let R = {r1,...,7,} be a set of reads and let ¢
be an error-rate threshold. Find an assembly ¢’ based on a read layout m such that:

® 7(;) can be mapped on ¢’ with at most - |ry(; | differences for each i € {1,...,n};
e the overall overlap score given by all reads overlapping in 7 is optimized;
e the insert size of paired reads is consistent;

e the observed distribution of restriction enzyme sites is consistent with the distri-
bution of a provided experimental optical map.

The method is then based on the optimization of well-defined score functions, each
one defining a feature that we expect from a good assembly.
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Practical Assembly Strategies

The shotgun process allows to obtain reads uniformly distributed along a target molecule.
Whole-genome shotgun (WGS) sequencing, in particular, refers to sampling reads from
genome’s chromosomes. Hence, WGS assembly consists in the reconstruction of se-
quences up to the chromosome length. Given the possibility to sequence a large amount
of reads in parallel, this approach has been the most used strategy in many sequencing
projects and, due to the computational complexity results outlined in Chapter 3, assem-
bly tools employed different heuristics in order to approximately solve the difficult task
of genome assembly. The NP-hardness of each read-coherent formalization, however,
should not frighten us. As a matter of fact, approximate methods achieved satisfactory
results in many projects and this might indicate that the theoretical difficulty could be
effectively and efficiently overcome in practice.

In an ideal world, assemblers would output a number of sequences fully representing
chromosomes. In the “real world”, though, de novo assembly methods need to take into
account several factors which make the problem even more difficult than the one formal-
ized in Chapter 3. First, reads might contain sequencing errors (or parts of clone/vector
sequences) and this often requires an error-correction phase. Second, genomes may con-
tain repeated sub-sequences as well as several haplotypes. These biological traits, along
with uncorrected errors, yield peculiar — and more complex — graph structures and de-
mand the employment of ad hoc solutions in order to take them into account. For these
reasons, an assembly typically consists of a (large) collection of contiguous sequences
named contigs. The core part of the assembly process is usually carried out with greedy
or graph-based approaches (such as those presented in Sections 3.3 and 3.4). Specifically,
tools are often classified into four main categories: Greedy, Overlap-Layout-Consensus
(OLC), de Bruijn Graph (dBG), and Branch-and-Bound (B&B). In the final stages of
the assembly process, these fragments might be further ordered, oriented, and joined
into longer (gapped) sequences called scaffolds, exploiting, for instance, paired-read li-
braries. Many tools are available for this last phase also known as scaffolding. However,
they will not be covered in this dissertation and we will only focus on the core step
of the assembly process. The interested reader can find more details on this subject
in [24,46,51,62,153].
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4.1 Assembly strategies

Through the evolution of sequencing technologies, algorithms have been specifically
designed to accommodate particular read lengths and error rates. For instance, the
relatively low coverage of long good-quality reads (proper of Sanger technologies) paved
the way to greedy and OLC-based assemblers.

When next-generation technologies appeared, however, all canonical assembly al-
gorithms failed to adapt. As a consequence, assemblers needed to be re-designed and
developed from scratch in order to handle the new features of NGS data (i.e., very high
coverage of wvery short reads). In this new scenario, the de Bruijn graph framework
definitely proved to be more suited than OLC and greedy methods.

Recently, the long and error-rich TGS reads brought new challenges for the assembly
process and, specifically, for the error correction and overlap detection phases. In order
to make use of such reads, hybrid pipelines were introduced in order to correct reads
using NGS technologies. Effective algorithms were devised in order to make use of the
OLC paradigm (set aside for NGS projects, yet more suited for long sequences) on such
error-prone data-sets.

In the following sections we are now going to outline the most common assemblers
developed for each of the aforementioned scenarios.

4.1.1 Greedy

In early genome sequencing projects, the number of reads produced rarely exceeded
several thousands and this led to the implementation of very simple heuristics: pick a
sequence and extend it until no further extension can be done. The sequence considered
at a certain point (which can be either a read or a contig) is extended with the highest-
score overlapping read.

It is immediately clear that the performance of greedy methods strictly depends on
the efficient computation of all (or almost all) overlaps between the chosen sequence
and the available (i.e., unused) reads. This task had been usually carried out using, for
example, hash tables. In general, for the sake of computational efficiency, a common
approach for this phase is to limit the search of overlaps to only the exact ones above a
minimum length threshold.

It is evident that such algorithms are inherently different from graph-theoretical ap-
proaches as they are based on local choices. However, they can be seen as a visit of
an implicit — and highly pruned — overlap graph where only few high-scoring edges are
kept [116]. It is also clear that this approach works better with limited numbers of reads
and low-complexity genomes, as the abundance of very similar reads may introduce a
certain level of ambiguity during sequence extension which hinders the assembly pro-
cess. The main limitation of such heuristic is its lacking of a global perspective on the
problem. As a matter of fact, genomic repeats (even short ones) constitutes a major
issue: assemblers usually fail to reconstruct them on complex genomes and they likely
introduce mis-assemblies. For this reason, the greedy method has been mostly used with
bacterial genomes.

Well known assemblers tailored for Sanger datasets are TIGR [173], CAP3 [78], and
Phusion [118].
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TIGR. The TIGR Assembler was probably the earliest greedy assembler developed
and it was proposed by Sutton et al. in 1995. Its hallmark is the ability to detect
potential repeats by determining reads having unusually large numbers of overlaps than
it is expected (assuming a random distribution of sequencing). These putative repeats
are handled at the end of the process using stricter merging criteria.

CAP3. Tt is the third version of the CAP assembler and it introduces a certain number
of improvements with respect to other greedy implementations: it filters reads and use a
dynamic programming algorithm to compute maximal-scoring alignments only between
reads which are likely to overlap. Specific parameters are set in order to separate
sequencing errors from divergent copies of repeated sequences. CAP3, in addition, clips
low-quality regions of reads and makes use of read-pair information.

Phusion. This long-read assembler was used to assemble the 2.6-billion-base repeat-
rich mouse genome. The algorithm consists of three main phases. First, reads are
corrected and those sharing low-copy-number words are clustered. Second, clusters are
assembled independently using PHRAP [67] (another greedy assembler which makes use
of Phred quality scores). Finally, overlapping contigs are joined with the help of shared
reads and read-pair information.

The seed-and-extend framework

With the advent of NGS technologies, the number of reads in NGS projects increased
by one (or more) orders of magnitude. For this reason greedy assemblers had to be
redesigned in order to efficiently seek for overlapping reads and possibly account for
the information coming from paired reads. The greedy approach for this scenario has
been also renamed seed-and-extend but the only difference with respect to the general
algorithm used for Sanger sequencing is in the data structures employed. More in
detail, seed-and-extend algorithms often use a prefix-tree to efficiently store fixed-length
prefixes and to seek for possible extensions.

Although mitigated by the use of paired reads, the seed-and-extend framework still
fails to cope with error-rich datasets. However, this technique can be used as a pre-
processing step for NGS datasets in order to obtain Sanger-like reads that can be used
as input for an OLC assembler.

Examples of assemblers in this category are SSAKE [187], VCAKE [85], SHORTY
[75], PE-Assembler [15], and GapFiller [125].

SSAKE. Released in 2007, it is the earliest short-read greedy assembler thought for
NGS data. The algorithm of SSAKE is based on progressively seek for the longest
possible overlap between two sequences through the use of a prefix tree. More pre-
cisely, unique sequences are stored in a hash table along with the number of occurrences
in the input data-set. A prefix tree is then used to organize them and their reverse
complements. Moreover, reads are processed in decreasing order with respect to their
frequency to prevent the extension of reads containing errors. In order to minimize the
number of mis-assembly, read extension can also be stopped when ambiguities occur.
This, however, might lead to shorter contigs. SSAKE’s idea has been later improved
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by SHARCGS [50] which basically adopt the same strategy but adds several pre- and
post-processing steps.

VCAKE. The Verified Consensus Assembly by K-mer Extension (VCAKE) algorithm
is based on a modification of the simple k-mer extension proper of previous tools such as
SSAKE and SHARCGS. The peculiarity of this algorithm is to work with non-perfect
overlaps in order to overcome sequencing errors (and handle polyploid organisms). This
is done by exploiting high-depth coverage and extending seeds one base at a time (using
the most commonly represented base from all overlapping reads). It is worth to mention
that VCAKE, as well as other seed-and-extend tools, has been also employed successfully
in hybrid pipelines in order to combine different sequencing technologies within a single
assembly project [149].

SHORTY. To the best of our knowledge, SHORTY is the first assembler that have
been applied on real data coming from the emerging SOLiD sequencing technology and
designed to make use of paired-end reads. In particular, SHORTY expects in input a
deep coverage of short reads and a small collection of 300-500 bp starting seeds (which
can be build using another assembly on the input data-set). As a pre-processing step,
good-quality paired reads are stored in a prefix tree along with their reverse complement.
Then, a seed is chosen and a set of neighboring paired reads (¢.e., such that one of the
two reads in a pair maps against the seed) is built. This set can be exploited in order
to extend the chosen sequence into longer contigs. This process of seed extension is
repeated as long as it is possible. The ultimate phase of SHORTY is to use again the
pairing information coming from the reads to build scaffolds.

PE-assembler. This is probably the latest seed-and-extend tool developed for whole-
genome assembly. According to its authors, PE-Assembler is capable of handling large
datasets and produces highly contiguous and accurate assemblies within reasonable time.
Differently to other contemporary approaches, it does not represent the genome as a
graph but, instead, it is based on a simple extension procedure and for this reason it is
very similar to SSAKE, VCAKE, and SHARCGS. However, the improvement on such
older tools is made by an extensive use of paired reads and parallelization. Extension
ambiguities are handled using a multiple-path approach that takes into account sequence
coverage, evidence from multiple paired-read libraries, and other features such as the
insert size distribution of paired-end reads.

GapPFiller. As opposed to the other assembly methods described up to this point,
this is a local de novo assembly tool and it is thought to reconstruct the inserts of a
paired read library. It is based on a seed-and-extend scheme in which every read is
selected as seed and iteratively extended until its mate is possibly found. The extension
is performed along with the computation of a consensus based on overlapping reads. The
search of overlaps is carried out in a very efficient manner thanks to a hash function
which guarantees a low false positive rate [182]. Moreover, the extension phase employs
peculiar clustering and trimming heuristics in order to guarantee assembly correctness.

Despite being a local assembler, the distinctive hallmark of GapFiller is to produce
long high-quality sequences which could be used as input for a whole-genome assembler
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to enhance both contiguity and correctness of the assembly. This method can be also
exploited for structural variation reconstruction.

4.1.2 Overlap-Layout-Consensus

Assemblers based on the overlap/string graph (recall the definitions in 3.3) are usually
referred to as implementing the Overlap-Layout-Consensus (OLC) approach. As the
name suggests, the approach consists in three main phases.

First, pairwise read overlaps are computed in order to determine graph’s edges.
This is also the most computationally demanding phase of the OLC approach and, for
efficiency issues, tools usually compute the k-mer spectrum in order to index reads in a
hash table and to seek overlaps exclusively amongst reads sharing a certain number of
k-mers. It is worth to mention that for repetitive genomes this speed-up might not be
of great help since the number of reads sharing the same k-mer could be quite large.

Second, a consistent layout is sought, usually among a collection of paths in the
graph which satisfy certain properties. If available, the assembler can use the paired
read information to accomplish this task.

The third and last phase consists in computing multiple sequence alignments in order
to produce a precise layout and the consensus sequence. Again, this step is performed
using approximate methods, since no efficient algorithm is known for computing the
optimal solution [54].

The performance of an OLC assembler is sensitive to three parameters: the k-mer
size, the minimum overlap length and sequence identity. Higher values of such param-
eters likely lead to correct and fragmented assemblies, while lower values diminish the
computational costs but introduce the concrete risk of introducing more mis-assemblies.

The OLC approach has demonstrated its capabilities in many Sanger-based sequenc-
ing projects: ARACHNE [18] and PCAP [79] are two well known OLC assemblers.

Despite being the gold-standard for many years, OLC assemblers were not able to
cope with the high abundance and the small read length of NGS technologies (which
made this approach computationally demanding). Still, many assemblers based on this
framework appeared, thanks also to the development of clever heuristics and data struc-
tures. Well known OLC assemblers for NGS reads are Minimus [165], Edena [73],
CABOG [115], and SGA [161].

ARACHNE. The ARACHNE assembler is a software designed to analyze paired
reads obtained from Sanger sequencing (although it can also be used with single-ended
reads).

As a pre-processing step, ARACHNE processes reads in order to trim terminal re-
gions of poor quality and to discard reads containing mostly low-quality bases.

Subsequently, ARACHNE detects and aligns putative pairs of overlapping reads.
Some of them might be false positives (due to repeats in the genome) and they will
be eliminated in a subsequent step. Rather than comparing all read pairs, overlap
detection is carried out using a sort and extend strategy. More precisely, each k-mer is
stored in a table along with the read identifier and the position it occurs. This table
is then sorted so that identical k-mers appear consecutively and very high frequency
k-mers are removed. In order to detect and correct sequencing errors, ARACHNE
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computes multiple alignments among overlapping reads and, once a good alignment set
is determined, the tool exploits paired-read information to link sequences and to create
contigs.

In the absence of repeats, producing the correct layout would be easy: any two
reads with significant overlap likely belong to the same genome locus. Nevertheless,
false overlaps may arise from different repeated sequences. For this reason, ARACHNE
identifies potential repeat boundaries and avoids assembling contigs across them (making
it overly conservative).

PCAP. The PCAP assembler (Parallel Contig Assembly Program) is a tool aimed at
processing efficiently millions of Sanger reads and addressing the issues of large WGS
projects. Unlike Arachne, PCAP allows the computation of overlaps to be performed
in parallel on multiple processors. More precisely, the entire dataset R of reads is
partitioned into m subsets of similar sizes, where m is the number of available processors.
Because of the huge size of the dataset, R is stored on the secondary memory. Instead,
every partition and its data structures are kept in main memory.

PCAP’s algorithm can be divided into three main phases: first, repetitive regions
are identified and overlaps are computed; second, overlaps are evaluated to construct
unitigs; third, contigs/scaffolds are built.

In order to identify repeats among the reads, a subset R; is first compared with
itself. Additional repeats are then discovered comparing (in parallel) the whole dataset
R against each single R;. At the end, overlaps between reads in R and unique read
regions in the subset are computed using a look-up table.

The construction of contigs resembles ARACHNE’s algorithm. In particular, depth
of coverage is exploited in order to score each overlap. In this way poor end regions
(of reads) are identified and removed. Reads are then assembled into contigs based on
unique overlaps. Finally, contigs are corrected and linked into scaffolds and a multiple
alignment is constructed in order to derive a consensus for each contig.

Minimus. The Minimus assembler was built as a modular pipeline and with the goal
to be easily (re)usable. It has been released as a component of AMOS [1]: an open-
source package that provides a collection of tools and libraries for the development of
assembly and analysis pipelines. In particular, Minimus consists of the combination of
three AMOS modules, following the traditional OLC paradigm:

1. hash-overlap: a sequence overlapper that uses minimizers [150] to increase speed
and decrease memory usage.

2. tigger: a unitigger, i.e. a tool which clusters reads that can be unambiguously
assembled, based on the algorithms developed by Myers in [122].

3. make-consensus: a progressive multiple alignment tool that refines the read layout
generated by tigger in order to generate a precise multiple alignment of reads.

Edena. The Exact de novo assembler (Edena) [73] is a tool conceived to process
millions of reads produced by the Illumina technology.
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In addition to the classical OLC approach, Edena includes two features which im-
prove the assembly of very short sequences: exact matching and detection of spurious
reads. The first one has been used for two main reasons: first, avoiding spurious overlaps
due to sequencing errors; second, exact matching is considerably faster than approxi-
mate matching (using an appropriate index, overlaps between millions of short reads
can be computed using reasonable amounts of computational resources).

The approach followed by Edena can be summarized in four main phases. First,
the input data set is processed to remove redundant information and reads are indexed
within a prefix tree. Second, all overlaps of a predetermined minimum size are computed
using a suffix array to build the overlap graph G. Third, since G is likely to contain
a large amount of branching paths — hindering the construction of long contigs — the
overlap graph is simplified by removing transitive and spurious edges, and by resolving
bubbles (i.e., two paths starting and ending on the same nodes). Finally, all contigs
above a certain length threshold which are unambiguously represented in the graph are
provided as output.

CABOG. The Celera Assembler with the Best Overlap Graph (CABOG) is a modified
version of the former Celera Assembler [123] and its pipeline was developed in order to
combine reads coming from Sanger and 454 technologies.

CABOG uses seeds (i.e., k-mers) to compute exact-matches in order to detect pos-
sibly overlapping reads. Seed matches are found within compressed sequences where
consecutive instances of the same nucleotide are collapsed into a single one. This com-
pression allows to better deal with 454 reads. More in detail, CABOG counts the number
of instances of each distinct k-mer observed in the compressed input sequence and dis-
cards those appearing too frequently or uniquely. Then, overlaps are computed among
read pairs which share enough k-mers (which are also used to anchor the alignments).

Using computed alignments, CABOG is then able to build an overlap graph G. More
precisely, G is reduced to the Best Overlapping Graph (BOG) by keeping, for each read,
only the best (i.e., the longest) overlap and by discarding contained reads. All cycles are
resolved by deleting a randomly chosen edge, making the graph acyclic. CABOG then
sorts reads by score (defined as the number of reachable reads) and, starting from the
highest scoring ones, it follows the paths in the BOG to construct unitigs. Paired-read
constraints are also exploited during the unitig construction.

Finally the resulting set of sequences is provided as input to the Celera Assembler
to build contigs, scaffolds, and to perform the consensus step.

SGA. The main issue of OLC assemblers is their inability to cope with large NGS
datasets due to the very large amount of memory typically required. For this reason,
tools like Edena cannot be used to assemble large eukaryotic genomes such as plants
or mammalians. Other assemblers, instead, have been focused to take advantage of
the longer (yet more expensive) reads of 454 platforms. Since the overlap detection is
usually carried out by the employment of read indices, large read numbers demands
clever and space-efficient data structures.

As a matter of fact, the FM-index [58] has been exploited by SGA (String Graph
Assembler) in order to build a string graph in O(L), where L is the sum of all read
lengths. More precisely, SGA implements a distributed construction of an FM-index:
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the input set of reads R is partitioned in m subsets Rq,...,R,, and intermediate in-
dices are merged using a BWT merging algorithm [59] until a single index for the whole
dataset is built. As the memory footprint of the FM-index is typically less than an order
of magnitude with respect to the suffix array, this indexing strategy allows to efficiently
use the FM-index for very large sequence collections. Nevertheless, the distinctive hall-
mark of SGA is its ability to directly compute exclusively non-transitive edges and,
therefore, immediately build the (reduced) string graph. More technical details on the
implementation of this clever technique can be found in [161].

4.1.3 de Bruijn Graph

Given a set of reads, a de Bruijn Graph is built by considering all k-mers belonging to
the input reads (see Section 3.4). This graph-theoretic model has two main practical
advantages:

i. computational efficiency: the overlap detection phase (the main bottleneck of the
OLC paradigm) is no more needed.

ii. memory usage: it is proportional to the number of distinct k-mers in the genome
and not to the number of reads (as in the overlap graph).

For these two reasons, the idea of considering k-mers instead of reads turned out to
be extremely successful with very-short-read technologies such as SOLiD and Illumina.
Along with the aforementioned benefits, however, there are also two major downsides:

i. higher graph complexity: the assembly process is more difficult due to the fact
that repeats longer than k base pairs and sequencing errors are likely to create
more complex sub-graphs with respect to the OLC approach (see Figure 4.1). For
instance, short repeats are collapsed in single paths accessed (in the graph) by
many distinct paths which converge into and, subsequently, diverge out from the
repeated sequence. This makes the use of long reads (as well as paired ones) crucial
to simplify the graph and to obtain correct and contiguous assemblies.

ii. memory usage: even though it just depends on the number of distinct k-mers, in
large-scale sequencing projects the amount of memory required may still be a bottle-
neck. This potential issue has been addressed by distributed implementations [162]
and sparse/probabilistic data structures [38,195].

Well known standard dBG assemblers are EULER [140], Velvet [196], Allpaths [30].

EULER. It was the first assembler based on the dBG formalization which models the
assembly problem as finding a Eulerian walk (or super-walk). First versions of the tool
were specifically designed for single and paired Sanger reads [139,140]. However, with
the advent of NGS, it was adapted to handle 454 [36] and Illumina [35] technologies.

The key idea of EULER is to make use of the information provided by reads (which
is lost in the dBG construction). In particular, the idea of finding a Eulerian super-walk
(i.e., a path containing each read-path) is considered.

As opposed to many contemporary assemblers, EULER performs error correction as
a first step. Specifically, EULER seeks for low-frequency k-mers which likely appear
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Figure 4.1: de Bruijn graph complexity which may arise due to (a) repeats, (b) variants,
and (c) sequencing errors.

due to sequencing errors. This filter is also called spectral alignment: the rationale
is to correct reads by lowering the number of (distinct) k-mers in the dataset. This
correction step, however, might remove valid k-mers belonging to low-coverage loci.
Moreover, EULER spectral alignment is only able to deal with mismatches and not
with insertions or deletions.

From this corrected set of reads, EULER then builds a dBG and maps input reads
on some edges in order to resolve repeat-induced (short) paths by exploiting read-paths
and paired reads (see Figure 4.2). EULER also performs other graph simplifications
such as the removal of short “dead-end” paths (likely due to uncorrected errors).

Since the k-mer size is a critical parameter, as in every other dBG-based assembler,
EULER in practice builds two de Bruijn graphs using two different values of k. The
rationale is to use a more specific (i.e., with larger k) graph to resolve gaps which are
filled using a more sensitive (i.e., with smaller k) graph.

Velvet. This set of tools has been designed for the de novo assembly of very short
reads. Velvet implements the dBG structure differently with respect to Pevzner’s im-
plementation: k-mers are mapped into nodes instead of arcs and reverse-complement
sequences are associated to nodes in order to obtain an implicit bi-directed graph.
Velvet performs several graph simplifications. The first one consists in collapsing all
unambiguous paths. Subsequently, Velvet removes “dead-end” paths shorter than 2k
bases and bubbles. These latter ones are resolved using the so-called Tour Bus algorithm
which is based on a Dijkstra-like breadth-first visit of the graph: just the most supported
path is considered, while the other one is removed and reads supporting it are re-aligned.
Velvet then uses coverage information to remove connections which might possibly lead
to mis-assemblies. Finally, Velvet’s last step involves mate pairs that are used to resolve
complex and long repeats. The latest version of the tool implements scaffolding using a
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Figure 4.2: de Bruijn graph simplification methods. (a) read-paths allows to resolve
repeats of k base pairs and up to the read length. (b) read pairs which span a repeat
can be used to identify valid assembly paths.

sophisticated algorithm called Pebble [197].

In summary, Velvet offers a full implementation of the dBG paradigm [116]. It does
not use an error-correction procedure directly on reads/k-mers but, instead, it applies a
series of heuristics in order to reduce graph’s complexity. These involve the use of local
graph topology, read coverage, sequence identity, and paired-read constraints.

Allpaths. This assembler uses a read-correction phase similar to Euler’s spectral align-
ment. Specifically, Allpaths considers only trusted k-mers, that are those exhibiting
both high frequency and good base quality. After the construction of the graph and
the canonical removal of sequencing-error tips (i.e., dead-ends), the algorithm identifies
unipaths (i.e., paths corresponding to unitigs). The latter are used as seeds in order to
build the assembly (starting from the longer ones). The extension of unitigs is carried
out with the help of paired reads. Moreover, Allpaths partitions the graph in order to
assemble in parallel regions that are locally unique. Small connected components, as
well as paths unsupported by read pairs, are finally removed.

It is worth to mention that Allpaths was able to successfully assemble a human
genome using Illumina reads, while almost reaching the quality of a Sanger-based as-
sembly [65].

Space-efficient de Bruijn graphs

In dBG-based assembly, small values of k tend to produce a high number of branch-
ing nodes and, therefore, ambiguity in the assembly. As a consequence, in large-scale
projects the memory space required for storing all k-mers can be extremely high: a
canonical implementation of the dBG structure might require over 300 GB [162].

Advances on space-efficient hash schemes [71,108,114,166] can certainly improve the
correction of sequencing errors and, hence, the decrease of the graph’s size. Unfortu-
nately, a standard dBG representation may still demand hundreds of gigabytes even
with corrected reads [98].
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Recently, Pell et al. [136] introduced the idea of a probabilistic variant of de Bruijn
graphs, in which the main structure is stored as a Bloom filter [23], and showed that
the graph can be encoded with a 4-bit footprint per node. Specifically, a probabilistic
dBG is obtained by inserting all input k-mers in a Bloom filter B. This representation
does not explicitly store edges but they can be implicitly retrieved by testing B for the
membership of all possible extensions of a k-mer. However, it is important to mention
that this variant is an over-approximation of the de Bruijn graph built from the same
k-mers: the use of Bloom filters is subject to false positive which introduce false nodes
(and, hence, false branches).

Recently, several methods (and assemblers) were designed to reduce memory re-
quirements of de Bruijn graphs while also making sure assembly accuracy is not wors-
ened. Among them, we mention a distributed (ABySS [162]) and three space-efficient
(SparseAssembler [195], SOAPdenovo2 [104], and Minia [38]) assemblers.

ABySS. The major innovation brought by ABySS to the literature is the distributed
representation of the de Bruijn graph. This peculiar feature allows to parallelize the
assembly of billions of short reads across a network of computers using the MPI protocol
[68]. In particular, the set of k-mers is partitioned using a simple XOR-based hashing
function. Moreover, a vertex (k-mer) can have up to eight edges (one for every possible
one-base extension) and this information can be efficiently stored within 8 bits. In this
way, adjacent k-mers can be easily generated and their cluster locations deterministically
computed by their hash values.

After the graph construction, ABySS proceeds in two stages. First, the graph is
simplified by removing low covered paths and resolving bubbles. These two error removal
steps are iterated several times to correct errors that are in close proximity. Second,
contigs are built using only highly supported paths and mate-pair information is used to
extend assembled sequence by resolving ambiguities in contig overlaps. Mate-pair reads
are also exploited to create scaffolds.

SparseAssembler. In order to reduce memory usage, Ye et al. [195] proposed a novel
approach which exploits sparseness: instead of storing every single k-mer (or read, in
overlap graphs) as nodes, the idea is to skip a fraction of k-mers (or reads). In the sparse
dBG, nodes represent a 1/g (approximately uniform) sub-sample of the k-mer diversity
in the whole genome. With the “sparsely-spaced” nodes, the authors showed that the
memory requirements of such a sparse variant can be considerably smaller than those
of canonical implementations.

This different storage method has been implemented in SparseAssembler and, while
greatly reducing the size of the overall graph, it also proved to be competitive (in terms
of accuracy) to state-of-the-art tools both on simulated and real datasets.

SOAPdenovo2. The second version of the SOAPdenovo assembler differentiates itself
from the first one in a series of improvements made to the former algorithm (and data
structures). In particular, the major achievement consists in how the dBG is built and
managed. Other enhancements involve error correction, repeat resolution, scaffolding,
and gap closure. Specifically, SOAPdenovo2 is based on a sparse dBG [195] and, to
further improve assembly’s accuracy, it uses different values of k [138]: first, a small-k
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graph is built in order to deal with sequencing errors and low-coverage areas; then,
larger k-mers are used to rebuild the graph in order to take care of the resolution of
long repeats. This last step is carried out by iteratively mapping reads to the previously
created small-k graph.

Minia. Chikhi and Rizk took over the idea of probabilistic dBGs [136] and imple-
mented a low-memory assembler (called Minia) based on this data structure. Their
implementation, while lowering the memory usage by an order of magnitude with re-
spect to standard dBGs, encloses an additional data structure for dealing with false
positives (hence, solving the main issue of probabilistic dBGs). Specifically, they intro-
duce the set of critical False Positives (¢F'P) k-mers which contains just a subset of all
possible false positives. Each query to the Bloom filter is then modified such that a
positive-membership answer is followed by a query to the cF P set.

The authors showed that these two data structures, along with a proper marking
structure to perform the graph traversal, allowed to significantly reduce memory usage
compared to assemblers like ABySS, SOAPdenovo, and SparseAssembler.

Paired de Bruijn graphs

One of the major improvements in genome assembly has been definitely brought by
paired reads (either PE or MP). As a matter of fact, the use of this type of data
has been incorporated in many dBG assemblers but, still, as a mere post-processing
step (e.g., graph simplification, scaffolding). For this reason, paired reads often fail to
untangle complex repeat structures.

A more advanced formalization of the genome assembly problem in the dBG frame-
work considers the reconstruction of a genomic string from a set of k-mer pairs (or
k-bimers) at a certain distance. From this idea, Medvedev et al. [113] introduced the
notion of paired de Bruijn graph (PdBG): a generalization of the canonical dBG which
additionally incorporates pairing information within its topology. However, PdABGs were
introduced more as a theoretical result rather than a practical solution due to the very
limiting assumption that the exact distance between paired k-mers is known. Neverthe-
less, the main issue of this model has been addressed by the SPAdes assembler [16].

SPAdes. This tool recently introduced new algorithmic solutions and improvements
over state-of-the-art tools to handle bacterial datasets. A hallmark of SPAdes is its use
of k-mers only for building the initial graph. Subsequent steps are exclusively carried
out with graph-theoretic operations based on graph topology, coverage, and sequence
lengths (but not the actual sequences).

More in detail, this assembler implements two variations of the canonical framework:
paired and multi-sized dBGs. The first one is considered after transforming the set of k-
bimers (extracted from paired reads) into a set of adjusted k-bimers by estimating their
distance accurately (and, hence, making Medvedev’s formalism viable). The second
framework involves using multiple values of the k parameter, which is tuned to deal
with low and high coverage regions in order to possibly reduce fragmentation and repeat
collapsing. Using such dBG variants, the algorithm of SPAdes is able to deal with issues
such as sequencing errors, uneven coverage, insert-size variation, and chimeric (paired)
reads.
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4.1.4 Branch-and-bound assemblers

A completely different strategy, that does not focus on employing heuristic to circumvent
the NP-hardness of the theoretical problem but tries to solve it in exactly, has been
recently explored by Narzisi and Mishra in [127].

Their idea consists in performing a constrained search (within the solution space)
while pruning implausible layouts. Such a branch-and-bound (B&B) approach is based
on a collection of well-chosen score functions which characterize different structural
properties.

B&B represents a different — and interesting — point of view on the assembly problem
and, for this reason, it deserves a separate category. At this moment, the only B&B
assembler available is SUTTA [127].

SUTTA. At a high level, SUTTA generates (potentially) all possible consistent lay-
outs, organizing them as paths in a structure called double-tree (or D-tree) rooted at
randomly selected seeds (i.e., reads). Paths are progressively and concurrently evalu-
ated by the aforementioned score functions. The possible exponential search space of the
D-tree is addressed by pruning many redundant and uninformative branches of the tree
(i.e., transitively deducible paths, those unsupported by paired reads, and extremely
low-coverage paths).

The strength of this scheme is that, in principle, it can be easily extended to deal
with different kinds of data (paired reads, optical maps, etc.) and, possibly, future
technologies.

4.1.5 De novo assembly with long and noisy reads

The availability of TGS datasets can be exploited in many ways to build — or just
improve — de novo assemblies. Moreover, it is going to be particularly useful for large
and complex genomes, where the high percentage of repeats makes short-read assemblers
often inadequate for achieving satisfactory results. Yet, the high error-rate provided by
currently available technology poses additional algorithmic challenges and the need to
devise novel and effective methods.

Nowadays, different kinds of assembly procedures have been developed (mostly for
PacBio reads) and they can be grouped according to the following four categories.

e TGS-only: it involves the exclusive use of TGS libraries. Sequences are usually
corrected before assembling them using an OLC algorithm. HGAP [39] is prob-
ably the best known pipeline in this category. Recently, also pacBioToCA [90]
implemented this strategy.

e Hybrid: combining the high-quality NGS reads and the large-length TGS reads
allows to produce very long genomic contigs that otherwise would require costly
low-throughput techniques. Cerulean [49], pacBioToCA [90], and dBG20LC [194]
are three implementations of this methodology.

e Gap filling: gaps inside the scaffolds of an existing paired-read-based assembly are
reconstructed using TGS sequences. A tool available for this task is PBJelly2 [55].
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Figure 4.3: A sketch of HGAP. Source: [39].

e Scaffolding: scaffolds are built using TGS reads to join contigs of an assembly
constructed with NGS data. Known tools for scaffolding using PacBio reads are
AHA [17] and PBJelly2 [55].

HGAP. The Hierarchical Genome Assembly Pipeline involves three main phases.

First, longest reads are used as seeds and, through a directed acyclic graph-based
consensus procedure, they are corrected using the smaller reads in order to build a set
of highly accurate pre-assembled reads (see Figure 4.3)

Second, corrected sequences are assembled with the Celera Assembler [123]. How-
ever, in principle any assembler could be considered in the pipeline (yet OLC assemblers
are better suited for this task). Indeed, the quality of the resulting draft assembly de-
pends on coverage and length distribution with respect to the repeat content of the
genome.

Third, in order to significantly reduce remaining indels and single-base errors, a
quality-aware consensus algorithm that uses the quality scores provided by the PacBio
platform should be used. For instance, the Quiver algorithm can be used to derive a
highly accurate consensus sequence.

pacBioToCA. Thanks to the uniform distribution of errors in PacBio reads, it has
been shown that such reads can be effectively corrected using an NGS dataset in order
to obtain highly accurate sequences [90]. For instance, short reads can be mapped using
aligners like NovoAlign [72] and GMAP [192], able to tolerate larger edit distances.
This kind of alignment is however computationally expensive and requires a quite large
running time even for bacterial datasets. Formerly, pacBioToCA was a pre-processing
tool based on this idea. A recent version, however, employs MHAP [21] for a faster
overlap detection and to perform error correction using the same input TGS reads.
Corrected reads are then assembled using the latest version of the Celera Assembler.

Cerulean. Cerulean is a hybrid assembly approach to produce high-quality assemblies
using [llumina PE reads and PacBio long reads. The peculiarity of this tool is to avoid
using short reads directly. Instead, it requires a short-read assembly graph structure to
be generated with an existing assembler (e.g., ABySS [162]). Specifically, an assembly
graph consists of nodes corresponding to contigs and edges representing putative adja-
cencies. Cerulean’s output is then built using a mapping of PacBio reads to the contigs
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using BLASR [34].

The alignment of long reads to very short contigs might generate several spurious
connections in the assembly graph. In order to mitigate this issue, the algorithm of
Cerulean initially operates with a simplified representation of the assembly graph, con-
sisting exclusively of long contigs. The graph is then improved by iteratively adding the
smaller sequences.

dBG2OLC. The relatively high sequencing depth (usually 50-100x ) required in order
to perform the error correction of long noisy reads is making the transition from NGS
to TGS technologies quite slow [194]. In view of this, Ye et al. devised a novel assembly
technique which maintains a comparable accuracy while requiring a significantly lower
sequencing coverage (approximately 10-20x) with respect to existing solutions.

Specifically, the idea implemented in their hybrid assembler ({BG20LC) is to anchor
TGS reads to the dBG contigs obtained from a NGS dataset. Additionally, each long
read is compressed into a list of anchors in order to allow pair-wise alignments to be
computed much more efficiently. Subsequently, an overlap is built directly from the
compressed reads and a consensus is devised from linear regions of the graph to finish
the assembly.

Compared to other existing approaches such as pacBioToCA and HGAP, it has
been shown that dBG20OLC can produce decent assembly drafts while using orders of
magnitude lower computational resources (both memory and time) and requiring a much
smaller TGS-read coverage.

4.2 Assembly validation

Many biological questions are tightly connected to the analysis of genome sequences and,
hence, to the assembly problem. For example, studies showed that genome structural
variations are related to numerous diseases [170] (e.g., Parkinson’s and Alzheimer’s).
Nevertheless, knowledge provided by the comprehension of genomes is not only impor-
tant to understand (and possibly treat or prevent) disease traits but also for studying
the evolution of living organisms. For these reasons, being able to obtain an accurate
reference genome is mandatory to perform a large number of downstream analyses.

While since the first sequencing project different theoretical models and a large
amount of clever heuristics have been proposed in order to handle errors and to efficiently
provide a reliable genome assembly, yet a small effort has been done on the equally
important assembly validation task.

For many years, assemblies have been evaluated using mostly inappropriate metrics
(e.g., NG50, mean contig size, etc.) which just reflect contiguity at the expense of
correctness. Also, with the advent of high-throughput sequencing, the assembly problem
became more difficult due to the shorter read length and this increased the chances of an
assembler to make mistakes in the assembly process. As a matter of fact, Alkan et al. [12]
criticized two major achievements: the assemblies of the Han Chinese and the Yoruban
individuals [98] (both sequenced with Illumina reads). In particular, approximately 420
Mbp of missing (repeated) sequences were identified from the Yoruban assembly and it
was estimated that both miss almost the 16% of the genome sequence. For this reasons,
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as the number of NGS projects keep growing, the need of standard and reliable validation
methods is becoming every day more impelling.

4.2.1 Validation metrics.

The validation of an assembly should account for three main traits: contiguity (i.e., the

length of its contigs), completeness (i.e., the percentage of the genome that has been

assembled), and correctness (i.e., the number of errors introduced by the assembler).
One of the most used metric to estimate contiguity is certainly the N50.

Definition 4.1 (N50 and NG50). Let A = {C4,...,C,} be an assembly and assume
that |C;| > |Ciya], for i = 1,...,n (i.e., contigs are sorted by non-increasing length).
Then, the N50 is defined as the length |Cy|, where k is the minimum integer such that:

k

poNted 20.50-Zn:|0i|.

i=1 i=1

In other words, it corresponds to the maximal length IV of a contig in A such that at least
half of the total assembly size is “covered” by all contigs with length greater or equal
than N. The NG50 is defined similarly, with the only difference that the cumulative
assembly size is replaced by the estimated genome size.

Other widely used statistics concerning contiguity and completeness are the number
of contigs, the average length of contigs, and the total assembly length. As shown in
[128], however, the exclusive use of contiguity measures should be avoided and, therefore,
more sophisticated metrics shall be taken into account. In fact, the main downside of
length-based statistics is being completely unrelated to assembly correctness. Think of
an assembler that blindly glues most of its contigs producing an assembly characterized
by a very large N50 and few long contigs. However, these contigs most certainly will
contain a too large number of mis-assemblies to be useful in downstream analyses.

Assuming a reference genome is available, it is possible to compute a precise charac-
terization of errors by aligning the assembly to the reference sequence. A representative
study of reference-based approaches is presented in [106, 154] and will be briefly dis-
cussed in Section 4.2.2. Other reference-based approaches consist in comparing a de
novo assembly with a similar finished genome [97,102] or with conserved sequences of
related organisms [40].

If a reliable reference sequence is not available, instead, the evaluation of correctness
is more difficult and it is usually carried out exploiting read mappings [82,141] (but also
optical maps [199]) in order to compute quality measures — often referred to as features
— such as:

e read coverage: regions exhibiting an unusual coverage may indicate mis-assemblies
such as translocations (i.e., junction of far apart genomic loci), repeat expansion,
or repeat collapse.

e paired reads accordance: a region presenting a high-enough number of correctly
aligned reads with unmapped mates (or mapped at an unexpected distance) is
a good indicator that a mis-assembly occurred. This situation usually involves
either translocations, insertions, deletions or inversions.
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Figure 4.4: FRC example on Assemblathon 1 assemblies [184].

e k-mer frequencies: by comparing those of k-mers in input reads with frequencies
of k-mers in the assembly, it is possible to identify putative errors in presence of
unexpected k-mer multiplicities.

In [141], a tool called amosvalidate was proposed with the goal of identifying a set
of features able to report regions or evidences that likely represent assembly errors in
contigs. Their approach definitely represented an improvement over the traditional —
often overrated — length-based evaluations.

More recently, Narzisi and Mishra [128] exploited this pipeline to introduce a novel
reference-less metric which captures the trade-off between correctness and contiguity:
the Feature Response Curve (FRC). More precisely, the FRC allows to characterize the
sensitivity (coverage) of contigs as a function of the number of features (see Figure 4.4).
The curve is built as follows: first, contigs are sorted by length in descending order and,
then, for each feature threshold T, only the longest contigs whose number of features
is less than T are considered to compute the genome coverage. As a rule of thumb,
a steeper curve (which also approach “rapidly” the 100% coverage) usually reflects a
better assembly since it means there are less negative features in the longer contigs.

4.2.2 FEvaluation studies and results

Several works concerning the evaluation of assemblers have been proposed in literature
with the aim of ranking the performance of available tools on different datasets: Assem-
blathon 1 [52], GAGE [106, 154], Assemblathon 2 [26], and the re-evaluation of GAGE
datasets using the FRC [184] are probably the most important ones.

The first Assemblathon contest was made in order to assess the performance of
state-of-the-art algorithms on a synthetic diploid genome (unknown to the participating
teams). Within this study it has been shown that:
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1. it was possible to assemble the genome to a high level of coverage and accuracy;

2. large differences exist between the assemblies (some assemblers performed well
on some metrics but poorly on others), suggesting that further improvements in
current methods can be achieved.

However, it is worth noticing that such evaluation was performed only on a single sim-
ulated dataset, limiting the extent to which the conclusions can be generalized [183].

Similarly, GAGE’s study [154] (and GAGE-B, the bacterial counterpart [106]) eval-
uated several top-notch assemblers on real Illumina datasets. This work showed that
data quality — more than the assembler itself — is a very important factor to obtain high
quality results and it also confirmed the sensible difference of contiguity and correctness
between assemblies of different tools. A criticism against GAGE is that each assem-
bler was tuned in order to maximize the resulting NG50 (this was done to mimic the
typical user behavior). Nevertheless, NG50 has been showed to be the worst quality
predictor [183].

As opposed to the aforementioned studies, in Assemblathon 2 the correct genomic
sequences were unknown. Because of this, various experimental datasets where used,
such as fosmid sequences and optical maps, in order to asses the results. Another goal of
the study was to verify the suitability of different metrics to evaluate assembly’s quality.
What Assemblathon 2 showed is that on challenging genomes (and with a reasonable
amount of sequencing):

1. Assemblers are extremely sensitive to parameters and the performance of different
assemblers varies substantially on the same dataset.

2. The same assembler with the same parameters performs differently on different
datasets.

Despite the FRC allows to evaluate assemblies without the need of a reference se-
quence, the main limitation of the method is that it requires a read layout (missing in
the majority of NGS assemblers). For this reason Vezzi et al. [184] developed a tool
called FRCY*™ which allows to evaluate de novo assemblies by computing the curve
using an alignment-based layout when it is not provided by the assembler (as in many
dBG-based implementations). The tool has been applied to evaluate datasets of Assem-
blathon 1, GAGE, and Assemblathon 2. It was then showed that in many scenarios it
is straightforward to rank assemblers simply by looking at the FRCs and, even when it
is unclear which assembly might be the best, this methodology still allows to highlight
positive and negative aspects of assemblers with respect to each others.



De Novo Assembly Through
Reconciliation

5.1 Background

The advent of Next Generation Sequencing (NGS) technologies made possible to se-
quence virtually all the organisms of the biosphere [109]. NGS technologies are charac-
terized by extremely high data production which makes them affordable to obtain high
coverage of any organism.

The ability to produce high sequence coverage for lots of genomes paved the way to
a large number of de novo assembly projects [45,97]. Despite this, it is now commonly
accepted that de novo assembly with short reads is more difficult than de novo assembly
with long Sanger reads [126]. Short read length and reduced insert size made correct
assembling and positioning of repeats a very crucial and delicate issue. Even though
some works presented high quality results based on NGS data [98,133], de novo assembly,
especially for large eukaryote genomes, is still a holy grail [12,22].

Recently, several evaluations have been presented in literature (see Section 4.2),
trying to rank the performance of assemblers on different datasets. As a byproduct,
these “competitions” showed the extreme difficulty to elect the best assembler. Each
dataset is characterized by different peculiarities and heuristics implemented by each
assembler are usually only partially able to solve the raised issues.

An interesting strategy to improve de novo assemblies has been proposed and goes
under the name of assembly reconciliation [32,200]. The goal of assembly reconciliation
is to merge the assemblies produced by different tools while detecting possible mis-
assemblies and isolating problematic regions. Such a strategy has already been proposed
for Sanger-based assemblies and one of our goals is to adapt and improve it for NGS
data.

Zimin et al. in [200] presented Reconciliator, which is based on an iteration of errors
identification and correction, and merging phases. Using the so called CE statistics they
identify regions likely to contain errors in the assemblies. After this, a global alignment
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between the two assemblies is performed. In order to avoid problems with repeats,
alignment is performed using seeds unique in both the reference and the query sequences.
At this point areas marked as problematic are solved using the assembler with better
CE statistics and possible gaps in the assemblies are filled. The last step consists in the
validation of the merged assembly.

Casagrande and colleagues in [32] proposed GAM (GAM-NGS’s ancestor), a tool
similar to Reconciliator, but able to avoid the global alignment step. In order to identify
similar sequences they searched for areas assembled by the same reads. Subsequently
the notion of “block” is introduced to evaluate sensible local alignments and a graph
is built to describe global relationships between the two assemblies. When confronted
with problematic regions (e.g., loops and bifurcations in the graph), GAM uses one of
the assemblies as guide.

Both Reconciliator and GAM have advantages/disadvantages on one another (e.g.,
GAM does not need a global alignment while Reconciliator does, however GAM was not
able to detect and correct mis-assemblies). Nevertheless, both tools share the limitation
that they are tailored for Sanger-based assemblers. As an example, they both need a
layout file (usually an afg file) describing for each read the (unique) position where it
has been used. In NGS assemblers, such a layout file is provided by a small minority of
tools (e.g., Velvet, Ray and SUTTA). Moreover, another limit of both tools is the fact
that the two input assemblies must have been produced using the same set of reads.

Recently, several new tools appeared, tackling the problem of assembly reconcilia-
tion using NGS-like datasets: GAA [193], ZORRO [7], Mix [168], GARM [167], and
Metassembler [190].

GAA performs a global alignment between two assemblies (using BLAT). The align-
ment is used to build the so called Accordance Graph in order to merge the assemblies.
In the merging phase reads are used to solve possible inconsistent links in order to out-
put a correct assembly. Morover, GAA focuses more on avoiding the introduction of
mis-assemblies instead of correcting them.

ZORRO performs a first error correction phase directly on the original contigs and
then a global alignment using nucmer. The alignment is used to order contigs and
deriving a consensus sequence. The main drawback of both GAA and ZORRO is the
mandatory global alignment phase between the assemblies, which is not only a com-
putational expensive step, but, in presence of ortholog and paralog sequences, it may
produce a large number of false links affecting merging performances. ZORRO has been
explicitly designed for short genomes (as size increases, merging is not feasible).

Mix is a tool that merges two or more draft assemblies, aiming to reduce contig
fragmentation and to speed up finishing of bacterial genomes. The algorithm is based
on a extension graph which models prefix/suffix overlaps among contigs of the input
assemblies. Mix then determines a set of non-overlapping maximal independent longest
paths to merge contigs. The tool, however, does not try to correct errors but instead it
focuses just on (blindly) improving contiguity without taking into account more quali-
tative metrics (we already emphasized in Section 4.2 that contiguity is a bad indicator
for assessing correctness). Moreover, the computational complexity of this method can
be exponential in the size of strongly connected components (SCCs) in the graph. For
this reason, Mix might not be well suited to work on large and complex genomes, where
large SCCs are expected.
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GARM, like GAM-NGS, also treats assemblies asymmetrically but — differently from
GAM-NGS — it chooses the better assembly according to several statistics. GARM’s
pipeline works as follows: (i) nucmer is used to align assemblies to each other; (ii)
ambiguous overlaps and inclusions are removed; (iii) a layout is generated along with a
consensus scores (iv) contigs are merged exploiting also their orders in scaffolds.

Metassembler, finally, is based on the extensive use of compression-expansion statis-
tics in order to iteratively merge assemblies two at a time. First, Metassembler uses
nucmer to align the input assemblies and to find breakpoints (i.e., the boundaries of
found alignments). Then, for each region between breakpoints, the assembly with the
best compression-expansion statistics is chosen for generating the output.

Other tools that belong to the assembly reconciliation family are MATA [130], e-
RGA [33], and the Velvet’s Columbus module. However, they focus more on enhancing
de novo assembly results guided by a reference sequence belonging to closely related
species, than on pure reconciling de novo assemblies.

With this picture in mind we developed GAM-NGS (Genomic Assemblies Merger for
Next Generation Sequencing) whose primary goal is to merge two assemblies in order to
enhance contiguity and possibly correctness. GAM-NGS does not need global alignment
between contigs, making it unique among assembly reconciliation tools. In this way not
only a computationally expensive and error prone alignment phase is avoided, but also
much more information is used (total read length is usually one or two order of magnitude
higher than the mere assembly’s length). Read alignments allow the identification of
regions reconstructed with the same reads, thus isolating natural candidates to represent
the same genomic locus. GAM-NGS merge-phase is guided by an Assemblies Graph
(AG). AG is a weighted graph and this is another specific feature of our tool. Weights
indicate the likelihood that a link is part of a correct path. AG allows GAM-NGS to
identify genomic regions in which assemblies contradict each other (loops, bifurcations,
ete.). In all these situations weights are locally used to output the most reliable sequence,
given the information in AG.

GAM-NGS requires as input two assemblies and a SAM-compatible alignment (e.g.,
obtained with BWA [95], ERNE [48]) for each input read library and each assembly.
GAM-NGS can also work with assemblies obtained using different datasets, as long
as the set of reads aligned on the assemblies is the same. It is important to note
that, mapping reads back to the assembly is practically a mandatory phase for a large
number of downstream analyses (e.g., SNP calling, repeat analyses, etc.) and therefore
represents no extra cost.

We tested GAM-NGS on six datasets. We used three GAGE datasets [154] in order
to evaluate GAM-NGS and to compare it with other assembly reconciliators (i.e., GAA
and ZORRO). Moreover, in order to show GAM-NGS data and “biological” scalability,
we tested it on three large plant datasets: a Prunus persica genome (227 Mbp, double
haploid), a Populus nigra genome (423 Mbp, heterozygous) and a Picea abies genome
(20 Gbp, diploid and highly repetitive). GAM-NGS turned out to be able to correctly
merge these assemblies, significantly improving the results achievable using only one
assembler. Statistics computed on GAM-NGS outputs show comparable results with
respect to other assembly reconciliation tools. Nevertheless, GAM-NGS is always the
fastest and the least computationally demanding tool, which makes GAM-NGS the best
candidate for large datasets.
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5.2 GAM-NGS: efficient assembly reconciliation us-
ing read mapping

GAM-NGS’s main idea is to identify highly similar fragments between two assemblies,
searching for regions sharing a large amount of mapped reads. The assumption is that
areas built using the same reads most likely represent the same genomic locus.

The vast majority of NGS assemblers does not return a layout file as output (i.e., a
file, usually in afg format, listing along the assembly the reads used and their positions).
In order to overcome this limit, GAM-NGS approximates the layout file using reads
aligned back to the assembly: an analysis step almost mandatory in all de novo assembly
projects. Such an approximation might be prone to errors: as an example, consider
a genome containing (almost) perfectly duplicated regions. In such a case genomic
read belonging to any two repeated sequences will be randomly assigned to one of the
two copies. In order to keep problems related with repeats, at least partially, under
control, GAM-NGS uses only reads uniquely aligned (i.e., mapped to a single position),
discarding all reads that have been ambiguously aligned (i.e., characterized by two or
more high-score alignments).

As a matter of fact, since assemblers implement different heuristics — if this was not
the case, merging would be trivial and pointless — they may contradict each other by
presenting a diverse sequence order or erroneously splicing (e.g., scaffolding) sequences
belonging to different genomic regions. Thus, it is compulsory to identify these situations
and, possibly, solve them. To address this problem we used a graph structure — the
Assemblies Graph (or AG) — which records and weights the most probable order relation
among regions (blocks) where the same reads are mapped.

Once AG is built, GAM-NGS identifies “problematic” regions, signalled by specific
sub-graph structures. Such local problems are solved by selecting the path in the graph
that maximizes a set of measurable and local features, suggesting the assembly’s correct-
ness. Some of these features are borrowed from [183] and are computed using pairing
information coming from aligned paired-end and possibly mate-pair reads libraries. If
there is not enough evidence to decide on assembly correctness (e.g., weights are too
close to each other), we chose to be as conservative as possible, electing one of the se-
quences as master, the other one, therefore, becoming the slave. In the following sections
we will denote the master assembly as M and the slave one as S.

After this last phase, GAM-NGS visits the simplified graph, merges contigs finding
a consensus sequence and finally outputs the improved assembly.

5.2.1 Definitions

Let X be an alphabet and X* be the set of finite-length strings from . For every s € ¥*
we will denote by |s| the number of characters in s. In our context reads and contigs
are elements of ¥*, where ¥ = {A,C, T,G,N}. With R = {ry,72,...,7,} we denote the
set of reads aligned against both M and S, which are the master and slave assemblies,
respectively. Usually R is the set, or a subset, of reads used to assemble both M and S
and its elements may belong to different paired read and mate pair libraries. However,
alignments of reads belonging to different libraries should be provided into separate
alignment files, in order to exploit the information of different insert sizes.
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Let r1, o be two reads aligned against the same contig C' (with C belonging to either
M or S). Fori € {1,2}, let begin(r;) and end(r;) be the positions in C where the first and
last base of r; are aligned, respectively. Therefore, we can assume begin(r;) < end(r;),
for i € {1,2}. We say that r1 and ro are adjacent if and only if begin(ry) < end(r1) + 1
and begin(ry) < end(rs) + 1.

Given a contig C' belonging to assembly A, a frame over A is defined as a maxi-
mal sequence of reads r1,...,r, mapped against A where r;, 7,41 are adjacent (i.e.,
overlapping or close enough) for ¢ = 1,...,n — 1. Thus, a frame F can be identified
by the contig where its reads are aligned and the interval [begin(F),end(F)], where
begin(F) = min { begin(r;) |i=1,...,n} and end(F) = max{end(r;) | i=1,...,n}.
Moreover, we define the length of a frame F' as |F| = end(F') — begin(F) + 1.

Given two different assemblies M and S, we define a block B as a pair of frames
(one over M and one over S) consisting of the same sequence of reads rq,...,r,, and
the size of the block as the number of reads from which it has been constructed. If the
majority of the reads r; are aligned with opposite orientations on the two frames, we
say that B is discordant. Otherwise, we say that B is concordant. We remark that we
are interested in finding blocks where the sequence of reads (the frame) is maximal (i.e.,
it cannot be extended further with other reads). Ideally, blocks should represent those
fragments of the considered genome which have been built in accordance by both the
assemblies.

In the following we will first explain how blocks are built from alignments and then
we will show how blocks are filtered in order to avoid spurious blocks produced as
consequence of the existence of similar genomic regions. After this we will illustrate the
Assembly Graph construction, the handling of the problematic regions identified on the
graph and, lastly, how the merging phase is carried out.

5.2.2 Blocks construction

The first, and most computational demanding, step of GAM-NGS’s outer algorithm is
the identification and construction of blocks between assemblies M and S. The basic
input format are BAM files (i.e. files in the, by now, standard alignment format).
Alignments are assumed to be ordered by their contig identifier and by the alignment
position.

The procedure starts by loading into a hash table H all the reads uniquely mapped
on M. Once H has been populated, uniquely mapped reads on S are processed. In
particular, for each read r, we perform the following steps:

e if r is not present in H, we will not use it for blocks construction;

e if r is adjacent to a previously created block B (i.e., adjacent to a read contained
in both its frames), then B is extended using r;

e otherwise, a new block, started by the single read r, is built.

Storing in main memory all the alignments of M and going through all the alignments
of S may easily become a major computational stumbling block. For this reason we
carefully designed the data structures and the relative manipulation algorithm. Each
uniquely aligned read requires only 21 bytes: 8 bytes for its identifier, 4 bytes for contig’s
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identifier, starting and ending position, and 1 byte for mapping orientation (reverse
complemented or original strand). Moreover, we decided to store them in a memory
efficient hash table such as Google’s SparseHash [3], which is characterized by a 2 bits
overhead per entry.

For each processed read r mapped on a contig C' of an assembly A, we define the
scope of r as the set of blocks whose frame on C' is adjacent to . We exploit the fact
that input alignments are ordered, during the blocks construction phase: if a block B is
“out of scope” for the current processed read r then B will not be successively altered.
If the size of B is higher than a user predefined threshold B,,;, then B is saved into
secondary memory and main memory space is released. Otherwise, B is discarded. The
rationale behind the B,,;, threshold is that blocks consisting of only few reads are likely
to be a consequence of alignment errors or chimeric sequences.

5.2.3 Blocks filtering

A typical problem common to all assembly reconciliation tools is that, especially with
highly repetitive genomes, similar regions belonging to different genomic areas might
be merged (such a problem is also common among de novo assemblers). In particular,
GAM-NGS may build blocks between regions that attract the same reads only because
they are similar (note that perfect genomic repeats are not a problem because in this
case reads will be ambiguously aligned). This situation not only complicates Assemblies
Graph’s structure, but it also suggests the presence of problematic regions (i.e., errors)
in sequences that are, in fact, correct. To limit this problem, GAM-NGS runs two
additional filtering steps before the graph construction: one based on depth-of-coverage
analysis, and the other one on block-length considerations.

More specifically, considering a block B with frames Fys, Fis, on M and S, respec-
tively, GAM-NGS computes for each frame two different types of coverages: a block
coverage BC and a global coverage GC. For instance, considering the frame on the
master assembly Fis, let Rr,, be the set of all reads uniquely aligned on Fjy, while let
be Rp,, the set of reads uniquely aligned on F; and used as part of block B. Clearly,
Re, € Rp,, . Moreover, we define the block coverage of Fys as

Srer, |7
BCp,, = W
and the global coverage of F); as
S rern, Il
GO = Rl

At this point, GAM-NGS keeps only blocks satisfying the following condition:

BCp,, BCp,
> T,
ax { GCr,, GCr. | =

where T, is a user defined real number in the interval [0,1]. The idea is to get rid of
blocks built using a low amount of reads compared to the number of mapped reads on
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both frame intervals (see Figure 5.1).

Figure 5.1: Blocks construction in GAM-NGS. Blocks are identified by regions belonging
to M and S that share a relatively high amount of mapped reads. In this figure, blue
reads identify clusters of adjacent reads that are uniquely mapped in the same contig of
both the assemblies. Moreover, GAM-NGS discards blocks like B3 that contains a small
amount of shared reads compared to the number of reads aligned in the same regions
(e.g., in Bj these are less than 35% and this block may create a wrong link between
contigs).

We decided to use the maximum between the two ratios in order to avoid the removal
of blocks corresponding to heterozygous regions: it may happen that one assembler
returns both alleles while the other returns only one of them. In this case, the proportion
of reads used in the block should be close to 1 and 0.5, respectively.

The second filtering step is based on the length of block’s frames. In particular, given
a block B composed of frames Fyy,, Fs; on contigs M; € M and S; € S respectively, B
is retained if

> min{0.3 - [M;|,Ti} V |Fs,| > min{0.3 - [S;], 11},

where T; is a user-defined threshold. Nevertheless, when this condition is not satisfied
we still retain the block if any of the following conditions is satisfied: there are other
blocks between M; and S satisfying the condition or this is the only block between the
two contigs. The rationale is, again, to discard blocks that are likely to be consequences
of wrong alignments or chimeric regions, while keeping small blocks that can still witness
insertions or deletions by one of the two assemblies.

5.2.4 Assemblies graph construction

For each assembly, we can define a block order relative to an assembly exploiting frames’
order along its contigs. In particular, consider an assembly A and two blocks B; and
By with frames F{* and F3, respectively, both on A. We say that By comes before B
with respect to A if and only if both F{* and F3 lie on the same contig C4 and F{
comes before F3' (i.e., begin(F{') < begin(Fs')) and there is no frame F3' lying over
C 4 for which F{! comes before Fy' and Fj' comes before Fj'.

It is important to point out that this block order strictly depends on the consid-
ered assembly, since the same genomic region may have been reconstructed on opposite
strands in the input assemblies. Thus, there may be cases where B; comes before By
with respect to M, but By comes before By with respect to S. In this scenario, block
orders of the two assemblies may contradict each other (leading to cycles in AG) even
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when there is no contradiction at all.

Our goal is to determine a consistent order of blocks among each contig of both the
assemblies. To facilitate that, we build a Contigs Graph (CG) which consists of a vertex
Vi, for each contig M; € M and a vertex Vg, for each contig S; € S. Two vertices Vi
and Vi are connected by an undirected edge if and only if U and W belong to different
assemblies and have at least one block over them.

For each edge e connecting two vertices Vi, Vs,, we assign the weight

rt r
We = max
¢ rt+r="rt+r= )’

where rT and r~ are the number of reads belonging to concordant and discordant blocks
between M; and S;, respectively. For each vertex V' the weight wy is then computed,
corresponding to the mean of its incident edges’ weights (this mean is weighted on the
overall size of all blocks connecting two contigs). The main idea is that edges’ weights
will have a value close to one when the majority of the reads composing the blocks are
mapped either with the same orientation or with the opposite orientation. In the former
case contigs will most likely have the same orientation, while in the latter case one of
the two contigs must be complemented and reversed.

In more detail, let @ be the set of processed vertices. At first, for each connected
component of CG, we insert into Q a vertex V which maximizes wy and we set the
original blocks’ order for V’s contig. Then, we repeat the following steps until all
vertices of the graph belong to Q:

e Pick V € Q with largest wy;

e Let adj(V') be the set of the vertexes adjacent to V. For each vertex Viy € adj(V),
we set the order of blocks on U depending on whether the majority of reads belongs
to concordant or discordant blocks and according to blocks’ order of V’s contig;

e adj(V)’s elements are added to Q and we remove V’s incident edges from the
graph, updating vertices’ weights.

The rationale behind this heuristic is that, at each iteration, we set the order of the
blocks over one of the contigs for which we have the clearest evidence. However, this
is a simple (yet effective) procedure to compute a consistent blocks’ order among the
assemblies and we plan to improve it in order to have a higher guarantee of avoiding
the introduction of “false contradictions” (i.e., cycles) in AG.

With the updated blocks order we are now able to build the Assemblies Graph (AG):
a node Vg is added for each block B, while edges connect blocks that share at least one
frame on the same contig. In particular, if a block By comes before a block By with
respect to M or S we put a directed edge from Vg, to Vg, (see Figure 5.2). Notice that,
since we are considering the merging of two assemblies, each node cannot have an input
or output degree strictly greater than two.

Moreover, during AG construction, we add to each edge a weight characterized by a
series of features that are evaluated within the region relative to the blocks related to
the vertices connected by the edge.

Let Vg,, VB, be two nodes linked by an edge (i.e., By comes before By on a contig
C of either one of M and S). Let F; and F, be, respectively, their frames on C.
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Then, we compute the number of reads that have a correctly placed pair (or mate)
that spans the gap between F} and F, and the number of reads that are expected
to have their pair (or mate) correctly placed and crossing over F; and Fy which is
unmapped or mapped to a different sequence. In particular, a read 7/, mapped on
a contig C, has a correctly placed pair (or mate) r” if begin(r”) is inside the region
[begin(r') 4+ (m—3-sd), begin(r') + (m+3-sd)] and |C| > begin(r’) + (m+3 - sd), where
m and sd are the mean and the standard deviation of the insert size of the library,
respectively. Furthermore, we also compute values such as coverage and number of
wrongly oriented pairs (or mates). These weights are used to determine the likelihood
that a link represents a correct path allowing us to take motivated decisions in case of
problematic regions witnessed by non-linear graphs (i.e., bubbles, bifurcations, etc.).

M 1 M. 2 A/[d

B1 BQ B3 B4 B5

S] SQ S3

Figure 5.2: Example of AG construction. Let M = {M;, M2, M5} and S = {51, S2, S5}
be the master and slave assemblies, respectively. B; comes before Bs in both S; and
M so a directed edge connects Vg, and Vp,. The same also applies for Vg, and Va,,
since By comes before Bs in S;. Moreover, an edge is added between Vp, and Vg, as
Bs comes before By in Ms.

Every path in AG corresponds to a sequence of blocks such that every pair of con-
secutive blocks lies on the same assembled sequence for at least one assembly. Thus, we
can exploit AG to integrate or extend contigs.

Also, it is important to notice that if we consider AG disregarding edges’ orienta-
tion, more than a single connected component can be present. We exploited this fact
implementing GAM-NGS in a way that it can correct and merge contigs handling single
connected components in parallel.

5.2.5 Handling problematic regions

Even if we build AG using the previously described method, block orders suggested
by assemblies may contradict each other. For instance, suppose two blocks lie on a
single contig in both the assemblies with opposite order with respect to M and S. This
scenario will lead to a cycle in AG. Moreover, strongly connected components (SCCs)
containing at least two nodes denote a situation where M and S disagree on the order
of some blocks. To find these kind of contradictions we used Tarjan’s algorithm [177] to
determine SCCs in linear time while visiting AG.

Another possible problem is represented by divergent paths that may indicate situ-
ations where assemblies locally behaved differently: one assembler extended a sequence
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in a different way with respect to the other. In particular, we can exploit edges’ weights
to perform choices that are locally optimal (e.g., in the presence of a bifurcation the
path minimizing the evidence of mis-assemblies will be chosen) in order to output a cor-
rect sequence. In situations where weights/features do not allow us to take a position
(e.g. similar weights), we decided to be as conservative as possible, trusting only contigs
belonging to the master assembly.

Among the various graph structures generated by discordant assemblies, bubbles and
forks are the most common ones (see Figure 5.3 and Figure 5.4). Bubbles consist of a
path that first diverges and then converges back. Forks, instead, contain only divergent
or convergent paths. We can spot and distinguish these two structures with a simple
depth-first traversal of AG. Such structures can nest in highly complex scenarios and,
at this stage, we decided to deal only with graphs for which we have a good guarantee
that they will be handled correctly. In particular, we took care only of cycles involving
exactly two nodes and bifurcations not involving any bubble.

Handling cycles involving exactly two nodes

Cycles involving only two nodes may indicate inversions along the same contig in both
M and S. To solve this particular kind of loop we can exploit mate-pair and pair-end
reads’ orientation. In [183] it has been shown how the use of mate-pair-happiness [141]
is one of the best methodologies to detect mis-assemblies.

If the graph is indeed the result of two inverted blocks in one of the two assemblies,
contigs pairs will be mapped with the correct orientation in only one of the two (see
Figure 5.3). Hence, if we are able to find a minimum number of reads that are aligned
properly in one contig and with the wrong orientation in the other one, we can include
the correct sequence in the improved assembly. Otherwise, we chose to directly output
the sequence of the master assembly.
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Figure 5.3: A 2-node cycle in AG witness a putative inversion along a single contig in
M and S. If there actually is an inversion, then mate-pair reads are aligned with the
wrong orientation in one of the two contigs. We can use this information to provide in
output a correct sequence (the blue one in the picture).
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Handling bifurcations

Graphs containing bifurcations may signify biological repeats or mis-assemblies. We
will only show how we handle nodes with output degree equal to two, since nodes with
input degree equal to two can be treated symmetrically. Let B be a block such that Vg
has two outgoing edges to Vg,, and Vp,. Let M; € M be the contig shared between B
and By, and S; € S be the contig between B and Bg. In order to solve this scenario
we focus on where reads placed on frames defined by B have their respective paired
read (or mate): do they end up in By or Bg? See Figure 5.4 for an illustration of this
case. Let nj; and ng count the number of mates mapped to Bj;’s and Bg’s frame,
respectively. Given a read library with mean insert size m and standard deviation s,
we define uys (respectively ug) as the number of reads mapped on the frame defined by
B such that their pair/mate, accordingly to library orientation, is not aligned within a
region of length m + 3s (i.e., insert size spanning) in Bj,’s frame on M; (respectively,
in Bg’s frame on S;). If M; (or S;) is so short that it is included within the insert size
spanning of a read placement, then that read is not used to compute ups (or ug).
For instance, if we find that

n n
ﬂZTU A iSTLv

Up us

where Ty > T, are two threshold values in [0, 1], we may be able to spot a mis-assembly
in S;. Conversely, if we find that
n

Z>1 A X<,

us Un
we may be able to spot a mis-assembly in M;, as in Figure 5.4b. If we are not in any of
the two previous situations, it might mean that either blocks are too distant to let us
discover the mis-assembly or B has been built due to a repetitive sequence. In this case,
to avoid the introduction of errors in the improved assembly, we do not risk resolving
the bifurcation and instead simply output the master’s contigs.
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(a) Biological repeat (b) Putative mis-assembly

Figure 5.4: Bifurcations in the Assemblies Graph may spot biological repeats or mis-
assemblies. In panel (a), paired reads do not solve the bifurcation and we might face a
biological repeat. In panel (b), paired reads on M; might help us to spot a mis-join in
the assembly.
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5.2.6 Merging

After solving problematic regions in AG, we can visit maximal disjoint paths in order to
produce a draft alignment of contigs belonging to different assemblies. Such alignment
is based on reads mapping and might be inaccurate (e.g., regions having low identity).
Therefore, we perform a semi-global alignment algorithm [180] (a banded variant to save
memory) to make sure that contigs have a high similarity (i.e., at least an identity of
95%) and should be merged.

We decided not to return a consensus, since there is no guarantee that it would be
better than the two original sequences. Therefore, we decided to output the sequence
belonging to the assembly that locally shows the best CE statistics [200] for insert sizes.

We also tried to avoid the introduction of duplicated regions, closing a gap between
two contigs of M linked by a contig of S if and only if semi-global alignments on both
ends of the region do not drop below 95% identity (see Figure 5.5).

After this phase, we obtain a set of merged contigs that we called paired contigs. To
obtain the final improved assembly we simply output this set along with contigs of M
that were not involved in any merge.

]\11 AIQ AJS
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Figure 5.5: GAM-NGS merging example. During the merging phase, we fill the gaps
between contigs in M and we extend a contig of M only if the corresponding sequence
in S is longer and semi-global alignments at any end do not drop below 95% identity.
Moreover, for regions defined by a block, we output the frame with better CE statistics.

5.3 Results

GAM-NGS’s source code can be freely downloaded from [6]. It has been written in C++
and has been tested on Linux operating systems.

Validation of GAM-NGS’s output has been performed on public data, for which re-
sults obtained by various assemblers are public as well. In particular, we chose three real
datasets (i.e., Staphylococcus aureus, Rhodobacter sphaeroides and human chromosome
14) downloaded from GAGE’s website [5] (see Table 5.1) for which a reference genome
is available. Moreover, we chose to test GAM-NGS on larger datasets such as Prunus
persica, Populus nigra and Picea abies, in order to show our tool’s scalability.

It is also important to point out that datasets provided by GAGE represent a useful
instrument to evaluate GAM-NGS for a number of different reasons. First, GAGE pro-
vides state of the art datasets formed by several paired end and mate pairs libraries. Sec-
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Table 5.1: Reference genomes and libraries of GAGE datasets.

. Genome . Average read Insert
Organism Library Coverage
length (bp) length (bp) size (bp)
Fragment 101 180 29X
S. aureus 2,903,081
Short jump 96 3500 32X
F t 101 180 31X
R. sphaeroides 4,603,060 ragmen
Short jump 101 3500 29X
Fragment 101 180 39X
Human chr14 88,289,540 Short jump 96 3000 12X
Long jump 96 35000 0.2X

ond, it provides highly reliable reference assemblies suitable for benchmarking. Third,
a suite of reusable scripts is available for computing assembly metrics.

Reads available for each public dataset were error-corrected using both Quake and
the Allpaths-LG error corrector. We chose to use the Allpaths-LG error-corrected reads.

Since GAM-NGS (as well as GAA) follows a master/slave approach and many assem-
blies are available for each GAGE datasets, we had to decide which assemblies should
be merged and which should be elected as master.

Evaluating de novo assemblies in absence of a reference sequence is as difficult as de
novo assembly itself. As an example, consider that Assemblathon 2 [26] required more
than a year to evaluate submitted assemblies. GAGE datasets gave us the possibility to
choose the two best assemblies accordingly to GAGE evaluation, however we decided to
be as realistic as possible and to avoid the use of the available reference sequence. To the
best of our knowledge, the only methodology available to evaluate assemblies in absence
either of a reference sequence or of external-validation-data (e.g., fosmid ends, physical
maps, efc.) is based on Feature Response Curve-analysis (FRCurve-analysis) [183].
Recently, a novel tool dubbed FRC?*™ [184], designed for computing a FRCurve from
NGS-datasets, has been presented. Results summarized in [184] show that FRCb*™
is able to effectively detect mis-assemblies. FRC*®™ enabled us to evaluate a de novo
assembly using only an alignment file (given in the standard SAM/BAM format) of a
set of reads (usually the same reads used in the assembly), which is also the same input
required by GAM-NGS.

For each GAGE dataset we plotted the FRCurve [183] using FRC*®™. Then we chose
to merge the two assemblies having the steepest curves (i.e., few negative features in the
longest contigs) and whole length close to the genome size. As expected by the results
shown in [184], we were always able to choose assemblies that, using GAGE’s evaluation
scripts, were characterized by good statistics such as number of errors and corrected
NG50 (i.e., NG50 of the assemblies broken in correspondence of each mis-assembly).
All experiments were performed using both combinations of master/slave assemblies.
We also decided to follow a common “bad practice” electing as best assemblies those
characterized by the longest NG50 (without any consideration on the number of errors)
and run GAM, GAA and ZORRO to merge them.

As far as the three larger datasets were concerned, we merged assemblies obtained
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with CLC [9] and ABySS [162] for Prunus persica and Populus nigra, while we used
GAM-NGS with a whole genome shotgun assembly and a series of fosmid-pools as-
semblies (all assembled with CLC assembler) for Picea abies that, to the best of our
knowledge, represents one of the largest ever sequenced genome.

GAM-NGS’s performance rely on the choice of several parameters: the minimum
number of reads per block By,in, the threshold T, related to blocksaAZ coverage filtering,
the minimum block’s length threshold T;.

Low values of B,,;, increase the number of blocks which leads to a larger memory
requirement and to a potentially more complex Assemblies Graph. Moreover, high
values of T, or T allow us to filter more blocks, running the risk of discarding significant
blocks, while with low values we might keep blocks due to repeats that will complicate
AG’s structure. We decided to set B,,;, = 10, T, = 0.75 and T; = 200 bp for all
experiments on bacteria. Instead, for human chrl4, we set B,,;, = 50, T. = 0.75 and
T; = 500 bp.

To evaluate correctness, we computed statistics using the same analysis script used
in [154] and available for downloading at [5]. In particular, N50 sizes were computed
based on the known size of the genome (NG50) and only contigs longer than 200 bp
were used for the computations. As a consequence of the absence of a reference sequence
in the case of the three new plants genomes we simply returned statistics showing the
improvements in contiguity.

All experiments were performed on a 16 CPU machine with 128 GB of RAM, with
the only exception of Picea abies where we used a machine equipped with 32 CPUs and
2 TB of RAM. GAM-NGS was always executed taking advantage of all available CPUs.
GAA and ZORRO are designed as single-core programs. For this reason, we reported
both CPU and wall clock times for each experiment. Moreover, GAA’s internal call to
BLAT is specified with the parameter ~fastMap which requires input sequences to have
contigs shorter than 5 Kbp. Thus, in each experiment, we had to manually run BLAT,
providing its output to GAA’s call. As we will show later, GAM-NGS was the fastest
tool on the largest GAGE dataset (human chromosome 14).

Time of alignment was added to GAM-NGS’s time but we would like to emphasize
that read alignment is often required in downstream analyses and is also needed when
FRCY™ [184] is used to evaluate assemblies’ correctness.

5.3.1 Evaluation and validation on GAGE datasets

Given the availability of a reference sequence, GAGE datasets allowed us to compute the
actual number of errors within an assembly. We compared GAM-NGS with GAA [193]
and ZORRO [7] in order to obtain a comparison of assembly reconciliation tools as
fair as possible and we used the same scripts used by Salzberg and colleagues in [154],
downloadable from [5].

Staphylococcus aureus

For Staphylococcus aureus’ dataset we chose to merge the assemblies of Allpaths-LG
and MSR-CA. Looking at their FRCurves in Figure 5.6, they seem to be the best two
assemblies for this dataset (SGA looks steeper, however its short contigs contains many
issues according to our analysis). This situation is also confirmed by GAGE analysis,



5.3. Results 73

as both Allpaths-LLG and MSR-CA assemblies have a low number of errors and a large
corrected NG50.
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Figure 5.6: FRCurve of Staphylococcus aureus assemblies. Allpaths-LG and MSR-CA
assemblies reach earlier a coverage close to 100% with the smallest number of features
and, thus, they where chosen to be merged.

As shown in Table 5.2, using Allpaths-LG as master assembly, GAM-NGS was able
to increase Allpaths-LG’s NG50 by ~40 Kbp and to decrease the number of compressed
regions. Table 5.2 also shows us that GAA behaved better as far as compressed refer-
ence bases and corrected NG50 are concerned (GAA’s corrected NG50 is ~5Kbp longer
than GAM-NGS one). However, GAA is affected by duplication events and, more im-
portantly, Table 5.3 shows that it contains one misjoin more than GAM-NGS. ZORRO,
instead, returned a lower NG50 (about half, compared to GAM-NGS and GAA) and a
lower corrected NG50. Moreover, ZORRQO’s output contains more misjoins than GAM-
NGS.

Using MSR-CA in place of Allpaths-LG as master assembly, GAM-NGS was able to
increase NG50 by ~30 Kbp and provide a better corrected NG50 with respect to the
other tools. Moreover, GAM-NGS was able to correct the master assembly problematic
regions, as GAM-NGS output as a lower number of misjoins than MSR-CA. GAA,
instead, using MSR-CA as master assembly, performed better as far as compressed
reference bases are concerned but returned a higher number of misjoins and indels
compared to GAM-NGS. In this case ZORRO returned the minimum number of misjoins
among the three tools but it is also the one with the assembly characterized by the lowest
NG5H0 and the lowest corrected NG50.

In Tables A.1 and A.2 we summarize the results of merging the assemblies charac-
terized by the largest NG50 (i.e., Allpaths-LG and SOAPdenovo), without considering
assemblies’ correctness. The purpose of this test is to demonstrate how important the
input assembly choice is. In particular, when using SOAPdenovo as master (i.e., assem-
bly with largest NG50) and Allpaths-LG as slave, all the three assemblies reconciliation
tools return an assembly characterized by a corrected NG50 lower than master’s one.
Using Allpaths-LG as master, GAA and ZORRO returned a large number of dupli-
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Table 5.2: GAGE statistics (contiguity, duplication and compression) on Staphylococcus
aureus. For each assembler we report the number of contigs greater than 200 bp (Ctg),
the NG50, the corrected NG50 (i.e., computed breaking the assembly at each error),
assembly’s total length, the percentage of short (Chaff) contigs, the length of reference’s
regions which cannot be found in the assembly (Unaligned ref), the length of assembly’s
regions that cannot be found in the reference (Unaligned asm), the percentage of dupli-
cated (Dupl) and compressed (Comp) regions in the assembly. All the percentages in
the table are computed with respect to the true genome size.

Ctg NG5O0 NG50 Assembly Chaff Unaligned Unaligned Dupl Comp

Assembler num (kb)  corr. (kb) size (%) size (%) ref (%) asm (%) (%) (%)
Allpaths-LG 60 96.74  66.23 98.88 0.03 0.61 0.01 0.04 1.26
MSR-CA 94 59.15  48.23 98.60 0.01 1.28 0.00 0.71 0.88
Allpaths-LG + MSR-CA

GAM-NGS 44 141.54 75.82 100.49 0.00 0.44 0.01 0.26  0.99
GAA 40 139.48 80.68 99.52 0.03 0.37 0.01 0.32 0.88
ZORRO 81 74.68 62.85 99.70 0.16 0.32 0.04 0.59 0.88
MSR-CA + Allpaths-LG

GAM-NGS 66 90.47 66.44 100.21 0.01 1.01 0.00 2.03 0.89
GAA 53 131.65 64.43 100.66 0.01 0.95 0.00 1.90 0.79
ZORRO 80 74.64 62.85 99.63 0.14 0.32 0.05 0.53 1.11

Table 5.3: GAGE statistics (SNPs, indels and misjoins) on Staphylococcus aureus. For
each assembly we show the number of SNPs, the number of indels shorter than 5 bp and
greater (or equal) than 5 bp. The number of misjoins is computed as the sum of inver-
sions (parts of contigs reversed with respect to the reference genome) and relocations
(rearrangements moving a contig within/between chromosomes).

Assembler SNPs Indels < 5 bp Indels > 5 bp Misjoins Inv Reloc

Allpaths-LG 79 4 12 4 0 4
MSR-CA 191 23 10 13 6 7
Allpaths-LG + MSR-CA

GAM-NGS 137 9 15

GAA 145 8 16

ZORRO 133 12 8 6 2
MSR-CA + Allpaths-LG

GAM-NGS 214 19 10 9 2

GAA 206 22 15 11 2

ZORRO 262 24 9 7 4
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Table 5.4: Assembly reconciliation tools performances on Staphylococcus aureus. In
GAM-NGS’s entries the first value indicates the time spent in alignment phase, while
the second one is GAM-NGS’s run time.

Tool User (CPU) time Wall clock time
Allpaths-LG + MSR-CA
GAM-NGS 1h 10m 19s + 51s 4m 10s + 17s
GAA 1m 20s 1m 20s
ZORRO 3m 04s 3m 04s
MSR-CA + Allpaths-LG
GAM-NGS 1h 10m 19s + 49s 4m 10s + 17s
GAA 1m 11s 1m 11s
ZORRO 14m 18s 14m 18s

cated regions (providing an assembly much longer than the reference) and they both
introduced more misjoins than GAM-NGS.

Table 5.4 shows running times of the three assembly reconciliation tools. If we
consider the CPU time, then GAM-NGS is definitely affected by the required reads
alignment phase. Instead, if we consider wall time, GAM-NGS’s performance is in line
with the other tools.

Rhodobacter sphaeroides

For Rhodobacter sphaeroides’ dataset we chose to merge Allpaths-LG and MSR-CA
assemblies. Looking at their FRCurves in Figure 5.7, they seem the best two assemblies
to be merged. CABOG and Bambus2 also provide sharp FRCurves on this dataset,
however both assemblies are characterized by a large number of short contigs with
many features (i.e., long tail), and they both fail to fully assemble the genome, as the
total assembly’s length is approximately 90% of the expected one. For these reasons we
discarded CABOG and Bambus2.

As shown in Table 5.5, using Allpaths-I.G as master assembly, we were able to
increase its NG50 by ~10 Kbp. While GAA behaved better than GAM-NGS in terms
of corrected NG50 as its value is ~3Kbp longer, our tool behaved slightly better with
consideration of duplication and compression events. Also in this case, ZORRO has
worse performance among tested tools in terms of contiguity (both NG50 and corrected
NG50). More importantly, Table 5.6 shows that both GAM-NGS and GAA were able
to lower the number of misjoins, while ZORRO introduced a relocation.

When using MSR-CA as master assembly, GAM-NGS was able to increase MSR-
CA’s NG50 by ~27 Kbp, providing a longer corrected NG50 with respect to the two
merged assemblies. Also with this master/slave combination, GAA’s assembly is char-
acterized by a corrected NG50 slightly better than GAM-NGS’s one. Both GAM-NGS
and GAA introduced one additional misjoin with respect to MSR-CA, while ZORRO
was able to correct the master assembly.

Tables A.4 and A.5 also show the results of merging the assemblies with the high-
est NG50 (i.e., Bambus2 and SOAPdenovo). GAM-NGS and GAA have very similar
statistics and for both of them the difference between the NG50 and its corrected value
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Figure 5.7: FRCurve of Rhodobacter sphaeroides assemblies. Allpaths-L.G and MSR-CA
assemblies reach earlier a coverage close to 100% with the smallest number of features
and, thus, they where chosen to be merged. CABOG’s assembly seems better but
provides a low coverage of the genome and, for this reason, it was not taken into account.

Table 5.5: GAGE statistics (contiguity, duplication and compression) on Rhodobacter
sphaeroides. Columns are the same as in Table 5.3.

Ctg NG50 NG50 Assembly Chaff Unaligned Unaligned Dupl Comp

Assembler num (kb) corr. (kb) size (%) size (%) ref (%) asm (%) (%) (%)
Allpaths-LG 204 42.45 34.42 99.68 0.01 0.45 0.01 0.38 0.31
MSR-CA 395 22,12 19.08 97.02 0.01 3.47 0.04 1.05 0.53
Allpaths-LG + MSR-CA

GAM-NGS 168 51.12 37.88 99.97 0.00 0.28 0.01 0.61 0.31
GAA 164 53.82 40.55 100.07 0.01 0.20 0.01 0.63 0.32
ZORRO 216 38.87 30.64 100.41 0.03 0.36 0.02 0.43 048
MSR-CA + Allpaths-LG

GAM-NGS 199 49.61 37.88 97.95 0.01 3.10 0.04 1.58 0.61
GAA 177  54.71 40.55 99.74 0.01 1.61 0.04 1.08 0.35
ZORRO 206 44.61 38.79 101.14 0.09 0.21 0.06 1.64 0.25

is substantial. ZORRO, instead, tends to output a highly fragmented assembly lowering
the number of indels but without correcting any misjoin.

Table 5.7 shows running times of the three assembly reconciliation tools. Also in
this dataset, if we consider the CPU time, then GAM-NGS is definitely affected by the
required reads alignment phase and requires much more time than GAA and ZORRO.
If we consider wall time, instead, GAM-NGS runs in less than 8 minutes, comparable,
if not better, than the other tools.
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Table 5.6: GAGE statistics (SNPs, indels and misjoins) on Rhodobacter sphaeroides.
Columns are the same as in Table 5.4.

Assembler SNPs Indels < 5 bp Indels > 5 bp Misjoins Inv Reloc

Allpaths-LG 218 150 37 6 0 6
MSR-CA 807 179 32 9 1 8
Allpaths-LG + MSR-CA

GAM-NGS 250 157 44

GAA 345 162 48

ZORRO 263 153 35

MSR-CA + Allpaths-LG

GAM-NGS 842 198 46 10 1

GAA 802 187 49 10 1
ZORRO 928 215 29 7 0

Table 5.7: Assembly reconciliation tools performances on Rhodobacter sphaeroides. In
GAM-NGS’s entries the first value indicates the time spent in alignment phase, while
the second one is GAM-NGS’s run time.

Tool User (CPU) time Wall clock time
Allpaths-LG + MSR-CA
GAM-NGS 1h 21’ 09” 4 2’ 20” 5 03” 4 43”7

GAA 177 17”7
ZORRO 14’ 46” 14’ 46”
MSR-CA + Allpaths-LG

GAM-NGS 1h 21’ 09” + 2’ 19” 5 03”7 + 48”
GAA 19”7 19”
ZORRO 16’ 15” 16’ 15”

Human chromosome 14

These first two bacteria datasets are small and time might not be considered an issue
(each assembly reconciliation tool was able to run in reasonable time). The third GAGE
dataset on which we tested our tool was the human chromosome 14 (characterized by
an ungapped 88 Mbp size). This dataset is not only ~20 times larger than the other
two, but it is also more complex (e.g., containing repeats, afflicted by heterozygosity).
Moreover, in this scenario GAM-NGS starts to show its real potential: assembling large
datasets using a relatively low amount of resources, while preserving correctness.

ZORRO output is not shown in Table 5.8 as, after two weeks of computation, it was
not able to provide an output. Thus, we limit our evaluation to only GAM-NGS and
GAA.

For this dataset we chose to merge Allpaths-LG and CABOG assemblies. Looking
at their FRCurves in Figure 5.8, they are clearly the best two assemblies to be merged.
GAGE’s statistics also show that Allpaths-LG and CABOG assemblers produce the best
two assemblies for this dataset (i.e., highest NG50 and low number of misjoins).
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Figure 5.8: FRCurve of human chromosome 14 assemlies. Allpaths-LG and CABOG
contain definitely the lowest numbers of features with respect to the other assemblers.

Table 5.8: GAGE statistics (contiguity, duplication and compression) on human chro-
mosome 14. Columns are the same as in Table 5.3. All the statistics were computed
using the same script with the gapped reference genome (107,349,540 bp).

Ctg NG50 NG50 Assembly  Chaff Unaligned Unaligned Dupl Comp
Assembler num (kb) corr. (kb) size (%) size (%) ref (%) asm (%) (%) (%)

Allpaths-LG 4529 27.96 15.69 78.67 0.02 20.03 0.04 0.23 2.11
CABOG 3361 35.86 18.63 80.34 0.02 19.13 0.07 0.13 1.39
Allpaths-LG + CABOG

GAM-NGS 2235 61.64 21.91 80.94 0.02 19.08 0.10 0.88 1.43
GAA 1989 69.40 23.04 82.08 0.02 18.92 0.09 1.52 1.39
CABOG + Allpaths-LG

GAM-NGS 1979 66.29 23.63 81.00 0.02 19.00 0.06 0.74 1.37
GAA 1903 70.39 23.89 81.89 0.02 18.98 0.07 1.21 1.36

Tables 5.8 and 5.9 show how, using Allpaths-L.G as master assembly, GAM-NGS was
able to increase NG50 by ~ 32 Kbp and the corrected NG50 by ~ 6 Kbp. GAA returned
better NG50 values but it produced more duplicated regions and it was afflicted by a
larger amount of mis-joins and indels compared to GAM-NGS.

We also want to point out that the corrected NG50 is certainly an important statistic
to evaluate the improvement of a merge with respect to the master assembly but it
only indicates whether the longest contigs are affected by errors and does not tell how
the assembler behaves on short contigs (which are also important to assess assemblies’
quality, as FRCurve demonstrates). We finally plot the FRCurve to globally estimate the
quality of the merged assemblies. Figure 5.9 shows that GAM-NGS globally behaved
better and, in particular, seems to introduce less features (especially in the shortest
contigs of the assembly).

Table 5.10 shows running times of the two assembly reconciliation tools used with
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Table 5.9: GAGE statistics (SNPs, indels and misjoins) on human chromosome 14.
Columns are the same as in Table 5.4. All the statistics were computed using the same
script with the gapped reference genome (107,349,540 bp).

Assembler SNPs Indels < 5 bp Indels > 5 bp Misjoins Inv Reloc

Allpaths-LG 55319 27563 2558 101 44 57
CABOG 81151 28438 2884 149 46 103
Allpaths-LG + CABOG

GAM-NGS 61725 29936 2950 119 32 87
GAA 63835 30151 2990 123 29 94
CABOG + Allpaths

GAM-NGS 79478 29653 3021 154 43 111
GAA 81763 29812 3008 134 31 103

Table 5.10: Assembly reconciliation tools performances on human chromosome 14. In
GAM-NGS’s entries the first value indicates the time spent in alignment phase, while the
second one is GAM-NGS’s run time. Due to the size of the assemblies, we parallelized
BLAT’s execution to get GAA’s output in a reasonable time. ZORRO results are not
shown due to the fact that the tool cannot run in parallel and, after more than a week
of computation, was still not able to provide an output.

Tool User (CPU) time Wall clock time
Allpaths-LG + CABOG
GAM-NGS 4h 24’ 59” 4 1h 14’ 41”7 45’ 56” + 18’ 16”
GAA 452h 18’ 14h 16’ 4”
CABOG + Allpaths-LG
GAM-NGS 4h 24’ 59” 4+ 1h 12’ 35”7 45’ 56” + 19’ 21”
GAA 467h 40’ 13h 44’ 58’

this dataset. GAM-NGS required about 1 hour to accomplish its task (reads’ alignments
included), while GAA required about 13 hours (manually running multiple BLAT align-
ments in parallel).

This characteristic may not be very important for short genomes but, as the size
increases, it becomes of crucial importance. As we will show in the tests on some large
plant genomes, GAM-NGS is able to merge even 20 Gbp assemblies using a relatively
low amount of memory and time.

5.3.2 Performance of GAM-NGS on large datasets

On small datasets, all the assembly reconciliation tools provide an output in reasonable
time. However, when we consider the human chromosome 14 we observe how GAA
runs at least 10 times slower than GAM-NGS (if we consider also the mandatory reads’
alignment step) while ZORRO, after two weeks, is not even able to provide us a partial
output. This proves that the major bottleneck consists in the global alignment phase of
these tools.
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Figure 5.9: FRCurve of assembly reconciliation tools on human chromosome 14, using
(a) Allpaths-LG and (b) CABOG as master assembly. Despite the lower corrected NG50
(which means errors in the longest contigs), considering the whole assembly, GAM-NGS
seems to behave globally better than GAA and the input assemblies.

On the contrary, GAM-NGS’s approximation (using read’s alignment back to the as-
semblies) coupled with the implementation of a weighted graph, achieves similar results
in a reasonable amount of time. In order to show GAM-NGS’s scalability, we tested it
on three large plants genomes whose sizes vary from 227 Mbp to 20 Gbp.

The first of these datasets is Prunus persica, characterized by a genome size of

227 Mbp. The best assemblies we were able to compute were produced with CLC and
ABySS assemblers, which were similar in length and number of contigs. We chose to use
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Table 5.11: Contiguity statistics of GAM-NGS on large plants datasets.

Assembler Total Length (Kbp) Contigs N50 (bp)

Prunus persica

ABySS (M) 177,460 33,949 10,895
CLC (S) 179,151 41,684 8,654
GAM-NGS 184,735 27,445 13,410
Populus nigra

CLC (M) 339,551 104,432 6,130
ABySS (S) 296,245 83,564 5,357
GAM-NGS 359,795 78,366 10,018

ABySS as master, since it was more contiguous. As shown in Table 5.11, we were able
to increase NG50 (of ~3 Kbp with respect to the master) and provide a more contiguous
assembly compared to both CLC and ABySS. After mapping a 65x coverage of Illumina
paired-end reads (which required 4 hours and 37 minutes), GAM-NGS took less than 2
hours using at most 19.6 GB of RAM.

The second large dataset we used is Populus nigra, characterized by a genome size
of ~423 Mbp. Also in this case, as for Prunus persica, the assemblies we had at our
disposal were made with CLC and ABySS. This time, CLC’s assembler looked better
for its total length and NG50 and, thus, we decided to use it as master. As shown
in Table 11, even with this dataset, we were able to increase NG50 (by ~4 Kbp with
respect to the master) and to provide a more contiguous assembly. To perform the
mandatory alignment step we used a 80x coverage of Illumina paired-end reads, which
required about 8 hours. Then, GAM-NGS took less than 4 hours using at most 34.5 GB
of RAM to perform the merge. In order to save memory we could have decreased the
reads coverage (at least 30 is suggested at the cost of a lower assembly improvement).

As a demonstration of GAM-NGS’s flexibility, consider that GAM-NGS has also
been used to obtain a draft assembly of the 20-gigabase genome of Picea abies (i.e.,
the Norway spruce), where performing a global alignment is impracticable. GAM-NGS
was able to run in less than 3 days (6 days, taking into account also the mandatory
alignment phase) using at most 612 GB of RAM. This is certainly a low amount of
resources, considering the dataset’s size (almost a Terabyte) and that building a WGS
assembly took one week and required more than 1 TB of RAM.

5.4 Conclusions

In this chapter we presented GAM-NGS: a de novo graph-based assembler which is
able to merge assemblies using a relatively low amount of computational resources. Its
strength relies on the fact that it does not need a global alignment to be performed and
that makes its strategy unique among the other assembly reconciliation tools. In fact,
GAM-NGS finds regions belonging to the same DNA locus using reads aligned back to
the assembly, which is also an almost mandatory analysis step in all de novo assembly
projects. The order in which these regions have been assembled is exploited to build
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a locally weighted graph that GAM-NGS uses to fill gaps between sequences and to
correct putative mis-assemblies. Moreover, mapping reads to the assemblies — without
knowing how they have been placed by the assemblers — may lead to complex graph
sub-structures (e.g., bubbles, bifurcations, cycles) due to alignment errors or chimeric
assembled sequences. Resolving these types of sub-graphs is far from being a trivial
task, as in certain regions there may be lack of any possible evidence. In these kind of
situations (which, for instance, represented 40% of the problematic cases for the human
GAGE’s dataset) we decided to be as conservative as possible, returning the sequences
of one of the input assemblies (the one elected as master by the user).

The approach has been validated using GAGE [154] datasets, proving its effective-
ness and reliability. Results showed that, for each GAGE dataset, GAM-NGS was
always able to improve master assembly’s NG50 and corrected NG50 (i.e., NG50 of
the assembly broken in correspondence of the errors), hence providing a globally more
correct output (even if some errors were carried by the slave assembly). Although GAA
provided better statistics in some cases, GAM-NGS gives comparable results and offers
excellent scalability. As a matter of fact, GAM-NGS yields an improved assembly in
reasonable time on large datasets (especially if used on a multi-core computer) for which
competing tools are impractical. In particular, we showed GAM-NGS’s scalability on
large plant datasets (genome size up to 20 Gbp), where our tool required a low amount
of computational resources compared to the dataset sizes and assembly requirements.

The presented algorithm performs a merge of two assemblies, returning the sequences
of one of them in those problematic regions where we are not able to determine the
most correct sequence between the two assemblies. We plan to investigate the use of
further weights in AG that will allow us to solve more “difficult” regions, allowing us
to completely replace the master-slave approach with a strategy that provides a more
correct output.

We also plan to exploit GAM-NGS in a strategy thought to improve and correct a
Whole Genome Shotgun assembly along with multiple sets of well assembled fosmid (or
BAC) pools which constitute a hierarchically simplified version of the same genome.
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Hierarchical Assembly of Large
Genomes

In the last decade sequencing costs have been continuously dropping down with the
advent of NGS technologies. Nevertheless, as we already emphasized in the first two
parts of this thesis, cost-effective technologies created new challenges for the de novo
assembly problem, especially for large and complex genomes [11]. Indeed, resolving
repeats longer than read length is often unfeasible, particularly in repeat-rich datasets.
Several algorithms have been proposed to increase assembly’s contiguity and correctness,
though, the quality of the reconstructed sequences is often unsatisfactory for downstream
analyses.

A recent approach, seeking for a trade-off between sequencing costs and assembly’s
quality, consists in sequencing long-insert DNA fragments (e.g., fosmids and BAC clones)
in pools using NGS technologies. In this way, since a pool represents just a small subset
of the entire genome, the complexity of the assembly process highly decreases. In partic-
ular, compared to the canonical whole-genome-shotgun sequencing (where repeats are
the main cause of fragmentation), a higher quality is expected in terms of sampling, re-
peats resolution, and allele reconstruction [11]. Also, pools introduce helpful constraints
that can be exploited during reconciliation.

In Section 6.1 we present the methodology adopted in [134] to carry out the draft
assembly of the 20-gigabase Picea abies (commonly known as the Norway spruce), which
is also one of the largest species ever being sequenced. One of the distinctive hallmarks
of the employed strategy (which is different from the one presented in the previous
chapter) has been the application of GAM-NGS to merge and improve a WGS assembly
with pool assemblies. The use of GAM-NGS was suitable due to the fact that input
coverage of assembled pools was quite low and did not cover the entire genome length.

In Section 6.2 we outline a simple formalization — and generalization — of a method to
address the hierarchical pool-based assembly. In particular, we assume that the available
(assembled) sequences provide a higher coverage of the underlying genome (say, 4-8x).
We also provide some preliminary results on a small-scale scenario. The method is
however intended to be used on a spruce-like dataset.
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6.1 The Norway spruce assembly

In order to assemble the 20-gigabase, repeat-rich, and heterozygous Picea abies genome,
Nystedt et al. [134] developed a hierarchical strategy combining fosmid pools with both
haploid and diploid whole-genome shotgun data (adopted also in [198]). The assembly
process consisted of three major stages: fosmid pool assembly, hierarchical assembly,
and validation.

6.1.1 Fosmid pool sequencing and assembly.

Fosmid libraries were constructed from a diploid tissue of the spruce and assigned to 450
pools. Based on a small preliminary study, consisting of just 5 pools of varying sizes, it
was decided to generate approximately 1000 (random) fosmids per pool as a reasonable
trade-off between sequencing time, cost, and assembly performance. Equivalently, we
can say that each one of these sets covered approximately the 0.2% of the entire genome.

Each pool dataset was separately assembled starting from PE-read libraries of 300-
base reads and using a proprietary assembler (i.e., CLC [9]). Further scaffolding was
performed using BESST [153] (a stand-alone tool specifically developed for this project)
with two paired-read libraries with 625-base and 2.4-kilobase insert sizes.

The N50 and assembly size varied significantly among pools and because of this, while
the sequenced libraries theoretically reflected a 1x coverage, the assemblies represented
approximately a 0.5x coverage of the genome. Nevertheless, using the pool strategy
allowed to obtain more assembled sequences longer than 10 Kbp compared to whole-
genome assemblies of the haploid sequence.

6.1.2 Hierarchical assembly.

In order to obtain the first Picea abies draft reference, fosmid-pool assemblies were
combined with both haploid and diploid whole-genome shotgun assemblies. Due to the
fact that available assembly softwares were not able to cope with the integration such
assembled pools in a satisfactory way [198], a ad hoc pipeline based on both GAM-
NGS [185] and BESST [153] has been developed.

In order to apply GAM-NGS, the idea was to improve a whole-genome-shotgun
(WGS) assembly Awags with the set of fosmid pool scaffolds FP sampled from the
same genome. Each fosmid pool was sequenced and assembled separately using a 80x
coverage. Then, the 50x coverage of Illumina reads used to assemble Ay s has been
mapped on both Ay gs and FP for the blocks construction phase. GAM-NGS was able
to increase the assembly length by 1.4 Gbp with a NG50 that was 1.42 times greater
than the one of the WGS assembly [134]. Fosmid-pool scaffolds unused by GAM-NGS
and with no hit of more than 95% over 30% length against the merged assembly were
also added to the output. The merged assembly reached a length of 12.0 Gbp, hence
improving the original WGS assembly.

Finally, several paired-read libraries (with insert size from 300 bp to 10 Kbp) were
aligned to GAM-NGS’s output and scaffolded with BESST. This allowed to improve
even more the contiguity of the sequence while also improving assembly’s quality: the
resulting output included 4.3 Gb in scaffolds longer than 10 Kbp.
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Figure 6.1: Feature-Response curves of Norway spruce assemblies [134]. The graph
depicts, from the starting WGS assembly (red curve), the improvements achieved first
thanks to GAM-NGS’s merging (yellow curve) and, then, with scaffolding (green curve).

6.1.3 Assembly validation

The final assembly was validated using several metrics. Among them, the Feature-
Response curve presented in Section 4.2.1 was used to evaluate the assembly after each
step of the pipline. Figure 6.1 indicates clear improvements (i.e., increasingly steeper
curves) during both GAM-NGS’s merging and the scaffolding stages. This supports the
validity of the assembly strategy and also proves the efficacy of GAM-NGS in such a
large-scale scenario.

As an additional proof of the benefits of the pool-based strategy, protein-coding
fractions of the genome were analyzed using sequences from Picea sitchensis (or Sitka
spruce) [148]. It was then estimated that approximately 63% of such protein-coding
genes were fully covered (> 90% of their length), and 96% partially covered (> 30% of
their length) within single scaffolds of the final assembly.

6.2 Hierarchical pool reconciliation

To the best of our knowledge, when facing either a large or a complex genome, where
pool sequencing proved to be a viable and promising approach [134,198] and despite the
progresses in sequencing long-insert pools, a standard methodology which systematically
handles these kinds of datasets has not been proposed. Available assembly reconciliation
tools such as GAA [193], GAM-NGS [185], and Mix [168], in fact, have not been designed
for this kind of task. In particular, the first two are based on a master-slave approach
and they are able to reconcile just two WGS assemblies at a time. The third one,
instead, while being able to accept multiple assemblies as input, had been specifically
thought for small bacterial genomes. Moreover, its negligence in dealing with mis-joins
makes it unsuitable for the job.

For these reasons we propose a hierarchical scheme whose goal is to build a draft as-
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sembly from multiple sets of independently assembled pools which form a hierarchically
simplified version of a genome. Our idea relies on the effectiveness of the methods used
to tackle two main sub-problems: overlap detection and merging of input sequences.
For the first one, we depict a fingerprinting-based solution which let us to quickly carry
out the task. We describe then a possible data structure and heuristics in order to deal
with the second one. Some preliminary results are reported, obtained using a prototype
tool we named Hierarchical Assemblies Merger (HAM). We want also to remark that
this work might also take advantage of latest sequencing technologies, which produce
long reads and are affected by high error rates.

6.2.1 Overview of the method

Let P = {P1,...,Pm} be a collection of assembled pools (in the following the adjective
“assembled” may be omitted). Each P; is the result of the de novo assembly of multiple
long-insert fragments and it is supposed to be obtained by a state-of-the-art de novo
assembler, using a high-coverage set R; of short reads.

In order to guide the reconciliation, we are going to make use of two assumptions
about pools. First, a pool covers a small percentage of the genome. Thus, two contigs
C4,Cy € P; most likely do not belong to the same genomic locus (or at least we expect
this would occur rarely), unless they represent the same insert that could not be entirely
assembled. Second, a contig cannot be longer than the maximum size of the sequenced
fragments (~ 40 Kbp for a fosmid and ~ 100 Kbp for a BAC clone).

Our hierarchical assembly scheme can be naturally depicted as a binary tree T
which recursively decompose the problem. T has m leaves and minimum height (i.e.,
O(logm)). More precisely, the ith leaf is labeled P;, while an internal node corresponds
to the result of the reconciliation of two or more pools and it is labeled £, & Lo, where £
and Lo identify the “partial” assemblies of its children and & is the merging operation.
The root, thus, consists in the final assembly of the collection P. T is also partitioned
“vertically” with respect to the depth of its vertices. More precisely, we propose to
consider three major classes of nodes, namely A;,, A,,, and A;, where different strategies
could be applied (see Fig. 6.2).

Ay, comprises nodes with highest depth. They correspond to the reconciliation of
assemblies which still cover a quite small part of the genome. Thus, in this scenario we
can afford to use a less sophisticated (even quadratic) algorithm for the overlap detection
and a simple merging algorithm based on minimum length and identity. However, the
more a node is closer to the root the more an unsophisticated /greedy method would be
computationally expensive and error-prone.

For this reason we introduce A,, and A;, whose reconciliations are thought to be done
with more efficient techniques. In the following sections we define an original method
for A,, (valid also for A;) based on the construction of smaller objects — fingerprints — to
be used in place of the entire contigs for overlap detection. We then formulate an open
problem whose solution could improve the performances for A;. Finally, we present an
algorithm based on the String Graph [122] used to carry out the actual merge.

In conclusion, we can summarize our hierarchical assembly approach in:

1. a pool pre-processing stage;
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Figure 6.2: Hierarchical reconciliation of pools guided by a binary tree 7 with reconcil-
iation strategies depending on node depth (i.e., regions Ay, A, A;)

2. several reconciliation phases consisting in a depth-based strategy for overlap de-
tection and merging (see Fig. 6.2).

6.2.2 Pool pre-processing

This phase is thought to be performed on leaves of 7. The goal is to filter poorly
assembled pools, exploiting features (e.g., paired reads mapping, k-mer analyses) which
may spot errors in input contigs. However, we do not want to discard these sequences
completely but we can try to integrate them in a later stage (as soon as a reliable draft
assembly has been achieved).

An intuitive pre-processing procedure to find putative mis-assemblies consists in
using a mapping of R; against P; in order to break contigs in regions showing a low
physical coverage (i.e., uncovered by paired-read inserts). This idea has already been
exploited in tools like REAPR [81] and FRC**™ [184] — which also take advantage of
other “bad-mapping” evidences — for correction and evaluation purposes, respectively.

Finally, a length threshold can be applied to keep only long-enough contigs. Since
we expect good quality assemblies for most of the pools, for instance, we can set it to a
fairly high value (e.g., 5 Kbp).

6.2.3 Overlap detection

Due to the very small size of pools with respect to the genome, sequence similarity of
two contigs from the same pool can, with highest likelihood, be attributed to paralogy
rather than to an allelic difference. For this reason, we make the reasonable assumption
that pools are unlikely to contain overlapping fragments. Thus, we can formulate the
constraint that any pair of contigs from the same pool are distinct.

A simple approach to solve the problem could be performing an all-against-all align-
ment among the pools to be merged, retaining overlaps above user-defined length and
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identity thresholds. Indeed, using this approach could be computationally demanding
for large numbers of sequences and could be affordable only for merges in Aj,.

In order to perform the task in A,, and A; one may think to use overlap detection
algorithms of state-of-the-art assemblers. However, to the best of our knowledge, the
presence of significant indels is not kept into account by them. More precisely, NGS
assemblers usually expect short good-quality reads as input and not long pre-assembled
contigs. The idea we explored consists in replacing each contig C' with a k-mer-based
fingerprint F(C') when seeking for sequences C’ that are likely to overlap with C. This
idea should help in quickly finding putative approximate overlaps between contigs. Two
fingerprinting algorithm for this task will be analyzed in depth in Chapter 7.

6.2.4 A merging strategy

A reasonable structure to reconcile assemblies would certainly be the String Graph
(SG) [122] which we already described in Section 3.3.1. We recall that the SG is a
bi-directed graph, that is a graph where a directed head is attached to both ends of
an edge. There are four kinds of edges and they correspond to the different types of
overlaps [122]. We can thus define the in-degree of a vertex as the number of incident
heads that point inwards and the out-degree as the number of incident heads that point
outwards with respect to the vertex.

The SG construction is done as follows: a vertex is put for each contigs, while
edges link overlapping pairs; transitive edges are removed; simple paths are collapsed
in unitigs. The main idea of the SG is to represent sequences as vertices and prefix-
suffix overlaps as edges. We expect that input sequences (i.e., assembled pools) might
contain different kind of errors: simple mismatches, insertions/deletions and misjoins.
Thus, before connecting two vertices (contigs), we check whether their approximate
overlap exceeds a user-defined identity threshold. The alignment is then retained only
if the “overhangs” introduced by the overlap’s intervals are short enough (e.g., less than
100 bp). Moreover, fully included contigs are discarded and not represented as vertices.
However, they will be used to compute the sequence coverage of the graph node in which
they are included.

6.2.5 Graph simplification.

The SG is simplified removing transitive edges using Myers’s algorithm [122] and un-
ambiguous (i.e., non-branching) paths can be collapsed into single nodes. At this point,
we can take care of some graph topologies which may arise due to putative misjoins and
small indels: bubbles and cut vertices adjacent to bifurcations.

Bubbles are characterized by two (or more) paths starting and ending at the same
nodes. They are usually caused by small errors (e.g., insertions/deletions) or biological
variants. We can simply rely on algorithms used by state-of-the-art assemblers to take
care of these structures. For instance, we may perform a linear visit of the graph (e.g.,
depth-first) and when a bubble is found, if the identity of the branches is above a certain
threshold, we retain only the path which is better covered and remove the other ones.
Otherwise, if branches diverge too much, we do not remove any of them.

When an input sequence contains a mis-join such as a relocation (i.e., regions far
apart within the same chromosome are spliced together) or a translocation (i.e., regions
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Figure 6.3: Example of the String Graph built in HAM. A possible consensus sequence
is colored in red.

belonging to different chromosomes are joined) we can witness long almost-unambiguous
paths which are connected by a single vertex (the contig containing the mis-join) which
causes a bifurcation in each path. These vertices can bee seen as cut vertices (i.e., their
removal increases by one the number of connected components of the graph) with in
and out degrees equal to 1 and adjacent to nodes characterized by a bifurcation.

Finally, an additional constraint could be exploited to identify consistent (or incon-
sistent) paths: giving the assumption that pool inserts have been sampled uniformly
and independently, we expect contigs belonging to the same pool to be found far apart
in a path and close enough contigs (i.e., below the insert-size) are likely to represent
the assembly of a single insert.

6.2.6 Consensus sequence.

Due to the use of approximate alignments to compute overlaps, we decided to output
the sequence for each remaining vertex as follows. Each vertex corresponds to a simple
unambiguous path in the former SG. Thus, we simply start from the first contigs in the
path and we extend with the following one (see Figure 6.3). A better approach might
be weighting the edges (possibly considering also transitive ones) and providing the best
path according to a certain function.

6.3 Results

All the results are based on an early implementation of a tool we named Hierarchical As-
semblies Merger (HAM) which performs the overlap detection and the merge strategies
in a single step. The first one is carried out by the fingerprint-based overlap detection
we will later depict in Chapter 7, while the second one takes advantage of the SG and
the heuristics presented in Section 6.2.4.
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Table 6.1: GAGE statistics of HAM on the human chromosome 14 (percentages refers
to the ungapped reference genome size).

Ctg NG50  Assembly Unaligned Unaligned Duplication =~ Compression
num  (kb) size (%)  reference (%) assembly (%) (%) (%)
453 293 96.59 2.85 0.03 0.03 1.18

SNPs Indels < 5bp Indels >5bp Mis-joins Invertions Relocations

4339 542 230 20 2 18

All the experiments were run on the same machine using 8 threads and the k-mer-
based overlap detection algorithm has been tuned to consider k-mers with frequency
lower (or equal) than 20 and to seek overlaps that are at least 1 Kbp long and with 95%
identity.

A simulated datasets based on the 88-Mbp-long Human chromosome 14 has been
built. More precisely, it consisted of a 8x coverage of 40-Kbp-long inserts randomly as-
signed to 353 pools (each one containing approximately 50 sequences and representing
the 2.27% of the reference genome). We chose the insert size to follow a normal distri-
bution with a mean of 40 Kbp and a standard deviation of 5Kbp. For each pool, we sim-
ulated a 42x-coverage PE-read library of Illumina fragments with (500 £ 25)-base-long
insert-size and 100-base-long reads. For this task we chose the tool pIRS [77]. Then, in
order to obtain good-quality assemblies, pools have been independently assembled using
two state-of-the-art de novo assemblers: ABySS (version 1.5.2) and MaSuRCA (version
2.3.1).

We validated the assemblies of both tools using GAGE’s validation script [154]
against the available references for each pool. In this way, the choice of the assembler
has been pretty clear. ABySS returned very contiguous assemblies with good quality
metrics, while MaSuRCA returned results with also good quality metrics but they were
more fragmented and presented on average a higher percentage of missing reference
sequence.

ABySS has been first executed with mostly default parameters using a k-mer size of
71bp (k = 71), a higher maximum bubble length (b = 1,000,000), and a higher thresh-
old for the unitig size required to build contigs (s = 500). A second run has been carried
out with two additional parameters: a lower minimum alignment length of a read (I =1
instead | = k) and a higher minimum sequence identity for a bubble (p = 0.95 instead
of p = 0.9). Both executions achieved similar results as inversions and relocations are
concerned. The second one, however, led to a significantly higher number of transloca-
tions (i.e., rearrangements moving sequences between different inserts). Therefore, the
first one has been selected.

We finally run HAM with the aforementioned mentioned parameters and, using again
GAGE’s validation script, we computed assembly correctness and contiguity statistics.
As shown in Table 6.1, we were able to reconstruct most of the genome with a low
number of mis-joins and with good contiguity statistics.
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6.4 Remarks

This chapter introduced a novel approach to build a draft de novo assembly of complex
genomes when a collection of well-assembled long-insert pools is available. Moreover,
sequencing and assembling a collection of such pools has been proven to be a viable
strategy for improving downstream analyses in several sequencing projects (e.g., the
Norway spruce and the Pacific oyster genomes). The main advantage is that pool
assemblies are less likely hindered by repeats and allelic differences.

In order to exploit these kinds of datasets properly, we designed a strategy to perform
reconciliation in a hierarchical manner. Specifically, we exploited a method based on
fingerprints to carry out the overlap detection, while we relied on the String Graph to
merge assemblies.

While still being a proof of concept, we were able to obtain promising preliminary
results on a relatively small dataset based on the human chromosome 14. In the future,
while improving the implementation of HAM to reflect precisely the scheme depicted
in this work, our intent is to devise additional heuristics based on the particular input
dataset. Specifically, an assembled contig should not exceed the length of the fos-
mid/BAC clone. Moreover, sequences belonging to different inserts of the same pool are
expected to be far apart in the genome (unless they are close and short enough) and,
hence, we do not expect to find them close in the graph.






Fingerprint-based Overlap
Detection

As outlined in Chapter 6, the assembly of large and complex datasets could definitely
benefit from the availability of longer sequences in order to disambiguate difficult re-
gions of the genome (e.g., repetitive region resolution) while increasing contiguity and
correctness. There are two possibilities:

1. use third-generation sequencing technologies which produce long reads at the cost
of a very high error rate (e.g., up to 15% for PacBio).

2. sequence and assemble long-insert DNA fragments (e.g., fosmids or BAC clones)
in pools using second-generation technologies, where each pool represents a very
small subset of the genome [11]. With this approach lower error rates are expected,
however, the drawback is to deal with possible mis-assemblies.

The availability of long sequences allows to re-consider the OLC paradigm for the genome
assembly problem, the main computational bottleneck of this approach being the de-
tection of all pairwise overlaps between input sequences. A few state-of-the-art tools
are available for the task of approximate long-sequence alignment. Some of those have
been thought to align input sequences to a single reference (e.g., BWA-MEM [94]),
while others (e.g., BLASR [34], DALIGNER [124], MHAP [21]) have been specifically
designed to deal with the high error rates of TGS reads and may need huge amounts of
computational resources (memory and/or time).

On this landscape we propose two novel methods (one being an improvement on the
other) to effectively detect approximate overlaps among kilobase-long contigs, using rea-
sonable amounts of computational resources. The idea we propose consists in (cleverly)
fingerprinting contigs and the algorithms we describe are mainly thought to be used for
the reconciliation (assembly) of assembled long-insert pools.

In Section 7.1 we start by describing a local non-deterministic strategy to compute,
for a collection of input sequences, a set of k-mer-based fingerprints which are thought
to be used to efficiently find overlaps using a fingerprint-vs-sequence approach.
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In Section 7.2 we further improve the fingerprint construction using a global deter-
ministic strategy. The method dispenses with the idea of mapping fingerprints to entire
sequences (required by the “blindness” of the local choices) and, instead, it favors a more
efficient fingerprint-vs-fingerprint approach that leads to find highly probable overlaps
using even less computational resources compared to both the non-deterministic ap-
proach and available aligners.

7.1 A local non-deterministic approach

In this section we will propose a non-deterministic method to compute fingerprints using
local choices of k-mers.

Let S = {S1,...,Sn} be a set of input sequences (e.g., assembled contigs), where
S; € ¥*,i=1,..., N, and the alphabet is ¥ = {A,C,G, T}. Let i : ¥* — N be a function
which maps each k-mer to its global frequency, i.e. its frequency computed with respect
to all k-mers in S. More precisely, being k7 the k-mer starting at S[i],

hz)=|{ki|SeS Nniel,|S|—k+1] A=k} |

The idea is to compute a significantly smaller structure F(S) to be used in place of
S € S, which shall allow us to find overlaps with high probability. From now on, we
will refer to F(S) as the fingerprint of S.

F(S) is built by wisely picking an ordered list of S’s k-mers. We also assume the
global frequency h(k;) to be available for every k-mer k; in the dataset. The fingerprint
computation problem is defined as follows.

Problem. Let S be a sequence, Tf,.q be a k-mer frequency threshold, and Ty,, be
a maximum distance threshold. We define ngypr as the number of k-mers k; € S for
which h(k;) > Ttreq and npp as the number of k-mers k; € S for which h(k;) < Typeq.
The problem is to seek for an ordered list of k-mers F(S) = (ki,,..., ki ) where i; €

{1,...,|S| =k +1}, i1 < iz < --- < i, and such that the following constraints are
fulfilled:
o i1 —ij < Tyep for j=1,...,2—1 (i.e., two consecutive k-mers are not too far
apart in 5);

® Ny is minimum;
e nyp is minimum among those lists which minimize ngp.

In other words, the problem is building a fingerprint which fulfills the gap constraint
and minimizes the pair (ngp,nrr) in the lexicographic order.

The rationale behind this approach is to take as many low-frequency k-mers as
possible while assuring that long sub-sequences are not left “uncovered”. Keep in mind
that these k-mers will be aligned and minimizing the number of highly frequent k-mers
improves the performance.
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Figure 7.1: Example of fingerprint construction. Low-frequency regions are depicted
with a green tint. First, yellow-colored k-mers are added to F(S). Second, remaining
k-mers are chosen in order to fulfill the gap constraints (i.e., 4,41 — ¢; < Tyqp). The
output fingerprint is then F(S) = (ki,, ..., ki ).

7.1.1 Fingerprint construction.

An approximate solution can be found linearly with two scans of the ordered list of S’s
k-mers. In the first one, we just pick those which are boundaries of low-frequency regions
(i.e., maximal sub-sequences comprising exclusively k-mers ¢ such that h(t) < Treq).
In the second one, whenever two subsequent k-mers in F(S) violate the gap constraint,
a minimal list of k-mers is added between them in order to satisfy the gap threshold.
This solution, while not being optimal, has the advantage of providing the minimum
number of high-frequency k-mers. It is also pretty straightforward and does not take
much computational effort (see Figure 7.1).

7.1.2 Fingerprint-based overlaps detection.

After the fingerprints are built, we map each k-mer in F(.S) against the set of sequences
S’ for which we want to detect overlaps. Taking into account the distances between
the mapped k-mers and their mapping order allows us to reduce the number of false
positives (i.e., sequences which do not overlap). S’ can be indexed either using a db-
Hash [145] or a FM-index [58]. The purpose of this mapping, however, is just to identify
putative overlaps while reducing at the same time the number of exhaustive alignment
computations (i.e., performed using a banded Smith-Waterman algorithm).

First, we introduce a parameter c,;,, which is the minimum number of shared k-
mers required to check whether two contigs overlap. This parameter should be chosen
in order to guarantee we are able to find true overlaps with high probability and a low
false positive rate.

Second, we take into account the distances and the order of the mapped k-mer. Let
A be a contig sharing at least ¢,,;, k-mers with a fingerprint F(.5) and let M 4 be a list
of pairs (k;;,w), also referred as hits, such that k;, € F(S5) and w is the position where
ki; occurs in A. After sorting M, according to j (i.e., the index of k;; in F(S5)), we
seek for a long enough interval I of hits with the following constraints:

1. the k-mers of two consecutive hits reflect the order in F(5);

2. the actual number of k-mers in M 4 between two uniquely mapped k-mers differs
at most by 3 from the expected number (7.e., the one in F(S));

3. all k-mers should be mapped with the same orientation.

Since I corresponds to a region in both A and S, we can think of it as an approximate
overlap and we want to choose the one which minimizes the sum of the left and right
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Ma = ((kiy, ws), (kiy, wa), (kiy, we), (kiy, wr), (kiy, wa), (kiy, ws), (kiy, ws), (Kigs wo), (Kizs wio), (Kis, w1), (kig, w11))

Figure 7.2: Example of overlap detection. The k-mers which identify unique hits (un-
derlined in M 4) are colored in yellow, while those mapped in multiple position are
colored in blue. Red-colored k-mers, instead, are absent in the sequence. The first in-
terval computed is [k;,, k;,], which is then extended with k;,. The approximate overlap
reported consists of the sequences S[iy,is + k — 1] and Afws, w11 + & — 1].

tips of A and S (these tips are accounted with respect to I). An interval fulfilling these
constraints is then extended from both ends considering also non-uniquely mapped k-
mers (see Figure 7.2). This putative overlap is then assessed using Smith-Waterman
algorithm and retained only if its length is greater than 77, and the identity exceed
idpmin, where Ty, and id,,;, are two user-defined thresholds.

7.2 A global deterministic approach

The method depicted in Section 7.1 has two main limitations. First, it is necessary to
build an index in order to efficiently map k-mers. Moreover, the index construction does
not fit well in the hierarchical scheme presented in Section 6.2, as it might still demand
some computational effort on large datasets in the last levels of the hierarchy (i.e., A,
and A,,). Second, overlaps are computed comparing fingerprints and sequences and this
is forced by the local choices for S.

We believed that a more clever fingerprint construction could be achieved in order
to compare mere fingerprints and (in the first stage of the process) avoid the use of
entire sequences. For this reason we came up with the idea of making a better use of
k-mer frequencies in order to devise a “deterministic” algorithm that picks k-mers in a
way that fingerprints of sequences with an actual overlap are likely to be built using the
same seeds. This strategy solves both the aforementioned problems related to the non-
deterministic approach: it does not require an index and it accelerates the computation
of pairs of sequences which overlap (with high probability).

The algorithm presented in this section consists of three main stages:

i. after choosing a reasonably sized threshold k, we compute the global frequency h(k;)
of each k-mer k; with respect to all input sequences in S;

ii. given a sequence S, the key idea is to cluster its k-mers in order to find regions con-
sisting of successive k-mers whose (global) frequency remains sufficiently “stable”;
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iii. in each one of the regions identified in (ii.), we pick the k-mers that will constitute
F(S) with a deterministic procedure.

The rationale behind this idea is that, chosen a proper value of k, the frequency of a
k-mer in S is likely to reflect the number of overlapping sequences. In other words, the
frequency of k-mers will remain (almost) constant until a new overlap starts (or ends).
From that point on the frequency will be “stable” until another overlap starts (or ends).
Therefore, in order to build fingerprints deterministically we can just keep track of these
starting/ending points and — rigidly — choose between them.

As soon as the fingerprints have been built, we then seek for contig pairs whose
fingerprints share a minimum amount of k-mers. For each such pair, we may then verify
the presence of a proper overlap using classical dynamic programming approaches (e.g.,
a banded Smith-Waterman algorithm).

7.2.1 An algorithm to build deterministic fingerprints
Definitions

Given S € S and f € N, we define I}; as the set of maximal endpoints (I, ) such that
each k-mer in S[l,r] has global frequency f. Formally,

zf:{(l,r) Lre[LIS] ANl4+E<r A (Vi,jell,r—Fk+1])

h(k;) = h(k;) = f A h(ki—1) # h(k;) A h(kr_jy2) # h(kl)}
F(S) will be determined by carefully choosing in an ordered list of its k-mers. We
assume the global frequency h(t) to be available for every k-mer ¢ in the dataset.

Problem 7.1 (Deterministic Fingerprint Computation Problem (DFCP)). Given S € S
and L € N, the problem is to find an ordered list F(S) = (k;,,..., ki) of k-mers in S,
such that

e 1<ip<--<i, <|S—k+1and
e if A,B € S overlap by at least L bases, then F(A) and F(B) share at least a
k-mer picked from the overlapping region.
Fingerprint construction.

Given a sequence S, we orderly process all its k-mers from the leftmost one. During
this scan, IJ‘? is built for f > 2. Then we consider the following set of k-mers as the
fingerprint of S:

F(S)={(k,i) | p,q) €If N q—p+1>Tp A (i=p V i=q—k+1)},

where T, is a user-defined threshold that specifies the minimum length of a region to
be accounted in fingerprint construction. In words: the fingerprint is built choosing the
first and last k-mer of every maximal stable frequency interval.



100 7. Fingerprint-based Overlap Detection

Assuming k has a value such that we have a fairly high probability that a k-mer is
unique in the reference sequence (i.e. in the genome) and with low error rate, we expect
two overlapping contigs A, B € S to share most of the k-mers of F(A) and F(B) which
can be found in the overlapping region.

A sketch of the fingerprint construction is depicted in Figure 7.3.

h(X1X2X3X4X5) =1
S AGCGATTACAATGGACCTTA h(RIXSXEXIRS) = 2
S,  GATTACAATGGACCTTACTGCACC h(X1X2X3X4X5) = 3
S TGGACCTTACTGCACCTG X; € {A,C,T,G}

F(S1) = { (GATTA, 4), (ATGGA, 11), (TGGAC, 12), (CCITA, 16) }
F(S2) = { (GATTA, 1), (WIGGH, 8), (TGGAC,9), (CCTTA, 13), (IGTTAG|, 14), (GCAGE, 20) }
F(Ss) = { (TGGAC, 1), (/CCTTA,5), (ICTTACI, 6), ([GCACE], 12) }

Figure 7.3: Deterministic fingerprint construction. In this example we assume there are
three error-free sequences and that k& = 5 is large enough (i.e., each k-mer in the reference
sequence is unique). Yellow colored regions correspond to Zi* (for i = 1,3), cyan colored
regions correspond to IQS i (fori = 1,2,3), and pink colored regions correspond to Igf ¢ (for
i =1,2,3). Notice that k-mers in fingerprints might also overlap in the full sequence.

The problem with the above fingerprint construction technique is that it does not
take into account errors. In fact, the presence of erroneous bases, insertions, or deletions
most likely will increase the cardinality of If and will lower the “size” of its elements
(e.g., modifying a single base in the region S[p, q], where (p,q) € T3, might split (p, q)
into two sub-intervals (p,m), (m + 2,q)).

In order to diminish the chances of missing short intervals due to errors, we intro-
duce a “second order” version of If in which neighboring elements at a distance below
a predetermined threshold are glued into single intervals. Formally, we consider the
following set:

75 _ ) (I,p1), (P2, P3); -+ s (PmsT) EI}? is a maximal sequence for which
’ l<p<ps< - <pm<r Apy1—p0i<Tg Ni=13,....m—1 ’

where T € Z is the maximum distance allowed to join two consecutive intervals. This
definition of 7' ? might as well help in dealing with single k-mers whose frequency is
unrelated with the mean coverage of a region (e.g., a very frequent k-base long pattern
in the genome that appears in a region represented by a number of sequences that reflect
sequencing coverage).

Finding candidate sequences.

After building the set of all fingerprints F(S), we want to use it to find all the pairs
(,j) — where we assume, w.l.o.g., that ¢ < j — for which F(S;) and F(S;) share at
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least a k-mer. However, a higher threshold for the minimum number of shared k-mer
could be set. Briefly, we proceed in a way similarly to DALIGNER: we build a sorted
table of k-mers to find pairs of candidate overlapping sequences (steps 1-3) and we apply
additional steps to filter out putative false positives:

L. the list Krsy = {(ki,a,i) | (ki,i) € F(Sa)} is built and sorted according to the
following order relation

(ki,a,i)<(kj,b,j) = k‘,‘<]kj\/(k‘i=k‘j/\a,<b),
where < stands for the lexicographical order among k-mers;

2. all tuples containing a k-mer which is not locally unique (i.e., it is found multiple
times in the same fingerprint) are discarded: Ur(s) is the resulting list;

3. from Ur(s) we can easily build the list M of tuples corresponding to pair of contigs
whose fingerprints share a k-mer at a certain position. More precisely,

M= {(a,b,i,j) | (k;i,a,i),(kj,b,j) EZ/{f(s) A ki = k‘j N a< b}

The list is lexicographically sorted on a, b, and 1.

Approximate overlap detection.

Let F(Sa), F(Sp) be two fingerprints sharing m k-mers k;,,...,k;,, and k;,,...,k;,
from S, and Sy respectively, where i; < -+ < iy, and k;, = k;, for z = 1,...,m.
We also define hp, = (i.,j.) as a hit-pair, where k;, = k;_ . It might happen that
shared k-mers do not strictly appear in the same order in S, and S, due to errors or
by chance. Thus, we need to seek for a proper sub-sequence of hp1, ..., hp, such that
(k-mer) indices appear in the same order both in S, and S, and which likely identify
an overlap. We will call this sub-sequence a consistent chain of k-mers or, simply, chain
(see Figure 7.4).

A possible strategy to find a good chain could be computing the longest strictly
increasing sub-sequence (LSIS) of ji,. .., jm,. This, however, may not correspond to an
actual overlap. Moreover, in contigs corresponding to repetitive parts of the genome,
the suffix (or prefix) of a sequence may be similar to both the prefix and suffix of another
one. Thus, finding just one chain might not be enough.

A different strategy, which is also the one we chose to adopt, is to keep a set of
candidate chains C (initially empty) and process each hp, in order to possibly extend
an element of C or, otherwise, to build a new singleton chain. More precisely, we say
that a chain C' = (hp,,,...,hp.,) can be safely extended by hp,, when the following
two conditions apply:

1. iy, <., and j,, <1;, (i.e., k-mers of hp., are not strictly included in the region
of the chain C);

2. the relative difference between the lengths of the regions of the chain |i,, —i,, +

k—1| and |j.,, 7., + k — 1| is at most 5%.

u
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Figure 7.4: Example of fingerprint-based overlap detection. A consistent chain of k-mers
might be C = (hp1, hpa, hpa, hps, hpg) which is then used to roughly identify a putative
overlapping region between S, and S, (the yellow colored one).

This way of building chains takes O(m?) time. However, fingerprints are on average
quite small (see Figure 7.5) and, therefore, also m will be small in the majority of
the cases. We then filter out chains whose overhangs (i.e., gray regions depicted in
Figure 7.4) are longer than the 20% of the chain region’s length and that also contain
more than 5 fingerprint k-mers (which were not shared between the sequences). Finally,
in order to compute overlap’s end points, we extend retained chains using a banded
Smith-Waterman alignment.

7.2.2 Implementation

In the description of the method we considered the DNA alphabet ¥ = {A,C,T,G}.
In practice, however, the input sequences may contain a certain amount of ambiguous
characters (e.g., gaps introduced during the scaffolding phase of the assembly). We
identify any of them as the character N and we force h(t) = 0, for every ambiguous
k-mer t € (S U {N})F\ BF.

The DNA is a double-stranded molecule: each strand is connected to a complemen-
tary one. Thus, in order to cope with overlaps between contigs belonging to different
strands, the (global) frequency of a k-mer is computed considering its canonical repre-
sentation (7.e., the smaller string between the k-mer itself and its reverse complement in
the lexicographic order). Moreover, the computation of frequencies has been carried out
using Jellyfish’s efficient hash-table implementation [108], which allowed us to complete
this task exploiting parallelism and using a moderate amount of time and memory.

The “list” Kz (s) is implemented using a vector in which a tuple of the form (k;, y, 1)
is added for each (k;,i) € F(Sy). The vector is then sorted using the aforementioned
lexicographic order relation in linearithmic time. Thus, Ur(s) could be built in-place
with a linear complexity in a single sweep of Kx(s).

Finally, given a tuple (k;, a,i) € Ur(s), for each subsequent (k;,b, j) € Ur(s) where
k; = k;, the tuple (a,b,1, j) is added to a vector which corresponds to M. The expected
time to carry out this task is linear in the number of true overlaps between input
sequences. As we will show in the next section, the number of false positives is much
lower than the number of overlaps found. M is then sorted accordingly in order to
cluster shared k-mers between fingerprints.



7.2. A global deterministic approach 103

7.2.3 Experimental results

The method we described has been implemented in C++11 and tested on Linux op-
erating systems. A prototype of its implementation, hereafter named DFP, can be
downloaded from [2].

Datasets

In order to test our method, DFP has been applied on four datasets of different size
and type: Escherichia coli K12 MG1655 (4.6 Mbp), Drosophila melanogaster 1SO1
(~ 130 Mbp), the human chromosome 14 (88 Mbp, ungapped length), and Crassostrea
gigas (~ 637 Mbp). The four experiments were carried out in the two applicative
scenarios for which the method is proposed. The first two datasets consisted of a 26x
and a 10x coverage of corrected PacBio reads, respectively, and retrieved from [8].
The third and the fourth ones, instead, represented the pool-sequencing scenario. In
particular, from the human chromosome 14 reference we extracted a 8x coverage of
40 Kbp inserts which were randomly assigned to 353 pools. For each pool, we simulated
a 42X coverage paired-end read library of Illumina fragments with (500 + 25)-bp insert
size and 100-bp reads. Then, each library has been independently assembled using
ABySS [162]. Finally, the C. gigas dataset was based on real data and consisted in a 4 x
coverage of contigs obtained from the assembly of 1600 fosmid pools. For each dataset,
scaffolds were broken and only sequences longer than 5 Kbp were considered.

Output validation and DFP performance.

DFP’s results have been compared against two state-of-the-art alignment tools: MHAP
[21] (version 1.6) and DALIGNER [124] (version 1.0). To the best of our knowledge,
we believe they are currently the most appropriate choice for detecting overlaps in our
application scenario. The reader, however, should keep in mind that these two tools
were designed to work with the high error rates of PacBio reads, while our method has
been mainly designed for long high-quality sequences. BWA-MEM and BLASR were
also considered, nevertheless, we discarded them from the comparison because they are
primarily designed for mapping contigs/reads to a reference sequence and they are not
well suited for a pair-wise comparison of sequences. In particular, the first one tends to
discard too many true overlaps, while the second one requires a large amount of time
as the dataset grows.

MHAP follows the same philosophy of DFP: build and compare fingerprints instead
of sequences. More precisely, it is based on a probabilistic dimensionality reduction
approach called MinHash [27] along with the computation of Jaccard similarity be-
tween fingerprints. DALIGNER, instead, potentially considers all k-mers in all input
sequences, rather than the reduced set of MHAP and DFP. In order to detect putative
overlapping sequences, it relies first on filtering repetitive k-mers and second on a par-
allel and cache-friendly radix sort. Subsequently, shared k-mers (seeds) are extended
using a O(N D)-time difference algorithm [121] to precisely compute overlaps.

We run each tool varying the k-mer size from 19 to 31 (from 15 to 27 for E. coli,
due to the smaller genome size) and we sought for overlaps long at least 2 Kbp. D.
melanogaster and C. gigas, due to the large size, were partitioned in 20 000-sequence
sets to be sure tools could finish using at most 32 GB of RAM.
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Figure 7.5: Average fingerprint size in function of k.

Parameters were set in order to achieve a good trade-off between required computa-
tional resources and output accuracy, and also taking into account that input sequences
are expected to have high quality. DFP particularly relies on three parameters: k-mer
size, T, and T (see Section 7.2.1). While the first one was varied accordingly to the
dataset (to have a reasonable assurance for a k-mer to be almost unique in the genome),
Tp, and T where set to the default values of 2k + 1 and —5 respectively, as they lead
to a good balance between fingerprint size, speed, and precision (see Figure 7.5 and
Table 7.1). MHAP was run increasing both the minimum number of matches and the
similarity score cutoff as they affect the filtering and, thus, the output. DALIGNER was
run with non-default parameters more suited for the alignment of assembled contigs and
corrected reads. Moreover, its repetitive k-mer filter was tuned to use at most 30 GB
of RAM (memory was limited to 16 GB for D. melanogaster as the tool crashed using
higher bounds).

The performance of each tool was then evaluated comparing the output to a set of
true overlaps inferred from the mapping of the input dataset to the reference genome.
More precisely, we mapped input sequences against references using Nucmer (E. coli
and Human chromosome 14) and BLASR (D. melanogaster and C. gigas), keeping only
whole-sequence matches with identity greater or equal than 95%.

Sensitivity, specificity and positive predictive value (PPV) were then computed with
the software used to evaluate MHAP and which is based on random sampling. In a
nutshell, for a randomly chosen sequence, all other overlapping sequences are extracted
from the reference matches. Every actual overlap is then counted as a true positive,
while any missing one as a false negative. In order to estimate PPV, instead, a random
overlap is compared to the reference mapping and, if the overlap is not deducible from
the mapping, it is assessed using a local dynamic programming alignment. The PPV
value is finally computed dividing the number of true overlaps for the number of overlaps
evaluated. The sample size had been chosen in order to estimate PPV and specificity
up to £1%.
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Table 7.1: Overlap validation and performance of DFP, DALIGNER, and MHAP: sensi-
tivity (TPR), specificity (SPC), positive predictive value (PPV), resident set size (RSS)
peak in GB, wall clock time (WCT), and CPU time.

Data set Tool k TPR SPC PPV RSS WCT CPU
DFP 17 99.6 100.0 100.0 3.21 59s 5m 08s
E. coli DALIGNER 17 99.7 100.0 100.0 28.46 57s 11m 40s
MHAP 19 100.0 100.0 99.5 9.82 1m 35s 24m 41s
DFP 19 98.1 100.0 99.5 10.03 16m 28s 2h 21m 7s
D. melanogaster DALIGNER 19 99.4 100.0 100.0 16.40 30m 03s 6h 34m 43s
MHAP 19 99.0 100.0 100.0 18.85 32m 33s 8h 44m 3s
DFP 31 99.8 100.0 100.0 1.51 1m 33s 16m 48s
Human chr 14 DALIGNER 31 100.0 100.0 100.0 18.99 9m 31s 2h 04m 45s
MHAP 31 99.3 100.0 99.7 18.85 18m 13s 4h 57m 22s
DFP 29 99.8 100.0 99.9 8.95 25m 48s 4h 31m 54s
C. gigas DALIGNER 31 96.5 100.0 100.0 12.46 1h 09m 27s 17h 9m Os
MHAP 21 99.8 100.0 100.0 16.81 51m 30s 13h 45m 02s

Table 7.1 shows, for each tool, the statistics of the best execution (the others are
reported in Appendix B). On all the datasets our method proved to be the fastest one,
while also being the less memory greedy. This is due to the fact that, on average, our
fingerprints are very small (see Figure 7.5). DFP’s accuracy, however, is comparable
with the other methods analyzed (see Table 7.1). DALIGNER, instead, achieved the
best sensitivity on almost all datasets and was the second best tool when running time
is concerned. Its performance, however, is tailored to its filtering phase and, therefore,
on memory usage. In fact, adapting its filter to very low memory boundaries is likely
to decrease its sensitivity (that is also the reason we decided to run it using almost
all the 32 GB available). MHAP achieved also quite good statistics on all data-sets.
The tool, however, is penalized by its Java implementation which is not optimal in
terms of computational resources management. As also DFP does, it also pays a higher
initialization cost with respect to DALIGNER. In particular, we believe that, if we did
not impose memory limitations, it would use much less computational resources (both
time and RAM) than DALIGNER and get closer to DFP’s run time.






Conclusions

In this dissertation we propose three original contributions to the genome reconstruction
problem: a whole-genome assembly reconciliation method, a hierarchical pool-based
assembly strategy, and the efficient overlap detection between long sequences.

The first one deals with the merging de novo assemblies in order to improve assem-
bly’s quality. As a matter of fact, the availability of a large number of different heuristic
methods paved the way to reconciliation techniques [32,200] which were initially tai-
lored to Sanger-based assemblies. For this reason, we developed GAM-NGS [185], a
tool which extends this approach to be used regardless of the typology of dataset from
which the input sequences have been built. In particular, our method effectively relies
on the mapping of a read dataset against the input assemblies. Such a mapping, besides
being used to identify regions representing the same genomic locus, allowed us to exploit
the information coming from paired reads in order to identify putative mis-assemblies
and, hence, improve assembly’s correctness. Due to the particular effort done in its
implementation, GAM-NGS has also been developed to carry out the reconciliation of
very large assemblies using moderate amounts of computational resources. Furthermore,
GAM-NGS has been used to aid the definition of the first draft sequence of the 20-Gbp
Norway spruce genome [134]. At the moment, GAM-NGS is only able to merge two
assemblies at a time. A further improvement would be to handle more assemblies (e.g.,
iteratively) and introduce additional heuristics to resolve some complex graph structures
which are not currently “untangled”. In this way it would be possible to abandon the
master-slave approach described in Chapter 5 and whose performance is strictly related
to the choice of the input assemblies.

The second strategy we proposed in order to tackle the genome assembly problem (on
a large scale) has been thought to exploit the specific methodology used to sequence the
Norway spruce genome. Specifically, in order to deal with the abundance of repetitive
regions, the genome has been sequenced in fosmid pools, each one assembled indepen-
dently. In a scenario where a 4-8x coverage of such pools is available, GAM-NGS is
no longer suitable for the task. For this reason, we devised a novel framework [186],
which extends the assembly reconciliation idea in the case of a hierarchical sequencing of
long-insert pools. The result is a prototype tool called HAM and based on an Overlap-
Layout-Consensus (OLC) paradigm which leads to achieve promising results concerning
assembly’s quality on simulated pool-based datasets.

Finally, the third problem we faced is strictly related to the hierarchical reconciliation
tool just mentioned. As a matter of fact, the critical part of every OLC-based assembler
is the computation of overlaps among reads (or, more in general, sequences). In order to
detect overlaps within large datasets we then defined a novel method which computes
k-mer-based fingerprints of the input sequences and uses them to efficiently seek for
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overlaps. The main advantage of this technique is to replace each sequence with its
fingerprints in the identification of putative overlaps. We were able to show empirically
that our method fits well in the hierarchical reconciliation framework as well as with
corrected PacBio reads. Moreover, the method compares favorably (in terms of both
running time and memory usage) with respect to other methods developed for the task
of kilobase-read alignment. Unfortunately, the main limitation of our method is the need
of good quality sequences in input and, for this reason, it is not suited to work with
raw third-generation-sequencing reads. An interesting future perspective would be to
understand whether we could extended our method to handle also error-rich datasets.
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GAM-NGS supplementary tables

Table A.1: GAGE statistics (contiguity, duplication and compression) on Staphylococcus
aureus of the merging between assemblies with the largest N50.

Ctg NG50 NG50 Assembly Chaff Unaligned Unaligned Dupl Comp

Assembler num (kb)  corr. (kb) size (%) size (%) ref (%) asm (%) (%) (%)
Allpaths-LG 60 96.74  66.23 98.88 0.03 0.61 0.01 0.04 1.26
SOAPdenovo 107 288.18 62.68 100.55 0.34 0.22 0.02 1.66 1.45
Allpaths-LG + SOAPdenovo

GAM-NGS 56 107.12 69.39 99.52 0.03 0.56 0.01 0.34 1.26
GAA 40 255.66 83.67 108.10 0.06 0.25 0.01 278 1.31
ZORRO 104 76.94 65.83 105.59 0.31 0.15 0.10 5.19 1.36
SOAPdenovo + Allpaths-LG

GAM-NGS 93 288.18 62.68 100.92 0.32 0.20 0.02 1.88 1.40
GAA 74 294.96 62.87 101.92 0.34 0.16 0.02 2.62 1.37

ZORRO 107 76.94 62.68 105.63 0.29 0.16 0.09 5.17 1.50
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Table A.2: GAGE statistics (SNPs, indels and misjoins) on Staphylococcus aureus of
the merging between assemblies with the largest N50.

Assembler SNPs Indels < 5 bp Indels > 5 bp Misjoins Inv Reloc
Allpaths-LG 79 4 12 4 0 4
SOAPdenovo 247 25 31 15 1 14
Allpaths-LG + SOAPdenovo

GAM-NGS 88 5 14 4 0

GAA 100 9 19 10 1
ZORRO 227 19 12 6 1
SOAPdenovo + Allpaths-LG

GAM-NGS 304 27 29 15 1 14
GAA 314 32 30 12 1 11
ZORRO 299 28 11 13 2 11

Table A.3: Assembly reconciliation tools performances on Staphylococcus aureus of the
merging between assemblies with the largest N50. In GAM-NGS’s entries the first value
indicates the time spent in alignment phase, while the second one is GAM-NGS’s run

time.

Tool User (CPU) time

Wall clock time

Allpaths-LG + SOAPdenovo

GAM-NGS 1h 10m 53s + 33s 5m 12s + 24s
GAA 5m 04s 5m 04s
ZORRO 7m 08s 7m 08s
SOAPdenovo + Allpaths-LG

GAM-NGS 1h 10m 53s + 34s 5m 12s + 25s
GAA 4m 49s 4m 49s
ZORRO 9m 52s 9m 52s

Table A.4: GAGE statistics (contiguity, duplication and compression) on Rhodobacter
sphaeroides of the merging between assemblies with the largest N50. Columns are the

same as in Table 5.3.

Ctg NG50 NG5H0 Assembly Chaff Unaligned Unaligned Dupl Comp

Assembler num (kb)  corr. (kb) size (%) size (%) ref (%) asm (%) (%) (%)
Bambus2 177 93.19 12.78 94.97 0.00 4.92 0.00 0.00 0.24
SOAPdenovo 202 131.68 14.34 100.29 0.44 0.76 0.01 1.30 0.46
Bambus2 + SOAPdenovo

GAM-NGS 83 149.75 14.16 98.32 0.00 3.02 0.00 1.59 0.63
GAA 100 194.16 14.74 98.35 0.13 2.28 0.01 0.63 0.58
ZORRO 711  16.56  13.18 100.48 0.89 0.66 0.25 1.05 0.59
SOAPdenovo + Bambus2

GAM-NGS 177 154.47 15.17 100.41 0.42 0.82 0.01 1.67 0.48
GAA 174 188.18 14.54 100.35 0.44 0.76 0.01 1.38  0.48
ZORRO 720 16.56 12.78 100.48 0.84 0.69 0.24 1.14 0.56
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Table A.5: GAGE statistics (SNPs, indels and misjoins) on Rhodobacter sphaeroides
of the merging between assemblies with the largest N50. Columns are the same as in

Table 5.4.
Assembler SNPs Indels < 5 bp Indels > 5 bp Misjoins Inv Reloc
Bambus2 189 149 363 5 0 5
SOAPdenovo 534 155 404 8 0 8
Bambus2 + SOAPdenovo
GAM-NGS 431 173 406 10 0 10
GAA 581 177 404 10 0 10
ZORRO 546 196 84 8 0 8
SOAPdenovo + Bambus2
GAM-NGS 534 153 393
GAA 532 155 407
ZORRO 513 175 111

Table A.6: Assembly reconciliation tools performances on Rhodobacter sphaeroides of
the merging between assemblies with the largest N50. In GAM-NGS'’s entries the first
value indicates the time spent in alignment phase, while the second one is GAM-NGS’s

run time.

Tool User (CPU) time

Wall clock time

Bambus2 + SOAPdenovo

GAM-NGS 1h 26’ 47" + 2’ 35”
GAA 3’ 59”7
ZORRO 8 227

553”7 + 1’137
3’ 59”
8 22’

SOAPdenovo + Bambus2

GAM-NGS 1h 26’ 477 + 2’ 237
GAA 37477
ZORRO 7 447

5 537 + 1’ 09”
347
7 447







DFP supplementary tables

Table B.1: Overlap validation and performance of DFP, DALIGNER, and MHAP on the
E. coli dataset for several values of k: sensitivity (TPR, True Positive Rate), specificity
(SPC), positive predictive value (PPV), resident set size (RSS) peak, wall clock time
(WCT), and CPU time. DALIGNER was run with the non-default parameters: -e.9
-kk -wb -h60 -s500 -M30. MHAP was run with the non-default parameters: -k k
--num-threads 16 --num-min-matches 8 --threshold 0.16.

Tool k TPR SPC PPV RSS Peak WCT CPU
15 99.6 100.0 100.0 3.31 GB 58s 5m 08s
17 99.6 100.0 100.0 3.21 GB 59s 5m 08s
19 99.4 100.0 100.0 2.94 GB 53s 5m 03s

DFP 21 99.3 100.0 100.0 2.67 GB 54s 5m 10s
23 99.1 100.0 100.0 2.54 GB 50s 5m 16s
25 98.9 100.0 100.0 2.35 GB 50s 5m 38s
27 98.6 100.0 100.0 2.21 GB 47s 5m 07s

15 99.7 100.0 100.0 29.56 GB 1m 58s 18m 28s
17 99.7 100.0 100.0 28.46 GB 57s 11m 40s

19 99.6 100.0 100.0 28.0 GB 55s 11m 25s
DALIGNER 21 99.6 100.0 100.0 27.6 GB 58s 11m 26s
23 99.5 100.0 100.0 27.22 GB 57s 11m 19s
25 99.5 100.0 100.0 26.86 GB 57s 11m 22s
27 99.5 100.0 100.0 26.5 GB 56s 11m 17s

15 100.0 100.0 99.5 9.86 GB 1m 35s 24m 42s
17 100.0 100.0 99.4 9.86 GB 1m 36s 24m 53s
19 100.0 100.0 99.5 9.82 GB 1m 35s 24m 4l1s
MHAP 21 100.0 100.0 99.4 9.77 GB 1m 39s 25m 55s
23 100.0 100.0 99.4 9.83 GB 1m 38s 25m 40s
25 100.0 100.0 99.4 9.84 GB 1m 38s 25m 47s
27 100.0 100.0 99.4 9.81 GB 1m 38s 25m 42s
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Table B.2: Overlap validation and performance of DFP, DALIGNER, and MHAP on
the D. melanogaster ISO1 dataset for several values of k. Statistics were computed us-
ing the Release 6 of the reference genome. Columns are the same as in Table B.1.
DALIGNER was run with the non-default parameters: -e.9 -kk -w5 -h60 -s500
-M16 (higher values of -M did not allow the program to terminate correctly). MHAP was
run with the non-default parameters: -k & --num-threads 16 --num-min-matches 5
--threshold 0.5.

Tool k TPR SPC PPV RSS Peak WCT CPU
19 98.1 100.0 99.5 10.03 GB 16m 28s 2h 21m 7s
21 98.0 100.0 99.6 10.03 GB 16m 23s 2h 24m 8s
23 97.8 100.0 99.7 8.80 GB 16m 02s 2h 23m 32s
DFP 25 97.6 100.0 99.7 8.35 GB 15m 50s 2h 27m 11s
27 974 100.0 99.5 7.92 GB 15m 44s 2h 25m 28s
29 97.1 100.0 99.5 7.55 GB 15m 46s 2h 30m 26s
31 96.8 100.0 99.7 7.23 GB 16m 19s 2h 44m 11s
19 99.4 100.0 100.0 16.40 GB 30m 03s 6h 34m 43s
21 99.4 100.0 100.0 16.40 GB 30m 07s 6h 32m 07s
23 99.4 100.0 100.0 16.41 GB 29m 42s 6h 24m 50s
DALIGNER 25 99.4 100.0 100.0 16.41 GB 30m 23s 6h 32m 57s
27 994 100.0 100.0 16.40 GB 30m 11s 6h 30m 17s
29 99.3 100.0 100.0 16.41 GB 30m 47s 6h 34m 56s
31 99.3 100.0 100.0 16.41 GB 30m 04s 6h 27m 42s
19 99.0 100.0 100.0 18.85 GB 32m 33s 8h 44m 3s
21 99.0 100.0 100.0 18.96 GB 32m 26s 8h 43m 07s
23 99.0 100.0 100.0 18.75 GB 31lm 37s 8h 29m 18s
MHAP 25 99.0 100.0 100.0 18.97 GB 32m 19s 8h 41m 54s
27 99.0 100.0 100.0 18.97 GB 32m 03s 8h 37m 50s
29 99.0 100.0 100.0 18.86 GB 31lm 34s 8h 28m 57s
31 99.0 100.0 100.0 19.00 GB 32m 30s 8h 44m 49s
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Table B.3: Overlap validation and performance of DFP, DALIGNER, and MHAP on the
Human chromosome 14 dataset for several values of k. Statistics were computed using
the ungapped reference genome. Columns are the same as in Table B.1. DALIGNER was
run with the non-default parameters: -e.9 -kk -w5 -h60 -s500 -M30. MHAP was
run with the non-default parameters: -k k& --num-threads 16 --num-min-matches 8

--threshold 0.16.

Tool k TPR SPC PPV RSS Peak WCT CPU
19 99.0 100.0 99.8 1.92 GB 1m 41s 17m 2s
21 99.2 100.0 99.9 1.58 GB 1m 37s 16m 56s
23 99.4 100.0 100.0 1.50 GB 1m 37s 16m 44s
DFP 25 99.5 100.0 100.0 1.38 GB 1m 35s 16m 41s
27 99.7 100.0 100.0 1.40 GB 1m 34s 16m 40s
29 99.7 100.0 100.0 1.46 GB 1m 35s 16m 51s
31 99.8 100.0 100.0 1.51 GB 1m 33s 16m 48s
19 100.0 100.0 100.0 23.43 GB 12m 57s 2h 50m 45s
21 100.0 100.0 100.0 22.37 GB 11m 25s 2h 29m 29s
23 100.0 100.0 100.0 21.51 GB 10m 22s 2h 14m 32s
DALIGNER 25 100.0 100.0 100.0 20.69 GB 10m 04s 2h 10m 47s
27 100.0 100.0 100.0 20.05 GB 9m 54s 2h 09m 28s
29 100.0 100.0 100.0 19.49 GB 9m 54s 2h 11m 36s
31 100.0 100.0 100.0 18.99 GB 9m 31s 2h 04m 45s
19 99.3 100.0 99.4 19.57 GB 18m 45s 5h 3m 57s
21 99.3 100.0 99.4 19.21 GB 20m 34s 5h 34m 17s
23 99.3 100.0 99.5 19.04 GB 20m 51s 5h 38m 37s
MHAP 25 99.3 100.0 99.6 18.90 GB 17m 37s 4h 46m 6s
27 99.3 100.0 99.5 18.93 GB 18m 08s 4h 54m 29s
29 99.3 100.0 99.6 18.93 GB 21m 05s 5h 42m 48s
31 99.3 100.0 99.7 18.85 GB 18m 13s 4h 57m 22s
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Table B.4: Overlap validation and performance of DFP, DALIGNER, and MHAP on
the C. gigas dataset for several values of k. Statistics were computed using the un-
gapped reference genome. Columns are the same as in Table B.1. DALIGNER was
run with the non-default parameters: -e.9 -kk -w5 -h60 -s500 -M30. MHAP was
run with the non-default parameters: -k k --num-threads 16 --num-min-matches
50 --threshold 0.5.

Tool k TPR SPC PPV RSS Peak WCT CPU
19 99.5 100.0 99.9 6.90 GB 27m 33s 4h 37m 9s
21 99.6 100.0 99.9 7.27 GB 26m 49s 4h 31m 26s
23 99.7 100.0 99.9 7.71 GB 26m 17s 4h 28m 02s

DFP 25 99.7 100.0 99.9 8.08 GB 26m 11s 4h 30m 26s
27 99.7 100.0 99.8 8.53 GB 25m 57s 4h 31m 23s
29 99.8 100.0 99.9 8.95 GB 25m 48s 4h 31m 54s
31 99.8 100.0 99.9 9.38 GB 25m 45s 4h 32m 29s

19 96.5 100.0 100.0 18.89 GB 2h 07m 17s 1d 8h 28m Os
21 96.5 100.0 100.0 17.20 GB 1h 47m 29s 1d 3h 18m 8s
23 96.5 100.0 100.0 15.86 GB 1h 39m 15s 1d 37m 19s
DALIGNER 25 96.5 100.0 100.0 14.74 GB 1h 28m 26s 22h 5m 18s
27 96.5 100.0 100.0 13.80 GB 1h 23m 41s 20h 35m 37s
29 96.5 100.0 100.0 12.98 GB 1h 16m 05s 18h 52m 19s
31 96.5 100.0 100.0 12.46 GB 1h 09m 27s 17h 9m Os

19 99.8 100.0 100.0 16.79 GB 51m 47s 13h 49m 07s
21 99.8 100.0 100.0 16.81 GB 51m 30s 13h 45m 02s
23 99.8 100.0 100.0 16.84 GB 52m 11s 13h 56m 11s
MHAP 25 99.8 100.0 100.0 16.85 GB 52m 59s 14h 10m 00s
27 99.8 100.0 100.0 16.90 GB 53m 05s 14h 10m 58s
29 99.7 100.0 100.0 16.93 GB 53m 28s 14h 16m 28s

31 99.7 100.0 100.0 16.91 GB 53m 52s 14h 23m 27s
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