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Abstract

This thesis focuses on the topics of information visualization in a video surveillance
system and on distributed person re-identification.

Visualizing the proper information in a concise and informative fashion is a very
challenging tasks that is mainly driven by the situation, the task that has to be per-
formed and last but not least, by the operator that is using the system. Designing
a successful system that is able to support all of these requirements and constraints
is the first goal of this thesis. Towards this end we design and develop four system
prototypes and evaluate each of them by means of standard Human-Computer Inter-
action principles. We show that this approach leads to an advanced system that is
capable to support the task of tracking a person moving through multiple cameras
field-of-views using only a single display.

The advanced visualization system was built to support the task of tracking a
person through multiple overlapping cameras. However, in a real scenario this is
not always feasible and we have to deal with disjoint cameras, hence, the system
may fail to track the same person moving across them. In light of this, we propose
three different methods to tackle the person re-identification problem so as we can
re-associate a person that moves out from one camera and then reappears in another
one at a different time instant. The first method builds a discriminative signature for
each person that is matched by using a robust distance measure. The second method
studies the transformation of features across cameras, while the last one builds upon
the idea that as features get transformed so is the distance between them. Finally, we
consider the issues of a fully centralized camera-camera re-identification system and
introduce a distributed re-identification framework. For each approach, experimental
results on public benchmark datasets are given.
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1
Introduction

The first chapter briefly introduces the current state of Video Surveil-
lance Systems (VSSs), including application fields, typical architectures
and possible drawbacks. Then, the topics of displaying footages and the
proper information in a Video Surveillance System, and distributed re-
identification are discussed in more details. Within this context, the con-
tributions and the organization of this thesis are defined.

1.1 An Introduction to Video Surveillance

Nowadays there is a growing interest in surveillance applications due to both the
increasing demand of more safety and security in urban environments and the con-
stantly decreasing price plummet of sensors and processors. These facts, together with
the maturity reached by algorithms and techniques, are introducing novel automatic
surveillance systems able to monitor the remote and often unattended environments
(e.g., metro lines and railway platforms, highways, airport waiting rooms or taxiways,
nuclear plants, public areas, etc.).

To achieve such objectives, advanced surveillance systems can use many different
kinds of sensors that range from tactile/pressure sensors (e.g., border surveillance)
to chemical sensors (e.g., industrial plant surveillance or counter terrorism activities)
to audio and visual sensors. For monitoring wide areas, the most informative and
versatile ones are the visual sensors. When visual sensors (i.e. cameras) are used
to monitor the behavior of people, objects or processes for security purposes we are
talking about video surveillance.

The term “video surveillance” is very generic and the community uses it to refer
to several types of systems differing both in their architectures and in their objectives.
From a structural point of view, VSSs can be classified on the basis of:

� the type of sensors (e.g. b/w or color cameras, infra-red or even range cameras1);

1a range camera is a camera where the imaging process is based on the distance of the observed
objects, rather than on their chromaticity/lightness properties: the nearer the object, the brighter
its image.
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� the sensors’ degrees of freedom (i.e. fixed, zoom, Pan-Tilt-Zoom or fully mobile
cameras);

� the system topology (i.e. single camera, network of cameras, hierarchical sys-
tems, etc.);

� the way data is transmitted (i.e. broadcast, CCTV—closed-circuit television);

� the final destination of the acquired data (i.e. displayed on a monitor, saved on
storage units, processed by a software, etc.).

Despite this variety of possible architectures, the most popular systems are still the
CCTV-based ones: video sequences acquired by typically static cameras are directly
transmitted to a limited set of monitors so that human operators can remotely observe
the monitored scene.

Since a camera-based system can be used in many different contexts, VSSs can
also be classified by their purpose. Popular examples are:

� traffic monitoring systems, where cameras are used to check the traffic conditions
and detect anomalies like car accidents or traffic jam;

� safety systems, like the ones mounted on subways so as the operators can check
if the people are clear of doors before closing them and start the train;

� statistical analysis systems, as those used in some shopping malls, where the
video data is used to collect statistical information for marketing purposes, e.g.
finding when and where the flow of customers is higher so as to optimize the
products displacement;

� industrial systems, where the surveillance system is used to detect possible
anomalies in the production chain, e.g. defective pieces.

Even if video surveillance has been used in many different fields, its main appli-
cation is in security management and law enforcement. Since the last decades, VSSs
have been used for crime prevention, direct surveillance and forensic activities. Many
times, prevention is generally achieved by simply deploying a camera in the environ-
ment. This usually discourages potential offenders by letting them think that they
may be observed or even recorded while committing a criminal action; the dissuading
power of such a system has even led to some extreme cases, where fake surveillance
cameras with no imaging capabilities at all are installed in public areas.

In the last years, the number of installed VSSs has had a huge growth. This
is mainly due to an increased demand for security pushed by the terroristic acts
that have recently struck both Middle East and western countries. Governments,
institutions and even private entities aimed to increase public security by means of
video surveillance: today, CCTV systems can be found almost everywhere, in banks,
mall shops, train stations, airports, and more generally in any public crowded place.
This growth has led to some exceptional cases, as in the United Kingdom: it is
estimated that more than 500,000 CCTV cameras cover large portions of the city of
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London, while in the entire country there are more than 4,200,000 cameras, one for
every 12 people [101].

The quick growth of VSSs leads to several new practical problems. Traditional
CCTV camera systems are becoming less suitable for modern applications since they
mainly rely on the interaction with a human operator. Let us consider the surveillance
of a large public area, e.g. an airport: there could be hundreds of cameras operating at
the same time and transmitting multiple video streams to the CCTV system monitors.
Considering the large number of monitors and knowing that the operator’s attention
quickly decreases through time, such a system would require a prohibitive amount of
human resources in order to be fully operational. Since, in practice, human resources
are limited, the result is an inefficient system where potential events of interest may
be missed due to operators’ faults.

The practical problems mentioned above have led to an increasing interest in
computer-based automatic or semi-automatic surveillance systems. In a computer-
based surveillance system, appropriate computer vision algorithms are applied to
video data streams coming from cameras in order to automatize some of the tasks of
a traditional system. The system could perform relatively simple tasks such as the
detection of moving objects, up to complex activity analysis for the identification of
anomalous behaviors. A computer-based surveillance system can outperform a tra-
ditional one and support the human operator activities by filtering the potentially
interesting video sequences that need further investigation: this way, a human opera-
tor is required to directly inspect the video sequences only when really needed. This
reduces the negative impacts of the decrease of attention.

1.2 Displaying the Proper Information in a Video
Surveillance System

Computer-based video surveillance applications covers several processing tasks, start-
ing from low-level image processing tasks up to more abstract, high-level tasks con-
cerning the interpretation of what the image sequences represent. In literature, this
high-level part has been referred to with several names: event detection [102, 134, 71],
activity recognition [67, 16, 139] behavior analysis [143, 61], scene understanding [18].
Though such names have slightly different meanings, the main idea is always to give
a semantic interpretation of the monitored scene. While the low-level processes deal
with pixels, colors and light intensities, the higher-level ones do not consider the ac-
quired images as a mere group of pixels, but as something with a meaning that must
be extracted. At the beginning of the processing chain the system deals with raw data,
and the main tasks could be the detection of edges or fast-changing image regions,
while at the end of the process the system deals with entities, like cars or people, and
their interactions with other entities or the surrounding environment. Despite such
useful information can be extracted, surveillance systems generally involve multiple
and different cameras that are monitoring the same environment, so, the support of
human operators is something that is still required.
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1.2.1 Why is it so Important to Display the Proper Informa-
tion?

Presenting the useful information to the human operators is a challenging task as
footages from many different cameras should be displayed at the same time. As
shown in Figure 1.1, current systems usually display such video sequences through
a large number of monitors. This creates the problem of requiring a prohibitive
amount of human resources and brings to a quick decrease of the attention of the
human operators through time. Not only that, most of the information that is usually
displayed is useless. Displaying such information is not only overloading the operators
capabilities, but it is also preventing them to catch the relevant events that may be
worth to further investigate.

Therefore, trying to display the proper information in an easy and informative
fashion is a very important task. However, due to the large amount of data that
needs to be processed and the difference between all the possible tasks that operators
are required to perform, it is still a challenge and it has only recently started to attract
the attention of the community.

1.2.2 Issues in Current Video Surveillance Systems

Displaying the proper information through a VSS is an extremely challenging task.
There are several problems that affect it and among them we can just mention a few.

� First, the information that should be displayed to the operators is task-dependent,
that is, the system should present the operators only the information that is
useful for the task they are currently performing. So, the information to be
displayed is not generally well-defined nor unique.

� Second, even if the information to be displayed can be precisely defined, is not
uncommon that different operators disagree on what the proper information is
(with “proper” we mean relevant to the specific task).

� Third, different operators have different physical and psychological capabilities,
so the tasks they can complete in a proper amount of time (this is very important
in video surveillance as the decisions taken in fraction of seconds can save many
lives) and in the correct way are different and thus require different solutions.

Analyzing in details the stated issues we may claim the following. In the first
case the problem arises from the multitude of current surveillance tasks that human
operators are required to perform. For instance, let’s see what can be the proper
information to be displayed for the same event happening under two different scenar-
ios. Let’s consider the problem of monitoring the entrance of a subway. During the
ordinary operations an operator may want to have information about the identity of
people entering in the subway, e.g. he/she may want to know if a suspicious person
is getting in, or whether a person is bringing in the subway offending objects like
weapons,etc.. However, after an accident/attack occurred, the same operator may
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Figure 1.1: A typical surveillance station where many monitors are used to display
footage coming from different cameras. The operators are generally required to si-
multaneously monitor all of them and to take the appropriate decisions in a limited
amount of time.

want to obtain different information. For instance he/she may want to have informa-
tion about which entry the offender is exiting or which subway access is the safest one
so as people can easily leave the subway. These are only few examples of the possible
variations of one single event. Nevertheless, though such information cannot be au-
tomatically extracted from footages or properly displayed, and the process requires a
huge mental effort, a human being would generally complete the tasks.

The second problem is more related to each human being. For instance, let us
keep on thinking about the previous example where a suspicious person has been
identified. Suppose also that the system tells the operator that a weapon has been
detected and the subject is carrying it into the subway. One operator may want the
system to display the most probable direction that the subject will take so as the
police can intervene and stop he/she as soon as possible. Another operator, instead,
may also want the system to display the criminal record of the subject so as he/she
can better understand who is the person they’ll face. Still, another operator, may
want the system to display the previous positions where the subject was detected, etc..
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These many different needs make the task of visualizing the proper information even
more challenging as the system may have a different behavior depending on which
operator is monitoring the area.

Finally, the third issue is probably the most challenging one. We, as humans,
have different cognitive capabilities, reaction times, and each of us has different skills.
Thus, the system should display to the different operators the information in a proper
way and in a sufficient amount of time such as they can take the appropriate decisions.
Let for instance consider two operators one of which has a colorblind problem while
the other one has not. If the system is not designed to address the problems coming
from such difference between the operators’ sight capabilities, in case of an anoma-
lous/interesting event, one of the operators may fail in detecting it and thus he/she
does not properly complete the monitoring task. Commonly proposed surveillance
system do not generally consider such design issues and do not take the appropriate
considerations when displaying the relevant information to operators having these
kind of problems.

Even though these are mainly Human-Computer Interaction (HCI) design issues,
to address them, low-level as well as high-level semantic information should be ex-
tracted from the footages using computer vision based algorithms. One of the most
interesting problems, related to both the HCI stated issues and to the high-level se-
mantic information that can be extracted from the footage, is the problem of tracking
a person across multiple disjoint cameras, that is, the person re-identification prob-
lem. The problem is interesting from the HCI aspect the proper information should be
displayed in an easy and intuitive fashion without overloading the operator cognitive
capabilities, e.g. the system should not require the operator to follow the persons by
merely requiring him/her to look at the different monitors through which footages are
displayed. From the computer vision point of view, such task is even more challenging
as the system should be able to reliably perform the data association problem that
arise when the object is leaving one camera FoV to reappear in a different one at a
different instant of time.

1.3 Re-Identification/Tracking Across Disjoint Cam-
eras

The size of the monitored environment introduces many different problems, from the
number of sensors to deploy, to their configuration, to the way they communicate and
cooperate to achieve a global objective. As a matter of fact, as the dimension of the
monitored environment grows, it quickly becomes hard to deploy a network of video
sensors such that there are enough overlapping FoVs to cover every point of the moni-
tored area. In this context, even though sensors are becoming cheaper, a full coverage
of the area is still not affordable due to the amount of human supervision, privacy
concerns, and maintenance costs involved [34]. In addition, monitoring every point
of the environment implies high-computational costs and high-speed (i.e. bandwidth)
networks.



1.3. Re-Identification/Tracking Across Disjoint Cameras 7

These limitations yield to the development of video analytics systems that provide
partial area coverage. This introduces the blind areas called “blind-gaps” that bring
in new challenging problems as no information can be obtained from these areas. One
of the most interesting problems is to re-identify people moving across different FoVs
through “blind-gaps”. This is known as the person re-identification problem, formally
defined as the problem of associating a given person acquired by a camera to persons
previously acquired by any other camera in the network at any location and at any
time instant.

1.3.1 Why Re-identification?

Knowing whether a specific person is present in a given scene, at a given position and
time is of paramount importance for surveillance tasks. By attacking such problem,
the video data coming from disjoint cameras can be used to recognize the author
of a crime or to reconstruct the sequence of events before it (see Figure 1.2 for an
example).

1.3.2 Issues in Current Re-Identification Approaches

One of the biggest problems the re-identification community must face is the quality
and the huge difference between the image frames coming from the disjoint cam-
eras. The re-identification problem is addressed relying on data extracted by image
processing modules, able to detect moving objects and classify them. Many state-
of-the-art works on re-identification still make the assumption that the data coming
from low-level modules is free from errors, but unfortunately this is not the case.
Such an hypothesis could be useful when defining a system from a theoretical point
of view, but in practical applications low-level errors could have negative impacts on
the performances of high-level processes. Nowadays, probably no computer vision
problem can still be considered totally solved, and in fact yet today the community
produces works on the same topics that are being addressed since decades, such as
object detection and tracking; the hypothesis of error-free data should thus be con-
sidered unrealistic. Not only that, assumed that the error-free data is available, the
task of re-identifying persons moving across cameras is challenging due to the open
issues of multi-camera video analysis such as changes of scale, illumination, viewing
angle and pose. This is especially true in case of person re-identification due to the
non-rigid shape of the human body.

State-of-the-art methods have tried to address such problems by designing robust
features that aim to describe a target across different cameras or by finding the op-
timal distance measures between features. An alternative class of approaches has
looked into the problem of finding linear and nonlinear transformation functions be-
tween appearance features extracted from image pairs. These functions are used to
transform the features extracted from the candidate targets and to perform the re-
identification in the transformed feature space. Despite this, target re-identification
in a non-overlapping multi-camera scenario is still an open issue due to the unknown
nature of the transformation of features between cameras.
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(a) (b)

(c) (d)

Figure 1.2: Images acquired by 4 different and disjoint CCTV cameras before the
Boston Marathon bombing attack on April 15, 2013. In (a) the authors are viewed
from the front. In (b) the authors are viewed from the back. In (c) and (d) the
authors are viewed from different side views.

While recent methods are achieving good re-identification performance, those have
mainly focused on performing the re-identification between camera pairs and do not
consider the re-identification from the network point of view. Thus, the related com-
putational and networking costs involved in such process have not received attention
by the re-identification community. However, this is a very interesting and challeng-
ing aspect as the process of re-identify a target generally involves high computational
resources and very high dimensional image representations.
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1.4 Distributed Computations

Due to the availability of modern low-cost sensors, wide area camera networks are
gaining increasing importance in a wide range of applications like surveillance, disaster
response, environmental monitoring, just to mention a few. Multiple sensors can
cover a wider area, provide views from different angles and the fusion of all their
measurements may lead to robust scene understanding. Among different information
fusion approaches, distributed network of smart cameras [21, 122] are often chosen
over centralized or hierarchical approaches due to their scalability to a large number
of sensors, ease of installation and high tolerance to node failure. The development of
such automated techniques for aggregating and interpreting information from multiple
video streams in real-life scenarios is a challenging area of research [35].

1.4.1 Why not a Centralized Approach?

Visual sensor networks generally come with a relatively large amount of computational
and storage resources, but these are spread, both spatially and topologically. Conse-
quently, random access to a distant resource is very expensive in terms of required
network bandwidth, especially in wireless multi-hop networks. While this issue can be
trivially addressed by copying all data and letting each node processing it separately,
this does not solve the polynomially-increasing communication burden.

The main characteristic of a fully-centralized architecture is the ability of the
processing node to locally access any piece of stored information. At the current state
of technology, a central processing node would be implemented as a single computer or
tightly connected computing cluster with local memory (RAM) and locally attached
storage. The processing power and storage capacity of such centralized server are
assumed to be sufficient to process all data from all attached cameras simultaneously.
Thus, in general an algorithm that exploits a centralized approach had to face the
following constraints

� Bandwidth constraints

� Security issues

� Difficulties in analyzing a huge amount of data

However, in large scale camera networks the stated assumptions are unrealistic.
With the growing network size, limits on network throughput and processing power
of the central unit are reached sooner or later. As an alternative solution, processing
in a very large camera network can be organized in a truly distributed manner using
smart cameras, thus providing enough processing power and storage capacity even
for complex tasks. Depending on the nature of a system, there may be additional
reasons in favor of a decentralized implementation, such as the need for redundancy
or resilience to sabotage. In a network of embedded smart cameras, while, from
the system viewpoint, nodes are spread across the network, each sensor has local
memory and storage, and it is capable of performing processing operations on board.
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Consequently, in a distributed framework each of the cameras in the network act
as autonomous agent that is able both to record and analyze the data locally. But
the cost of data access depends on the physical and topological distances between
network nodes, which is an inherent property of distributed systems in general. So,
when performing processing operations in a network of embedded smart cameras, we
can move the computational steps to the edge of the network and leave each node
perform the required actions. Then each sensor exchanges only the proper information
to its neighbors to finally reach a shared and global objective in a fully distributed
fashion.

1.5 Contribution of the Thesis

The contribution of this thesis is two-fold. First, an advanced VSS is designed to dis-
play the proper task-dependent information to surveillance operators that are moni-
toring a wide area. The system is mainly designed to help operators tracking persons
across camera views. This raised the need for a system capable of re-identify the
subjects as they move through disjoint cameras FoVs. This leads to the second con-
tribution of the thesis, that is, a distributed approach to address the challenges of the
person re-identification problem. Three different approaches are investigated to show
the performance and the positive and negative aspects of each of them. Specifically,
this thesis makes the following original contributions.

Adaptive Human Interface for VSS

The main objective of the proposed VSS is the development of an effective and power-
ful information visualization technique that properly displays only the most relevant
cameras and information contents to simplify the operators’ tracking tasks. The key
idea is to visualize only most probable streams, i.e. those that will be involved with
the motion of the tracked persons. Towards this goal we propose a novel dynamic
organization, activation and switching of the User Interface (UI) elements based on
the output of video analytics algorithms.

The first objective is to distill the volumes of monitoring information into a hu-
man manageable quantity. This is achieved by introducing an hand-off task between
different camera views so that a single person can be tracked across different FoVs.
The proposed camera planning algorithm uses geographical clues and exploits the
predicted trajectories to build an accurate camera activation plan. The camera acti-
vation plan together with the tracking data is used to provide only the relevant data
to the novel UI.

The next and final objective is to present the filtered visual information to the
operators such that they can take appropriate decisions in a limited amount of time.
This is achieved by first exploiting the activation plan and tracking data such as
only the proper streams are selected. Then, the selected video streams are displayed
through a novel UI that allows the operators to focus only on a single view without
requiring them to switch between monitors as well as UI elements. A map represen-
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tation that exploits the detail plus overview technique is also introduced to make the
task of inspecting the whole are less tough.

Distributed Re-Identification

In the adaptive human interface for VSS the main goal is to support surveillance
operators in the task of tracking persons moving within the monitored environment.
However, as a target exits a camera FoV it should be re-identified as it enters a
different one, so as the task of tracking targets across camera FoV can be tackled.
This is where the person re-identification problem comes into picture. To tackle
the re-identification problem state-of-the-art methods use robust features that have
invariant properties across cameras. However, the communication and processing
resources needed to deal with such large amount of data that has to be shared across
the whole network, make the problem intractable if a centralized approach is adopted.
To address the re-identification challenges we investigate three main approaches and
introduce a distributed framework.

In the first approach we address the re-identification by means of a discriminative
signature based method. Given an image, we first detect the persons together with
their body parts using camera specific learned models of those. Then, after find-
ing the silhouette of a person we extract four local and global features to create a
discriminative signature of a person. This is finally matched with other signatures
from other cameras using a weighted combination between local and global feature
distances. While this method is effective for images that have similar appearance, it is
not capable of dealing with even simple color variations that occur between cameras.

To tackle this issue, in the second approach, we propose to study the nature of
the transformation between appearance features extracted from different cameras.
Towards this goal we first detect the salient body parts from the given person im-
age, then we extract color and texture features from local dense patches. For each
pair of features extracted from two images, we capture the transformation of those
by exploiting the principles of the Dynamic Time Warping technique. We form the
function space of all feasible and infeasible transformations between such features.
Then, we reduce the dimensionality of such function space and learn the decision
boundary that bests separates the set of feasible and infeasible transformation func-
tions. Finally, we perform the re-identification by classifying the transformation as
feasible (i.e. the person is re-identified) or infeasible (the person is not re-identified).
This method strongly outperforms the previously proposed one when large color and
illumination variations are present, however, due to the very high dimensionality of
the function space it is computationally expensive.

To try to reduce the required high computational costs and introduce a tractable
solution that can be later extended to perform the re-identification over the whole
network, we build upon the idea that as the features get transformed across cameras
so are the differences between them. So, we address the re-identification as follows.
We first extract color, texture and shape features from the given images to capture
most of the discriminative information, then for each pair of images coming from
disjoint cameras we compute the distances between all such features. This results
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in a small feature space where, as before, we can train a classifier and learn the
parameters of the decision boundary that separates the set of positive pairs (the two
images are from the same person) and the set of negative pairs (the two images are
from different persons). While being simple yet effective, this method still considers
the re-identification from the point of view of only two cameras in the network.

To move this point of view and consider the re-identification as a network process
we finally propose a distributed re-identification framework. To achieve a distributed
re-identification we first introduce a camera matching cost measure, then we use it in
a derivation of the Distance Vector (DV) routing algorithm. This allows us to route
the signature of a probe person to the nodes of the network in a priority fashion. Not
only that, using an update rule similar to the one proposed by the original DV routing
algorithm the network is capable of adapting through time. While we present such
framework using the discriminative signature based method it can be easily extended
to other ones.

1.6 Organization of the Thesis

The thesis is organized along the lines for the previous section. In Chapter 2 we give
a brief literature review about current VSS and re-identification approaches. The
advanced and user centered VSS is described in Chapter 3. Then in the next three
chapters the problem of person re-identification is addressed in three different ways.
In Chapter 4 features extracted from persons silhouettes are accumulated over mul-
tiple frames to form a discriminative person signature. The study of the nature of
the transformation of features, applied to the problem of person re-identification, is
described in Chapter 5. Then, in Chapter 6 two preliminary studies are conducted
to explore the transformation of feature dissimilarities and to extend the proposed
camera-camera re-identification approaches to the camera network point of view. Fi-
nally, conclusions and possible future directions are drawn.
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Literature Review

In this chapter, a brief literature review of current video surveillance,
with focus on works in the field of user interfaces for VSS, is given.
Then we discuss state-of-the-art works for person re-identification. As
current person re-identification methods can be grouped into two main dif-
ferent categories,i.e. biometric-based and appearance-based methods, this
part first analyzes the re-identification methods along this categorization.
Then, since appearance-based methods are the most widely used in camera
networks, an even finer distinction is made between them. Discrimina-
tive signature based methods, metric learning based methods and feature
transformation based methods are discussed. Finally, evaluation method-
ologies and commonly used person re-identification benchmark datasets are
described.

2.1 User Interfaces for Video Surveillance Systems

The considerations expressed in the previous chapter justify the paramount impor-
tance that video surveillance has gained in the computer vision field during the last
years (see for example the several special issues published on this topic [29, 44, 24, 2,
121, 116]). Countless works have been proposed both on the low-level part of the video
processing chain (e.g. moving object detection, object tracking) and on the high-level
part (e.g. video understanding, event detection). Despite this, only in few cases the
research in this field has led to the development of a full surveillance system; this is
mainly because of the inherent ambiguity in high-level tasks (e.g. how to uniquely de-
fine what an “interesting event” is?) and the difficulties in linking low- and high-level
modules: high-level surveillance algorithms typically rely on good features extracted
by the low-level modules, but this is often not the case.

The computer vision and video surveillance community have mainly focused on
algorithms to extract valuable information from footages. Despite most of these
algorithms are efficient and have high performance, the human part is still involved
in the process of monitoring video streams from multiple cameras.

As pointed out in [124], the human ability to understand and interact with a large
amount of data could be increased through visual analytic tools. A perceptual user
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interface that allows users interaction by means of gestures was introduced in [64].
Common gestures are used to simplify the user-interaction with the video analytic
system. Despite this less attention have been posed on UI elements. In [155] an
attention-aware human-machine interface (HMI) to monitor human operators atten-
tion was proposed. The VSAM project described in [30] demonstrates that a single
human operator can effectively monitor a significant area of interest. The proposed
UI exploits the VSAM technology to automatically display graphical representations
of individuals into the digital environment. The ADVISOR system [130] selects rele-
vant outputs and displays the relevant video feeds to the operator using a novel HCI.
In [144] a framework for video surveillance based on the context of the experiential
environment for efficient and adaptive computations was proposed. An analysis proce-
dure is used to select only the interesting data thus avoiding exhaustive analysis of the
irrelevant data. In [50] a Dynamic Object Tracking Systems introduced a novel VSS
user interface. The same authors extended it by inspecting activity patterns [52] and
introducing geometric tools [51]. A new backbone system that was used to develop
advanced monitoring techniques, integrating cameras installed around the monitored
area and centralized information, was introduced in [106]. In [20] a two-tiered VSS
that self-adapts to current user needs was proposed. Similarly, in [28], the Virtual
Document Planner was introduced to reduce the visual clutter and to display only
situation-tailored information.
Similar techniques were proposed in commercial products. The IBM Smart Surveil-
lance system (S3) [129, 65] uses a web-based service interface to support video based
behavioral analysis. The Smart Surveillance Engine (SSE) provides a plug and play
framework for video analytics. A web-based UI is used to access to past events using
metadata information and a SQL based query language. In [132] an integrated com-
mand and control solution designed to support security management is proposed. 3D
site maps are displayed together with useful information to help contain and prevent
dangerous events. Similarly, in [133] a graphical model of the monitored site allows
users to select specific areas in order to display footages related to anomalous events.
Finally, the Tag and Track system [66] allows users to select and track people across
different camera views. The UI uses geographical cues and colors to display informa-
tion and the tracking history of detected persons. In Table 2.1 the relevant properties
-to be considered with respect to the HCI principles- of the state-of-the-art systems
are shown.

Despite many of these works help improving end-users capabilities, they still re-
quire huge mental efforts to the human operators. In particular, three main open
issues can be defined: i) each user is required to monitor a large amount of footages
at the same time; ii) tasks like tracking across multiple cameras require manual in-
teraction with the UI to select desired camera views; iii) the position and the colors
of UIs elements are not chosen accordingly to HCI principles.
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Figure2.1: Multidimensionaltaxonomyforpersonre-identiicationalgorithms.

2.2 PersonRe-Identiication

Inthelastfewyearstheproblemofre-identifyingpersonsacrossmultipledisjointcam-
erashasreceivedincreasingattention.Duetothisincreasingattention,theproposed
approachestothepersonre-identiicationproblemusedmanydiferentcombination
ofappearance-orbiometric-basedfeatures,bodymodels,etc..Suchmultidimensional
taxonomyandcategorizationofthepersonre-identiicationalgorithmsisdepictedin
Figure2.1.Adeepanalysisofallthesepossiblecategorizationisoutofthescopeof
thisthesis,so,foramorecomprehensiveanalysisthereadercanrefertotherecent
surveygivenin[142].Accordingtothis,intherestofthesection,anintroductionto
biometric-basedmethodsisgiven,thenappearance-basedmethodsareanalyzedwith
respecttotheirapproachmodality.

2.2.1 Biometrics-based Methods

Biometrics-basedmethodsexploitpassivebiometricfeaturestobuildpersonssigna-
tures.Despitetheefortsintheield,itishardtoextractbiometrics-basedfeatures
fromanunconstrainedenvironmentandaprecisecameraconigurationandsensor
deploymentarestillrequired.It’samatteroffactthatoutdoordeploymentsarenot
abletohandlethegreatvariationofpersonposestoallowareliablefeatureextrac-
tionforbiometricre-identiication.Notonlythat,duetothewideFoVofmonitoring
camerathelowspatialresolutionofimagesisnotsuitabletoextractreliablefeatures
fromeitherthefaceorthegaitofadetectedperson.Becauseofthis,biometrics-based
methodsaregenerallyappliedtoindoorenvironments. Despitethoseissues,eforts
havebeenpushedtoperformthere-identiicationusingbiometricfeatures.
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Gait-based biometric features are the most used ones for re-identification purposes.
In [145] a gait-based recognition algorithm based on spatial-temporal silhouette anal-
ysis has been proposed. A background subtraction algorithm and a correspondence
procedure are used to extract the silhouettes, then, a Principal Component Analysis
(PCA)-based eigenspace transformation is applied to time-varying distance signals. A
supervised learning method is used to perform the re-identification in the eigenspace.
In [68] a view independent person re-identification method is proposed. 3D models of
targets are synthesized from images acquired from 16 different cameras and gait fea-
tures are extracted from those images acquired from different viewpoints. In [56] the
Gait Energy Image (GEI) spatio-temporal gait representation was introduced to char-
acterize human walking properties for individual recognition by gait. Real sequences
and synthetic sequences are used within a statistical approach for learning effective
features from real and synthetic templates. In [17] a hybrid dynamical model of hu-
man motion was used, together with a classification algorithm, to recognize human
gaits. Temporal statistics are extracted from the images, and used to infer a dynam-
ical model that explicitly represents ground contact events. An algorithms is then
used to estimate model parameters, and a distance measure between such models is
used to reconize an individual gait. In [138] an approach for comparing two sequences
of deforming shapes using both parametric models and nonparametric methods was
proposed. Kendall’s definition of shape is used for feature extraction. Then paramet-
ric models like the autoregressive model and autoregressive moving average model on
the tangent space were used to capture the nature of human gait. A modification
of the Dynamic time-warping algorithm was also used to consider the nature of the
non-Euclidean space in which the shape deformations take place. In [149] the ro-
bust sparse coding (RSC) based classification was introduced and applied to the task
of face recognition. The RSC seeks for the maximum likelihood estimation solution
of the sparse coding problem using an efficient iteratively reweighted sparse coding
algorithm. The learned dictionary is then used for face recognition.

Face-based biometric features were also used for re-identification purposes. In [42]
the person re-identification is applied to detect persons in TV shows. The task is
addressed using features extracted from the faces by considering temporal association
of them across whole video tracks. Each detected face is divided into non-overlapping
8×8 pixel blocks. A dense vector of DCT coefficients is computed from applyind DCT
to each block. All the dense DCT coefficient vectors are concatenated to build the
feature vector. Similarly, in [10] features are extracted from faces detected using a
cascade of boosted MCT feature histograms. DCT coefficients are exploited to train
a SVM in order to build the model and classify new examples. Finally, in [31] color
and texture-based soft biometric features extracted from hair and skin patches are
proposed.
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Table 2.2: Main contributions in the field of person re-identification

Authors Year Approach Features
Temporal
Information

Representation

Javed et al.
[69]

2005
Feature
Transfor-
mation

Color Yes

Color
appearance
with color
brightness
transfer
function (BTF)

Gilbert et al.
[49]

2006
Feature
Transfor-
mation

Color Yes

Consensous-
color conversion
of munsell color
space with color
transformation
matrix

Gheissari et
al. [48]

2006
Discrimina-

tive
Signature

Color
and
shape

Yes
Graph partition
based
representation

Hu et al. [63] 2006
Discrimina-

tive
Signature

Geome-
try

Yes
Principal axis
with
segmentation

Wang et al.
[146]

2007
Discrimina-

tive
Signature

Color,
gradients

and
shape

No
Co-occurrence
spatial context

Chen et al.
[25]

Feature
Transfor-
mation

Color Yes

Color
appearance
with temporal
color brightness
transform and
spatial
information

Prosser et
al. [118]

2008
Feature
Transfor-
mation

Color Yes

Color
appearance
with temporal
color brightness
transform and
spatial
information

Continue on next page
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Table 2.2 – Continued from previous page

Authors Year Approach Features
Temporal
Information

Representation

Javed et al.
[70]

2008
Feature
Transfor-
mation

Color Yes

Color
appearance
with spatial
temporal color
brightness
transform and
spatial
information

Gray and
Tao[53]

2008
Discrimina-

tive
Signature

Color,
gradients

and
filters

No

Selected
histogram
features by
Adaboost

Zheng et al.
[153]

2009
Discrimina-

tive
Signature

Color
and

gradients
No

Grouping as
dynamic spatial
context

Bak et al. [6] 2010
Discrimina-

tive
Signature

Color No
Covariance
matrix between
parts

Farenzena et
al. [41]

2010
Discrimina-

tive
Signature

Color
and

structure
No

Symmetry-
based ensemble
of local features

Prosser et
al. [119]

2010
Metric
Learning

Color,
gradients,
filters

No

Quantified
histogram
feature by
RankSVM

Cheng et al.
[26]

2011
Discrimina-

tive
Signature

Color
and

structure
No

Pictorial
structures
modeling

Dikmen et
al. [36]

2011
Metric
Learning

Color No

Large Margin
Nearest
Neighbor with
Rejection on
densely sampled
color histogram
features

Kostinger et
al. [76]

2012
Metric
Learning

Color
and

texture
filters

No

KISS Metric
Learning on
densely sampled
color and
texture features

Continue on next page
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Table 2.2 – Continued from previous page

Authors Year Approach Features
Temporal
Information

Representation

Datta et al.
[32]

2012
Feature
Transfor-
mation

Color
and
shape

No

Weighted
brightness
transfer
function on
color and shape
histogram
features

Kvi-
atkovsky et
al. [78]

2013
Discrimina-

tive
Signature

Color No

Capturing color
shape
distribution in
the
log-chromaticity
color space
using shape
context
descriptor

Zhao et al.
[152]

2013
Discrimina-

tive
Signature

Color
and

gradients
No

Bi-directional
weighted
matching on
densely sampled
color and SIFT
features

Li et al. [82] 2013
Feature
Transfor-
mation

Color,
shape
and

texture
filters

No

Metric learning
on locally
aligned color,
shape and
texture
histogram
features

Zheng et al.
[154]

2013
Metric
Learning

Color
and

texture
filters

No

Relative
distance
comparison on
color and
texture features

2.2.2 Appearance-based Methods

Appearance-based methods exploit appearance features to build a person’s specific
signature by assuming that people do not change clothes within the “blind-gaps”.
Since the person re-identification problem can be defined as an association problem
in a wide area camera network where the goal is to track persons across the “blind-
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gaps”, this is a reasonable assumption to rely on. Moreover, as shown in [46], clothes
represent a meaningful feature that allows even humans to distinguish between indi-
viduals. Differently to the biometric approaches, appearance-based methods do not
require a precise camera deployment and can be applied to both indoor and outdoor
environments. Due to this, as shown in Table 2.2, appearance-based methods are the
most widely used for person re-identification.

Existing appearance-based works predominantly focus on finding the best set of
features [85], the most discriminative models [92] or the optimal similarity mea-
sure [154] that can be used to represent and match a target viewed in different cameras
at different time instants [37]. Following the approach categorization shown in Fig-
ure 2.1, three main kind of approaches can be identified: i) discriminative signatures
based methods, ii) metric learning based methods, iii) transformation learning based
methods.

2.2.3 Discriminative Signatures Based Methods

Person representations by means of color, shape and texture features have been the
most common choice for discriminative signature based methods. In [46] segmented
clothing regions are used to extract color and textures histograms that together with
face features build persons’ signatures. Similarly, in [135] a color-position histogram
descriptor is computed on image regions that can be clustered according to their col-
ors. Persons are then re-identified using an algorithm based on spectral analysis and
Support Vector Machines (SVM). A dense grid structure method over feature distri-
bution has been exploited in [7] to compute the Mean Riemannian Covariance Grid
(MRCG) descriptor. In [48] a region-based segmented image is used to extract spatio-
temporal local feature from multiple consecutive frames of each person. The proposed
signatures are built upon a decomposable triangulated graph that captures the spa-
tial distribution of the local descriptions. In [146] a two-layer appearance method is
proposed. A layer computes the Histogram of Oriented Gradients in the Log-RGB
color space. The other captures the spatial relationships between appearance labels.

The ensemble of localized features (ELF) approach [53] addressed the viewpoint
invariant pedestrian recognition issue using an AdaBoost framework to learn the most
discriminating local features. In [5] the AdaBoost framework is applied to haar-like
and dominant color features extracted from multiple frames. An unsupervised ap-
proach to learn the most discriminating feature extracted from different individuals
has been proposed in [85] to determine the feature importance of an individual driven
by person’s appearance attributes. In [73], the Implicit Shape Model (ISM) and SIFT
descriptors are exploited to generate view specific identity models of persons. These
models have been used to convert signatures between different views. In [47] a 2D
rigid part based color appearance model is used to localize and match individuals in
3D system computed by means of the structure-from-motion technique. The possible
location and contextual cues are exploited through an Markov Random Field (MRF)
framework to perform the re-identification. A high-dimensional signature formed of
texture, gradient and color features is proposed in [128]. The re-identification is
performed by projecting the high-dimensional signature into a low-dimensional dis-
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criminant latent space by Partial Least Squares (PLS) reduction. In [84] pairwise
dissimilarity measures between people representations has been adapted for a near-
est neighbor classification method. In [100] environmental cues and appearance fea-
tures extracted from a vertical stripe around the head location are used to propose
a Landmark-Based Model (LBM). An association phase integrates information from
appearance features and candidate positions to perform the re-identification. In [26]
Pictorial Structures (PS) were used to recognize individuals by selectively focusing on
the body parts. For single image re-identification, PS were used to localize the body
parts, extract and match their descriptors. When multiple images of a single individ-
ual are available, PS were used to learn the appearance of an individual. The proposed
method is based on the statistical learning of pixel attributes collected through spatio-
temporal reasoning. In [13] a method to characterize the appearance of individuals
exploiting body visual cues was proposed. A symmetry-driven appearance-based de-
scriptor was proposed to encode three complementary visual characteristics of the
human appearance: the overall chromatic content, the spatial arrangement of col-
ors into stable regions, and the presence of recurrent local motifs with high entropy.
Such features are extracted by following symmetry and asymmetry perceptual prin-
ciples. A weighted similarity measure between feature descriptors is finally used to
perform the re-identification. In [86] an unsupervised approach was used to find the
best features for re-identification. Features extracted from different individuals were
weighted adaptively by their salient and inherent appearance attributes. Such fea-
tures together with their importance are then used with generic universal weights
obtained using existing distance metric learning methods to re-identify targets across
disjoint cameras. In [147], instead of exploring new features, they proposed to make a
better use of multiple images. The proposed method builds a collaborative represen-
tation over all the gallery images (of known person individuals) to best approximate
the query images (containing an unknown person) via affine combinations. Then, by
enforcing the sparsity of the samples used for approximating the two nearest points,
the relative importance of the gallery images belonging to different persons has the
ability to reveal the identity of the querying person. In [8], a human signature that
handles difference in illumination, pose and camera parameters was proposed using a
novel model based on Mean Riemannian Covariance (MRC) patches extracted from
tracks of a particular individual. A similarity measure using Riemannian manifold
theory was also proposed to distinguish sets of patches belonging to a specific indi-
vidual. In [78], particular aspects of the log-chromaticity color distribution structure
structure of person appearance were shown to be invariants. Such intra-distribution
structure had shown to be invariant under a wide range of imaging conditions. The
proposed person signature is formed using the shape context descriptors to represent
the intra-distribution structure. In [152], an unsupervised salience learning method
was used to find distinctive features without requiring identity labels in the training
procedure. Adjacency constrained patch matching was used to build dense corre-
spondence between image pairs, which shows effective- ness in handling misalignment
caused by large viewpoint and pose variations. Then human salience was learned in
an unsupervised manner. To improve the performance of person re-identification, hu-
man salience was incorporated in patch matching to find reliable and discriminative
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matched patches. In [88], a representation that relies on the combination of Biolog-
ically Inspired Features (BIF) and covariance descriptors was used to compute the
similarity of the BIF features at neighboring scales. In [89] a person re-identification
signature descriptor was proposed by exploiting Fisher Vectors. A simple vector of
attributes consisting in the pixel coordinates, its intensity as well as the first and
second-order derivatives was computed for each pixel of the image. These local de-
scriptors were turned into Fisher Vectors before being pooled to produce a global
representation of the image. The so-obtained Local Descriptors encoded by Fisher
Vector (LDFV) were finally used to match pedestrian across camera views.

2.2.4 Metric Learning Based Methods

According to [36], in a metric learning framework a set of training data is used to
learn an optimal non-Euclidean metric which minimizes the distance between features
of pairs of true matches while maximizing the same between pairs of wrong matches.
In [151] the re-identification problem is formulated as a local distance comparison
problem by introducing an energy-based loss function that measures the similarity
between appearance instances. In [76], important issues on scalability and the re-
quired degree of supervision of existing Mahalanobis metric learning methods were
faced. Labels were used in form of equivalence constraints by introducing a strategy
to learn a distance metric from equivalence constraints, based on a statistical infer-
ence perspective. This framework was then used to learn the optimal distance metric
between image pairs of the same or different persons acquired by two disjoint cam-
eras. In [60], a relaxation of the positivity constraint of the Mahalanobis metric was
posed introduced to pose the re-identification problem as a local distance comparison
problem. A an energy-based loss function was introduced to measure the similarity
between appearance instances by calculating the distance between corresponding sub-
sets (with the same semantic meaning) in feature space. The exploited loss function
favors short distances, which indicate high similarity between different appearances
of people, and penalizes large distances and overlaps between subsets, which reflect
low similarity between different appearances. In this way, fast people re-identification
was carried out. In [59] the re-identification problem was addressed by learning a
Mahalanobis metric using pairs of labeled samples from different cameras. Building
on the ideas of Large Margin Nearest Neighbor classification, a more efficient solu-
tion which additionally provides much better generalization properties was achieved.
In [60] the same authors introduced a metric learning to find a suitable space for
matching samples from different cameras. Improvements in terms of computational
costs were achieved by relaxing the original hard constraints, thus getting a simpler
problem that avoids iterative procedures. In [36] a metric learning framework was
used to obtain a robust metric for large margin nearest neighbor classification with
rejection (i.e., the classifier will return no matches if all neighbors are beyond a certain
distance). In order to use the rejection option a cost function similar to the Large
Margin Nearest Neighbor (LMNN) was introduced. In [83] different visual metrics
were optimally learned for different candidate sets. Towards this objective a transfer
learning framework was employed. Given a large training set, the training samples
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are selected and re-weighted according to their visual similarities with the query sam-
ple and its candidate set. A weighted maximum margin metric is online learned and
transferred from a generic metric to a candidate-set-specific metric. In [105] the Pair-
wise Constrained Component Analysis (PCCA) algorithm was introduced to learn
distance metrics from sparse pairwise similarity/dissimilarity constraints in high di-
mensional input space. PCCA learns a projection into a low-dimensional space where
the distance between pairs of data points respects the desired constraints. In [110], a
metric learning approach for person re-identification was introduced. First, unsuper-
vised PCA dimensionality reduction was performed under some constraints such that
the redundancy in color-space representation was kept. Then, dimensionality was
reduced using a Local Fisher Discriminant Analysis defined by a training set. In [3],
re-identification is performed by measuring cosine similarity between the gallery and
the probe descriptors which, in turn, are constructed by measuring similarity with the
reference data in a Regularized Canonical Correlation Analysis (RCCA) subspace.

To best understand the mechanism of metric learning methods the interested
readers are directed to two survey papers [148, 14] on this subject.

2.2.5 Transformation Learning Based Methods

One of the early works of finding the transformation of features between cameras was
proposed in [115]. A BTF between the appearance features is computed by finding the
optimal path in the feature correlation matrix. A similar approach is proposed in [70]
where, to handle the appearance change of an object as it moves from one camera
to another, the subspace computed for all BTFs is learned by using probabilistic
principal component analysis. The subspace is then used for persons matching. An
incremental learning framework to model linear color variations between cameras
was proposed in [49]. Both [70] and [49] learned space-time probabilities of moving
targets between cameras and used them as cues for association. However, transition
time information may be unreliable if camera FoVs are significantly non-overlapping.
In [117] a sparse color information preserving Cumulative BTF (CBTF) is learned
from training examples collected from a pair of camera views. The bi-directional
color mapping information from the training data significantly reduced false positives.
In [83] the insight that different visual metrics should be optimally learned for different
candidate sets is exploited using a transfer learning framework. A weighted maximum
margin metric is learned and transferred from a generic metric to a candidate-set-
specific metric. In [32] a Weighted Brightness Transfer Function (WBTF) that assigns
unequal weights to observations based on how close they are to test observations is
proposed. Closer the observation of the training set to the test one higher the weight.
Lower the weight viceversa. In [131] an iterative method that model the effects of
illumination changes over time is proposed to improve the accuracy of BTFs for re-
identification. A fixed training stage for the Brightness Transfer Function can be
used, because the intra-camera appearance of colors is rendered more constant. In [4]
the re-identification problem is posed as a classification problem in the feature space
formed of concatenated features of persons viewed in two different cameras.
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2.2.6 Evaluation Methodology

In this section we give a brief introduction to the common performance evaluation
methodologies used to validate person re-identification methods.

First of all, the re-identification community poses the re-identification problem
by assuming that two sets of pedestrian images are available: the gallery set G (for
which labels are known) and the probe set P (the set of pedestrians we want to re-
identify). The goal is to assign the same label to the image of a person in the set P,
to the corresponding image of the same person in G. The re-identification mechanism
commonly depends on how the two sets are organized, that is, on how many images
of a person are available. This gives rise to two matching philosophies: i) single-shot,
when only one image of a person is present in each of the two sets; ii) multiple-shot,
when both G and P contain multiple images of a person in each of the two sets.

To show the performance of a method, the literature suggests to report the perfor-
mance in terms of recognition rate by the Cumulative Matching Characteristic (CMC)
curve and the normalized Area Under Curve (nAUC) score for the CMC curve. The
CMC curve shows the recognition performance as a function of the rank score and
represents the expectation of finding the correct match in the top k matches. Ideally
rank 1 should be assigned only to the signatures computed for the same person. On
the other hand, nAUC is independent to the size of the dataset used for evaluation so
it gives an overall score of how well a re-identification method performs. Such values
are generally computed 10 or 100 different times using independent random splits,
then, the average is taken as the representative value.

Many benchmark datasets are now available to evaluate the performance of a
person re-identification method. More details about each dataset are reported in
Table 2.3 and are discussed below.

ETHZ Dataset

The ETHZ dataset [40] contains video sequences of urban scenes captured from mov-
ing cameras. It contains a large number of different people in uncontrolled conditions.
It has originally been proposed for pedestrian detection, but in [128] a modified ver-
sion of the dataset was provided for the task of person re-identification. This version
consists of person images extracted from three video sequences structured as follows:
SEQ. #1 containing 83 persons (4,857 images), SEQ. #2 containing 35 persons (1,961
images), and SEQ. #3 containing 28 persons (1,762 images). Since the original video
sequences are captured from moving cameras, images have a range of variations in hu-
man appearance and some even suffer from heavy occlusions. However, for the same
reason the dataset does not provide a realistic scenario for person re-identification
with multiple disjoint cameras. Despite this limitation it is commonly used for per-
son re-identification.

VIPeR Dataset

The VIPeR dataset [54] is one of the most challenging datasets for person re-identification
due to the changes in illumination and pose, and the low spatial resolution of images.
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This dataset contains one image each from two cameras of 632 persons. While it
comes with many different persons, only a single image per person per camera is
available and only two cameras have acquired the scene. So, even it is widely used to
evaluate the re-identification performance, this is not much representative of a real
scenario in which many cameras and multiple frames of a same person are generally
available.

CAVIAR4REID Dataset

The CAVIAR4REID dataset [26] contains images of pedestrians extracted from the
CAVIAR repository. It is composed of 1220 images of 72 pedestrians out of which
50 are viewed by two disjoint cameras. It is more interesting than the ETHZ and
the VIPeR, as more than a single image per person is acquired by two cameras.
Other challenges in this dataset includes a broad change in the image resolution, with
a minimum and maximum size of 17 × 39 and 72 × 144, respectively, severe pose
variations, illumination changes and occlusions.

i-LIDS Dataset

The iLIDS Multiple-Camera Tracking Scenario (MCTS) repository is a dataset cap-
tured by a CCTV multi-camera network at an airport arrival hall at the rush hour.
In [153], 479 images of 119 pedestrians were extracted from these videos to evaluate a
context-based pedestrian re-identification method. The resulting images derive from
non-overlapping cameras, under quite large illumination changes and subject to oc-
clusions. This dataset is very challenging since often only the top part of the person
is visible.

WARD Dataset

The WARD dataset [92] contains 4786 images of 70 different people acquired by three
non-overlapping cameras in a real surveillance scenario. This dataset is of particular
interest because it has a huge illumination variation apart from resolution and pose
changes.

RAiD Dataset

The Re-identification Across indoor-outdoor Dataset (RAiD) dataset is a newly col-
lected one [99] that comes with large illumination variations that are not present
in most of the publicly available benchmark datasets. To make sure there is enough
variation of appearance between cameras, subjects were asked to walk through 3 cam-
eras of which 2 are outdoor and 1 is indoor. That results in a set of 6060 images of
43 persons walking through 1 indoor (denoted as camera 1) and 2 outdoor cameras
(denoted as camera 16 and camera 22).
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3DPeS Dataset

The 3DPeS dataset [9] contains different sequences of 200 people taken from a multi-
camera distributed surveillance system. There are 8 cameras and each one is pre-
sented with different light conditions and calibration parameters, so the persons were
detected multiple times with different viewpoints. Not only that, they were captured
at different time instants during the course of different days, in clear light and in
shadowy areas. This results in a challenging dataset with strong variation of light
conditions.

DANA36 Dataset

The DANA36 dataset [111] consists of 23,641 images, depicting 15 persons and nine
vehicles. The dataset was acquired from 36 stationary camera views using a variety of
surveillance cameras with resolutions ranging from standard VGA to three megapixel.
27 cameras observed the persons and vehicles in an outdoor environment, while the
remaining 9 observed the same persons indoors. Due to variety of camera locations,
vantage points and resolutions, the dataset provides means to adjust the difficulty of
the re-identification task in a controlled and documented manner.



3
Adaptive Human Interface for a

Video Surveillance System

In this chapter, a novel adaptive human interface for a video surveil-
lance system is introduced. The system is briefly introduced at the begin of
the chapter, then, the modules that compose it are described in details. Fi-
nally, the user centered development process is described and experimental
results are shown.

3.1 Introduction

Video Surveillance Systems (VSSs) have rapidly progressed in the past 10 years [33].
Even though the number of cameras installed for surveillance purposes is increasing, it
has been shown [43] that large scale deployments are still not supporting the requests
since both low-level and high-level computer vision tasks are not enough robust yet.
Compared to the great amount of research done for the high level tasks [80, 103,
137], just a few researchers focused their attention on the usability of video analytics
systems. Modern systems [55, 136, 155] still require operators’ endeavor to monitor
the vast amount of acquired data. As a result, the human attention and capabilities
are overpowered. Only in the last few years, the research community has proposed new
user interfaces (UI) to better assist end-users in their monitoring tasks [155, 20, 50, 93].
In particular, the new proposed methods for wide area analysis [125] highlight relevant
areas and guide the user attention only on critical information while the development
of UI for tracking tasks is almost not considered.

In current video analytics systems objects have to be followed through multiple
cameras and surveillance operators have to switch between camera views and monitors
as well. In many cases, to follow objects between camera views, video surveillance
operators employ a single monitor which generally have quite small dimensions [123].
Commercial products usually propose VSSs that are equipped with huge wall screens
and/or some remote smaller displays [140]. It is a matter of fact that such solutions
still require a huge mental effort. For these reasons, VSSs must provide effective UIs
such that relevant information are provided in a coherent and useful way.
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The development of an effective and powerful information visualization technique
is the goal of this work [97]. The idea is to properly visualize only the most important
cameras and information contents to simplify the operators’ tasks. The main novelty
is the dynamic organization, activation and switching of the UI elements based on
the output of video analytics algorithms. Rather than displaying all available camera
views, only most probable streams, i.e. those that will be involved with the objects
motion, are presented. To determine the most probable streams, the system must pre-
dict the objects trajectories and the cameras that best acquire such possible paths.
So, to reach the goal, two main challenges should be addressed: i) to distill the vol-
umes of monitoring information into a human manageable quantity; ii) to present the
filtered visual information to end-users such that they can take appropriate decisions
in a limited amount of time.

The first challenge is addressed by the Video Analytics Module (VAM) using an
approach similar to [120]. The hand-off between different camera views is used to
track a single object among different fields-of-view that are geographically adjacent.
The proposed camera planning algorithm uses geographical clues and exploits the
predicted trajectories to build an accurate camera activation plan. The camera acti-
vation plan together with the tracking data is used to provide only the most valuable
data to the novel information visualization technique. In particular, the VAM cooper-
ates with the UI reasoning algorithm to show only those views that can ease end-users
tasks.

The Human-Computer Interface (HCI) addresses the second challenge. The new
visualization algorithm exploits the VAM activation plan and tracking data to arrange
UI elements accordingly to visual semantic information. In particular, camera views
are arranged such that the operators have to focus only on relevant information. The
proposed system uses the overview plus detail representation technique [27] to better
display geographical clues.

The rest of the chapter is organized as follows. The main system contribution and
its advantages with respect to current VSSs are given in section 3.2. A description
of the system is given in section 3.3. Section 3.4 introduces the trajectory clustering
algorithm and cluster trees. Details about the three main HCI components are given
in section 3.5. Experimental results are shown in section 3.6. Finally, conclusions and
future works are discussed in section 3.7.

3.2 Contributions and Advantages

Despite many of these works help improving end-users capabilities, they still require
huge mental efforts to the human operators. In particular, the main open issues are
the followings: i) each user is required to monitor a large amount of footages at the
same time; ii) tasks like tracking across multiple cameras require manual interaction
with the UI to select desired camera views; iii) the position and the colors of UIs
elements are not chosen accordingly to Human-Computer Interaction principles. The
proposed work deals with those issues introducing: i) a predictive and autonomous
selection of camera views; ii) a dynamic activation, selection and organization of video
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streams;iii)aninformationvisualizationtechniquethateasessurveillancetasks.In
Table3.1,thefeaturesoftheproposedsystemarecomparedwiththemostimportant
relatedworks.
Thepredictiveandautonomousselectionofcameraviewsallowstodistillthenum-

berofvideostreamsthatareshowedtotheoperators.Then,thedynamicactivation,
selectionandorganizationofvideostreamsenablestheoperatorstofocusonlyon
thosefootagesthatmatterforthespeciictasktheyareperforming.Inparticular,
thetaskoftrackingpedestriansacrosscameraviewsisconsidered.Theselectedand
activatedvideostreamsareinallydisplayedthroughanoveluserinterfacethatallows
theoperatorstofocusonlyonasingleviewwithoutrequiringthemtoswitchbetween
monitorsaswellasuserinterfaceelements. Amaprepresentationthatexploitsthe
detailplusoverviewtechniqueisalsointroducedtomakethetaskofinspectingthe
wholearelesstough.

Video Surveillance Application
Video Analytics Module

Human-Computer Interface

Low Level 
Analysis

Object 
Tracking

Trajectory 
Estimation

Event 
Analysis

Network 
Reconfi uration

Stream 
Activation

Stream 
Organization

Data 
Display

3.3 Systemdescription

Figure3.1:Proposedsystem.TheVideoAnalyticsModulefusesinformationabout
trajectorypredictionsandobjecttrackingtoreconigurethenetworkandselectonly
relevantstreams. TheHCI moduleorganizesanddisplaystheselectedstreams
throughanadvancedUI.

AsshowninFigure3.1,thearchitectureoftheproposedVSSisorganizedintwo
mainmodules:i)theVideoAnalyticsModuleandii)theHuman-ComputerInterface
module.
TheVAMmodulefocusesoncamerataskingoperations.Videostreamsareanalyzed
toidentifyeventsofinterestthathavetobeprovidedtohumanoperatorstogether
withusefulinformation.Forsuchapurpose,theVAMdetectsandrecognizesallthe
active(i.e.movingortemporarystationary)objectsinthemonitoredenvironment.
Whenanobjectisacquired,thetrackingalgorithmstartstotracktheobject.Then,
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a high-level component correlates the objects activities along time and space through
the different camera views. Such an analysis is used by the trajectory estimator [112]
to predict the trajectories of the objects of interest. By using past information about
activities and trajectories, this component is able to path-plan the movements of
the objects of interest such that the camera network can be opportunely tasked or
redirected in order to improve the analysis capabilities [104]. The reconfiguration
component proposed in [113] is used to automatically reconfigure the PTZ cameras
and improve the system performance. An activity density map is exploited to opti-
mally cover the monitored area on the basis of the activity probability.

The estimated trajectories and the camera network configuration are input to the
HCI module. The objective of the HCI module is to organize and display video streams
to better support operators’ tasks. The HCI module is composed by: i) the stream
activation, ii) the stream organization and iii) the data display components. The
stream activation component exploits VAM data to select and activate only relevant
video streams. Given the estimated evolution of the environment (trajectories and
involved cameras), it selects the streams that most probably will acquire objects
activities. The stream organization sorts the selected camera views with respect to
their estimated importance. In this way the volumes of monitoring information is
distilled into a human manageable quantity. Finally, the data display component
displays the organized streams on the UI together with useful information provided
by the VAM. Human-Computer Interaction principles are exploited to guide the user
attention only to critical information.

3.4 VAM module

The Video Analytics Module extracts information about the events observed in the
monitored environment by detecting moving objects and processing their trajectories.
Let assume the trajectory of each single moving object can be extracted by analyzing
the video sequences, and do not consider the possibility of overcrowded scenarios.
Moving objects are detected by means of a change detection algorithm and classified
using a neural network, then the position of each object is filtered using a Kalman
filter and a Camshift color tracker [45].

As new trajectories are acquired, the trajectory clustering algorithm proposed
in [112] organizes the detected trajectory clusters in a probability-labeled tree. This
allows to detect the clusters with higher probability of being matched, corresponding
to the zones where it is more frequent to identify a moving object. This information is
useful for event analysis tasks such as predicting object movements in the near future.
The algorithm is here briefly summarized, for full details see [112].

3.4.1 Trajectory-cluster matching

A trajectory Ti is modeled by a list of vectors tij , each one representing the 2D spatial
coordinates of object i at time j: Ti = {ti1 . . . tin} where tij = (xij , yij). The spatial
coordinates can be computed directly on the image plane -even though in this work
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coordinates are expressed in a world reference frame. This is achieved by projecting
the image plane position of each object on a map of the monitored environment using a
homographic projection. Clusters (groups of trajectories with similar spatial features)
are represented in a similar way, with the addition of an approximation of the local
variance σ2

ij of the cluster i at time j: Ci = {ci1 . . . cin} where cij = (xij , yij , σ
2
ij).

In order to check if a trajectory matches a given cluster, a trajectory-to-cluster
distance has been defined. Given a trajectory T = {t1 . . . tn} and a cluster C =
{c1 . . . cm} the adopted distance is defined as

D(T,C) =
1

n

n

i=1

d(ti, C) (3.1)

where

d(ti, C) = min
j


dist(ti, cj)

σ2
j


 j ∈ {⌊(1− δ)i⌋ . . . ⌈(1 + δ)i⌉} (3.2)

with δ < 1 constant and dist(ti, cj) the Euclidean distance between the trajectory
point ti and the cluster point cj omitting the variance component. Using equation 3.1
the distance of a trajectory from a cluster is thus the mean of the normalized distances
of each trajectory point ti with the closest cluster point within a temporal window
whose size, controlled by parameter the δ, increases through time. The variable-
size temporal window allows matching also in case of limited temporal shifts between
trajectories and matching clusters, avoiding at the same time matches with excessively
large temporal distances.

Finally, when a trajectory matches a cluster, the cluster itself must be updated
with the information of the newly matched trajectory. The updating equations im-
plement a running average with exponential forgetting of the trajectory data:

x = (1− α)x+ αx̂

y = (1− α)y + αŷ

σ2 = (1− α)σ2 + α[dist(ti, cj)]
2

(3.3)

where cj = (x, y, σ2) and ti = (x̂, ŷ) are the matching points as in eq. 3.2.

3.4.2 Cluster trees

The trajectory-to-cluster matching and updating equations described in the previ-
ous section cannot be directly applied in real-life scenarios as typically only partial
matches can be detected (e.g. a trajectory starts close to a cluster and later leaves it).
In order to model these behaviors the concept of cluster trees is applied as in [112].
A cluster tree is a tree where each node is a cluster representing a spatial portion of
the environments shared by a set of sub-trajectories, and arcs represent connections
between clusters. For example, the trajectories in Figure 3.2(a) all share the same
initial region, modeled by cluster c1. When the trajectories diverge toward two dif-
ferent regions, these regions are represented by two new clusters, c2 and c3, and their
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linkwithc1ismodeledinthetreestructureshowninFigure3.2

(a) Trajectories estimation

c1

c2
c3

c5

c4

(b) Trajectories clusters

c1

c2 c3

c5 c4

(c) Clusters tree

Trajectory Clustering

(c).Thetreedata
structureispreferredtoagraphone,sincethesystemisforcedtomodelasasingle
clusteronlysharedpreixes(initialpartsoftrajectories)ratherthansuixes;thisis
mostusefulfortrajectorypredictionandanomalydetectiontasks.

Figure3.2:Clustertreesrepresentthestructureofasetoftrajectorieswithpartial
sharing.

Inordertocreateandupdatetheclustertrees,thefollowingprocedureisused:

1)whenanewtrajectoryisdetected,itsdistancefromexistingclustersiscomputed
usingeq.3.1;

2)ifamatchisnotfound,newclusterincludingthetrajectoryiscreated;

3)ifamatchisfound,theclusterisdynamicallyupdatedaccordingtoeq.3.3;

4)ifthetrajectoryleavesacluster:

a)theclusterissplitintwopartsinordertocreateanewbranchifneeded.
Thetreestructureisupdatedaccordingly;

b)amatchamongthechildrenofthejust-leftclusterissearched,thenthe
algorithmisiteratedfrompoint2).

Points2)and4)relyonthetrajectory-to-clusterdistanceD(T,C)deinedin
equation3.1tocheckifatrajectoryismatchingorleavingacluster. Thedistance
isnormalizedaccordingtothelocalclustervariance,andthusitisdirectlylinked
totheprobabilityofthetrajectorytobelongtothestatisticalmodelrepresentedby
theconsideredcluster. Forexample,ifD(T,C)<2,itmeansthatonaveragethe
trajectoryfallswithinthe2σrangefromtheclustercenter(arangeincludingthe95%
ofthetrajectoriesrepresentedbythatstatisticalmodel).
Thedescribedprocedureallowstodynamicallycreateandupdateclustertrees

suchastheoneshowninFigure3.2(c). Arcscanbelabeledwithprobabilities,
computedbycountingthenumberoftrajectoriesmatchingeachnode.Speciically,
ifnodeChasnchildrennodesc1...cn,thearcconnectingCandciislabeledwith

probability |ci|n
j=1|cj|

where|ci|isthenumberoftrajectoriesmatchingclusterci.
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In [112], labeled arcs are used for anomaly detection. The total probability of
a fully developed trajectory is defined as the product of all the probabilities in the
path from the first to the last node matched by the trajectory. Probabilities are used
to predict the most probable future evolution of a partial trajectory. This feature is
exploited in the proposed work to automatically select and organize the cameras that
most probably will observe a given object.

3.5 HCI module

Information about sensors streams and objects trajectories extracted by the VAM
module are used by the HCI module to tailor contents that have to be displayed to
the end-users. Three innovative components are introduced by the HCI module: i)
the stream activation, ii) the stream organization and ii) the data display.

3.5.1 Stream activation

The stream activation component connects information given by the VAM to the
stream organization and data display components. It uses the information from the
trajectory estimation and network reconfiguration components to select and activate
only relevant streams. In particular, the estimated path correlated to the fields-of-
view computed by the network reconfiguration component, allows to plan the hand-off
and activate the cameras that will, most probably, cover the motion of the object.
Such cameras are then included in a priority queue that is used to keep the visual
focus on the selected object.

Let Q be the priority queue, camj be the j-th camera with FOVj field of view,
then camj is pushed in Q if FOVj ∩ Ti ̸= ∅, where Ti is a predicted trajectory. The
stream organization component is then in charge to select and organize the elements
of the priority queue. It provides to the data display module with the best possible
views that help to perform end-users tasks.

3.5.2 Stream organization

The stream organization component organizes camera views such that only the most
relevant views are presented to the end-users. As shown in Figure 3.3, the component
achieves its objective re-weighting the streams that have been inserted into the priority
queue and sorting the camera views accordingly to their estimated importance.

Streams that have been previously inserted into the priority queue by the stream
activation component are evaluated against all the possible object trajectories taking
into account the geographical deployment of sensors. Thus, according to the most
probable trajectories given by the VAM module, the stream organization component
assigns to each view a priority value computed by intersecting the trajectory clusters
with each camera FoV that has been inserted into the priority queue.

The stream priority value is computed by traversing the predicted path tree (see
Figure 3.2). The edge value P (Ci|Cj), connecting the clusters Ci and Cj , represents
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Figure3.3:In(a)thetrackedobjectandthepredictedpathareshowntogetherwith
cameraFoV.In(b)thecorrespondingbehavioroftheHCImodulecomponentsis
shown.

theprobabilityoftheobjecttoreachclusterCigivenitspreviouspositionincluster
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Cj.Hence

P(Ci|Cj,Cj−1...,Ck)=P(Ci|Cj)

k+1

l=j

P(Cl|Cl−1) (3.4)

istheprobabilitythattheobjectwillreachtheclusterCithroughthepath

Ci,Cj,Cj−1,···,Ck (3.5)

Thus,thecamerainthequeuethatcoverstheclusterCiisassignedwithapriority
valueequaltoP(Ci|Cj,Cj−1...,Ck). Thecameracoveringtheclusterwherethe
objectiscurrentlyinisassignedapriorityof1. Oncethepriorityvalueshavebeen
computed,thequeueissortedinordertohavehigherprioritycamerasontop.The
goaloftheinalstepistocorrectlyprovidethepriorityinformationtothedatadisplay
modulesuchthatitcanparseandtakethestreamsasfastaspossible.

3.5.3 Datadisplay

Thedatadisplaycomponentintroducesanovelinformationvisualizationtechnique
thataimstoeasesurveillanceoperatorstasksexploitingHuman-ComputerInteraction
principles. AsFigure3.4shows,theproposedUIintroducestwomaincomponents:

Figure3.4:FinallyproposedUserInterface.Thetopregionshowsivecameraviews
thataredisplayedaccordinglytothepriorityqueuecomputedbytheVAM.The
bottomregionshowsthemapareacomponenttogetherwiththeactivecameraields-
of-view.
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i) the video streams area and ii) the map area. The video stream area organizes and
displays the camera view UI elements inserted in the priority queue to better support
end-users tasks. The “switch panel” allows to switch between different areas of the
monitored environment and to organize the video streams on the basis of the objects
of interest. In case of multiple objects of interest, the operator is able to follow one
of them just by switching the active visualization.
The map of the area displays geographical information about cameras positions, cam-
eras FoV and moving objects.

Video streams area

The video streams area introduces a novel information visualization technique to
display only the most relevant views. Three main novel features are introduced by
this component: i) camera views displacement; ii) camera views animation; iii) camera
views representation.

The camera view displacement is organized such that, the stream of the sensor with
highest priority is displayed at the center of the video streams area (see Figure 3.3).
The streams that have lower priority values are displayed either at the left or a the
right side -depending on the predicted path of the object- of the main camera view.
The previous highest-priority camera is shown on the other side. The goal is to
provide the operator the previous and the next camera views that cover the predicted
object trajectory.

It could be possible that the object of interest does not follow the most probable
estimated trajectory, so, the most probable alternative path is considered. The camera
view that has been assigned the highest priority with respect to such alternative path
is displayed next to the previous highest-priority camera view (see Figure 3.3).

For instance, let consider Figure 3.3 and let assume that the tracked object is
moving -from right to left- along the predicted path. Since the object is moving from
Cam2 towards Cam3, Cam3 is displayed at the left of the current main view. As
Cam2 is the highest priority camera, Cam1 is displayed at its right. The alternative
camera with highest priority, Cam14, is placed next to Cam1. The camera priority
is also used to set the size of the displayed camera views. The camera view with the
highest priority has the largest size. Other camera views are scaled to 2/3 of the size
of the camera view with a higher priority.

The camera views animation is introduced to smooth the hand-off between camera
views. Accordingly to the camera view displacement feature, the stream of the sensor
with the highest priority is displayed at the center of the video streams area. Since
objects are moving across a path, the camera views have to be moved to respect the
stated objective. If camera views are just switched a “flashing” effect is introduced
due to the fact that the relevant streams will be activated/deactivated at different
camera views positions. Such behavior cause confusion to the end-users and it does not
respect Human-Computer Interaction principles. To sidestep this issue, UI animation
effects are introduced.

As shown in Figure 3.5, as long as the object of interest follows the predicted
trajectory, the relevant camera views are moved to the opposite direction with respect
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(a)

(b)

(c)

Figure3.5:Proposedcameraviewstransition. Thetrackedobjectismovingfrom
righttoleft. Cameraviewsarescalingandmovingtotheright.In(a)theinitial
cameraviewUIelementpositionisshown.In(b)thescalingandtransitionofallthe
cameraviewstotherightisdepicted. Finally,in(c)theupdatedcameraviewUI
elementpositionafteronetransitionisshown.

tothepredictedobjecttrajectory. Giventhehomographytransformationbetween
cameraviewsandthemapofthemonitoredenvironment(seesection3.4.1),thedata
displaycomponentestimatesthevelocityofthetrackedobjectateachtimeinstant
andmovestheUIcameraviewsaccordingly.Similarly,ascameraviewsmove,theyare
graduallyscaledtothenewsizes.Oldselectedviewsarescaleddownandanimated
outoftheUI.
Thecameraviewsrepresentationintroducestwomainrepresentationfeatures:i)

thecolor-codedandii)thedrawingstyletechniquesusedtodepictthecameraview
UIelements. Toachieveinternalcoherencethesamerepresentationtechniquesare



3.5. HCI module 41

(a)

(b)

(c)

Figure 3.6: Color-blind people vision simulation of the proposed UI: (a) Deuteranope
simulation (red/green color deficit) (b) Protanope simulation (red/green color deficit)
(c) Tritanope simulation (blue/yellow deficit)

used to depict the camera FoV in the map area component. The colors used to depict
UI elements have been selected such that each camera view can be distinguished even
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from colour-blind people (see Figure 3.6). To ease the end-users tasks, a different
drawing style has been used to highlight the most relevant view. A dashed line is
used to represent the camera with the highest priority. This allows to easily link the
main camera view representation in the video streams area with its FoV depicted in
the map area.

Map area

The map area introduces a component that shows the topological representation of
the monitored area. As shown in [50], the map representation of the monitored area
improves the ability to follow objects and to analyze their behavior while these are
moving across different camera views. Similarly to state-of-the-art video analytics
systems, cameras, FoV and objects are represented in the proposed map area (see
Figure 3.7). In addition to that, the work introduces a novel map visualization tech-
nique. Though the standard scrolling, panning and zooming techniques are useful to
explore an information space at different levels of detail, it is often useful to display
more than one level of detail at the same time [23]. The overview plus detail tech-
nique [27] is exploited to achieve such objective. This technique helps users to keep
focusing on the details of an information space without loosing the overview of the
entire space.

(a) (b) (c)

Figure 3.7: Proposed map area UI component. In (a) a standard map representation
together with objects positions is shown. In (b) and (c) the overview plus detail
representation is shown. Both the overview and the detail view can be zoomed and
panned. The viewfinder (red box) is updated accordingly.

The overview plus detail technique is used to display both the detailed map and
the context view. The context view displays a downscaled version of the map. It
also highlights the portion of the map displayed in the detail view with a rectangular
viewfinder. Both the viewfinder and the detailed view can be dragged to navigate
the environment. The size and the position of the viewfinder in the context view also
provide useful information for navigation, such as details about the scale between
the displayed detailed map portion and the whole map. The viewfinder is updated
accordingly to the scale used to display the detail view. Thanks to the novel visu-
alization technique, the operator has an overview of the entire area even if it has
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zoomed the map view to retrieve more details about an object (see Figure 3.7(b) and
Figure 3.7(b)).

3.6 Experimental results

Human-Computer Interaction guidelines have been followed to evaluate the usability
performance of the novel system. Four prototypes have been designed respecting the
main usability rules defined in [39]. Empirical and non-empirical methods have been
employed to evaluate each prototype.

To correctly apply the Human-Computer Interaction principles, information about
classes of users and context of use have been identified. Users have been grouped in
the following four different classes:

1. operators that use a VSS to monitor a small area for private purposes;

2. operators that use a VSS to monitor a small public environment;

3. operators that use a VSS with a multi-camera setup to monitor a wide area;

4. operators that use a VSS with a multi-camera setup to monitor multiple wide
areas.

The second step was to identify the most probable contexts of use of the system. Five
contexts of use have been identified:

1. visualize video streams using single-multiple displays;

2. track objects through multiple cameras FoV;

3. fire alarms;

4. automatic recording of interesting events footages;

5. review recorded footages.

All the four proposed prototypes have been validated using empirical and non-
empirical tests. The following six different evaluation tasks have been proposed:

1. visualize the real time footage from “AREA 2”;

2. fire the alarm if an anomalous event occurs;

3. associate current visible streams to area sensors;

4. start tracking an object and follow it along its path;

5. start tracking an object, then fire the alarm if an anomalous event occur;

6. start tracking an object, then switch to a different area and start tracking a new
object.
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Non-empirical evaluations have been performed with the support of four Human-
Computer Interaction experts. The non-empirical techniques have been used to obtain
an initial evaluation of each prototype. After the evaluation, each prototype has been
reviewed accordingly to the reports provided by the HCI experts.

To evaluate the prototypes, the six stated tasks have been performed by the ex-
perts. The steps required to reach each given task have been analyzed using two
common techniques: i) the heuristic evaluation [108] and ii) the cognitive walk-
through [114]. After the evaluation, the experts provided a review for each of the
10 principles proposed in [107].
The cognitive walkthrough technique has been used to mainly detect the UI design
errors that affected the ease of learning. A review for each UI feature, behavior and
action involved in the proposed tasks has been given by each HCI expert.

All the recommendations provided by HCI experts have been taken into account
to solve the identified problems. The process strongly helps the design and lets the
system to perform better in terms of affordance, visibility and coherence with respect
to standard video surveillance system UIs.

Empirical evaluations have also been performed to validate the proposed proto-
types. Three standard empirical evaluation methods have been used to evaluate the
usability performance: i) thinking aloud; ii) video screen recording and iii) usability
questionnaires. To perform the empirical evaluations forty pre-identified end-users
have been selected (see Table 3.2) and grouped into the four proposed clusters. As
for non-empirical evaluation, they have been asked to perform the same six evaluation
tasks.

Table 3.2: Forty pre-identified users have been selected to evaluate the performance
of the proposed prototypes.

Years of experience
0-1 2-5 5-10 10+

Real Operators
Male 2 4 5 2
Female 2 4 0 0

Others
Male 4 5 2 1
Female 6 2 1 0

The test sessions have been conducted in a controlled environment using pre-
recorded video data. During such sessions users were supported by the researcher
that was not allowed to intervene unless the end-user were not able to achieve the
goal or if they had some questions about the UI elements behavior that did not reflect
their expectations. Video screen recordings have been captured during test sessions.
After completing all the assigned tasks, the usability questionnaires have been given
to each user. All the acquired data has been merged and compared to detect and
solve the prototypes issues.

To get a quantitative evaluation of each designed UI two indexes have been pro-
posed: i) the mean success rate index and ii) the mean execution time index. Let
p = {1, 2, . . . , P} be the proposed interface and let j = {1, 2, . . . , J} be the current
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evaluation task. The mean success rate index (MSR) provides information about
how well p scales to j. It is given by:

MSR(p, j) =

nu

i=0 C
p
i,j

nu
(3.6)

where Cp
i,j is a matrix that gives the completion percentage of task j reached by user

i using prototype p. nu is the total number of tests. This index has been evaluated
against each single task j and each proposed prototype p in order to see if the current
solution improves the previous one.

Similarly to the MSR index the mean execution time index (MET ) has been
computed to investigate the UI efficiency. The MET is computed as

MET (p, j) =

nu

i=0 T
p
i,j

nu
(3.7)

where T p
i,j is a matrix that gives the time required by user i to complete task j using

prototype p. In case a user was not able to fully complete the required task, the time
assigned to that user is given by maxT p

k,j with k ̸= i. The MET index has been
used to provide information about how much time a single user needs to reach a given
goal (user failure has been taken into account as well). By analyzing this data, it
was possible to identify which were the tasks that required more time. In particular,
during the design process, if a given task was requiring too much time the UI elements
involved in that process were deeply inspected before evaluating the next prototype.

In all the experiments, the distance threshold required by the clustering algorithm
has been empirically fixed to 2. Since the trajectory-to-cluster distance is normalized
by the cluster variance, this means that a trajectory matches a cluster if, on average,
its distance from the cluster center lies in the 2σ range.

3.6.1 Evaluation of the first prototype

A paper model has been used to design the first UI prototype. As defined by HCI
rules, this is a common solution that allows a faster and easier definition of the system
UI. As shown in Figure 3.8(a), the model does not introduce any color that allows
people to identify cameras and to relate their FoV. This choice allowed to investigate
how people associate cameras views and their UI map representation. The task #3
is thus hard to perform under this scenario, and, as results depicted in Figure 3.8(b)
and Figure 3.8(c) show, some users did not complete it. The MSR for this specific
task is about 81%, and the standard deviation is about 37%.

Even though the proposed UI was completely static, some of the given tasks
required to track objects. To sidestep this issue the UI elements behavior has been
simulated by moving paper objects. Mainly because of that, users failed to perform
actions that required non-static UI elements and live video streams. In particular,
task #5 required a higher amount of time to be completed since the anomalous events
were displayed at 0’30”, 1’14”, 2’11’, 3’38’ and 5’40”. Notice that events used in task
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Figure3.8: Firstsystemprototype(paper). Theirstmodellackedofcolorsand
hadpoorinteractionbutwasequallyhelpfultodetecttheinitialdesignissues.(a)
Proposeduserinterface,(b)MeanExecutionTimeand(c)MeanSuccessRate.

#2werenotthesameasthoseusedintask#5. ResultsreportedinFigure3.8(b)
showsthatalltheusershadtroublewithsuchtask.

AsshowninFigure3.8(c),usersfailedtoreachtherequiredgoalfortask#3,#5,
and#6.Inparticular,task#6hasthelowestMSR (about56%).
Themainproblemsthatcamefromtheevaluationsoftheirstprototypewere:

❼thelackofcolorsandtechniquesthatalloweduserstorelatecamerasdepicted
onthemapwiththecameraviewsinthevideostreamsarea;
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❼thelackofvideostreamsandthelowinteraction;

❼thelackofinteractionwiththemap.
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Figure3.9:Secondsystemprototype(paper).Thesecondmodelintroducedthecolors
diferentdepictiontechniquestoassociatethecameraviewsinthevideostreamarea
andthecamerasinthemaparea.(a)Proposeduserinterface,(b)MeanExecution
Timeand(c)MeanSuccessRate.

3.6.2 Evaluationofthesecondprototype

Asforthepreviousprototype,apapermodelhasbeenusedtodesignthesecondUI
prototype.Tosolvetheissuedetectedfromthepreviousevaluationtwomainnovelties
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have been introduced: i) usage of colors and ii) change of the alarm text-button to
an icon-button.

As Figure 3.9(a) shows UI colors have been added. The MET index (see Fig-
ure 3.9(b)) shows that such feature did not significantly decrease the average time
required to perform the proposed tasks. In particular, as Figure 3.8(b) and Fig-
ure 3.9(b) highlight, the task #3 reached a mean execution time of about 2’32” for
the first prototype and an average time of 2’01” for this second prototype. The other
tasks, if compared to the first prototype, achieved similarMET results even the stan-
dard deviation for each of them is about 6% lower. As for the previous evaluation
task #5 was the one that required much time to be performed since anomalous events
were shown at 0’30”, 1’14”, 2’11’, 3’38’ and 5’40”. As before, events used in task #2
were not the same as those used in task #5.

Though the MET index doesn’t show any significant improvement by the new
prototype, theMSR index shows that the proposed colors and the employed depiction
techniques solved the previously detected issues. In particular, the mean success
rate for the task #3 had strongly increased from about 81.25% to 100%. The same
happened for task #6. In both cases, all the users achieved the required tasks reaching
a 100% MSR score. But, as shown in Figure 3.9(b) and Figure 3.9(c), task #4 and
task #5 were still difficult to perform and required a long time to be completed.
Similarly to the first prototype evaluation, the main issues posed by this second
prototype were:

� the lack of video streams and the low interaction;

� the behavior and the representation of the alarm icon-button;

� the lack of interaction with the map.

3.6.3 Evaluation of the third prototype

As Figure 3.10(a) shows a more interactive model has been used to design the third
prototype. The third prototype has been developed using a presentation software.
The slides of the presentation were arranged to simulate a real software. Footages
recorded from a real-surveillance scenario have also been added. In order to allow
users to perform all tasks, behaviors of UI elements involved by the required tasks
have been defined. The main novelties introduced by the third prototype were: i)
higher-level interactions and ii) change of the alarm button.

Similarly to the previous evaluations, both the MET and the MSR indexes have
been computed. As the MET index shows (see Figure 3.10(b)) the amount of time
required to perform each single task has decreased with respect to the two previously
proposed prototypes. The standard deviation -of the MET index- computed for
all the six given tasks has averagely decreased of about 64%. The amount of time
required to complete the task #1 was about 0’15”. Similarly, the MET for task #3
has decreased from 2’01” (second prototype) to 0’48”. The strongest improvement has
been achieved by the task #5, where the MET has decreased from 3’41” to 1’20”.
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Figure3.10: Thirdsystemprototype(interactivemodel). Thethirdmodelintro-
ducedvideostreamsandaninteractivemap.(a)Proposeduserinterface,(b)Mean
ExecutionTimeand(c)MeanSuccessRate.

Sincethesameanomalouseventshavebeenused(asintheirstandthesecond
prototypeevaluation),theachievedresultsshowthatmostoftheusersmissedonly
theirstanomalousevent(at0’30”).
TheMSRindexshowssimilarresults,totheonesachievedbythesecondprototype,
fortask#1,task#2,andtask#3.A100%MSR hasbeenreachedbytask#4.In
contrastwithresultsobtainedfromthepreviousevaluation,task#6wasnotfully
completedbyallusers(seeFigure3.10(c)).AMSR scoreof93%hasbeenachieved
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by both task #5 and #6. The problem was that the alarm icon-button was hard to
understand and its behavior was not clear. Users also expected to use the map to
select the objects to track.

Results of end-users tests conducted among the third prototype showed that the
proposed UI elements had a better affordance, but some issues were still present.
Single-user questionnaires inspection and results analysis showed that the main neg-
ative aspects posed by the third prototype were:

� when the active, the alarm button showed visual clues but no sound information
was provided;

� the alarm button was misunderstood by many users;

� the lack of interaction with video streams. The selected videos came with multi-
ple objects and some users expected to start tracking a chosen object by clicking
through it. The prototype was not designed to allow such interaction and it
started tracking a different object with respect to the selected one.

3.6.4 Evaluation of the fourth prototype

A software program has been developed as the fourth prototype (see Figure 3.11(a)).
As for other prototypes, the same prerecorded data has been used. The main novelties
introduced by such prototype were: i) the overview plus detail UI element, ii) the
depicted cameras FoV and iii) the representation of objects within the map.

As Figure 3.11(b) shows the MET index decreased with respect to the MET
computed for the third prototype. Also, the MET standard deviation computed for
all the six given tasks decreased of about 47% on average. The MET for task #3
decreased from 0’48” (third prototype) to 0’26”. The strongest improvements have
been achieved by the task #5 and task #6. In contrast with previous evaluations,
task #5 wasn’t the one that required the longest time to be performed: all the users
catch the first anomalous event. This is very important for surveillance operators
and it shows the efficiency of the applied design methodology. The higher MET
was achieved by the task #6 since many users had difficulties in selecting an object
to track by clicking through it on the video streams UI representations. The MET
required to perform each single task was always less than a minute.

The best results come from the MSR index since all the tasks achieved a 100%
score. Such results show that the depicted camera FoV and the representations of
the object onto the map component ease the surveillance tasks. None of the real-
operators nor the novel-users asked to view all other camera streams that were not
shown in the given UI. This is a very interesting result if compared to standard VSS
UIs where users have to manually switch between camera views to activate them to
follow an object of interest.
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Figure3.11:Fourthsystemprototype(software).BoththeVAMandtheHCImod-
ulesweredesignedandthesameprerecordeddatahasbeenusedtoevaluatethe
performanceofthesystemprototype.(a)Proposeduserinterface,(b)MeanExecu-
tionTimeand(c)MeanSuccessRate.

3.7 Conclusions

Inthischapter,anovelinformationvisualizationtechniqueforVideoSurveillance
Systemshasbeenintroduced.ThevideoanalyticssystemintroducestheVAMand
theHCImodulestoproperlyvisualizeonlythemostimportantcamerasandinfor-
mationcontents,thussimplifyingsurveillancetasks.
TheVAMperformsvideoanalyticstasksandpredictsthepossiblepathsoftheob-
jectsofinterest. Trajectoriesandclustertreeslearnedfromreal-trackingdataare
usedtopredictthemostprobablepathsoftrackedobjects.
TheHCImodulepresentsonlyrelevantinformationtosurveillanceoperatorsselecting
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the streams accordingly to information provided by the VAM module. It introduces
three main components to propose a novel information visualization technique for
VSS. The video streams data displays selected camera views such that the most rele-
vant view is always displayed at the the center of the UI. The data display component
also introduces the map area UI element that exploits the overview plus detail tech-
nique to show geographical information about the monitored environment.

Four UI prototypes have been designed and evaluated using standard Human-
Computer Interaction techniques. Non-empirical evaluations results have been fused
together with two proposed indexes to detect and solve usability issues introduced by
each prototype. The results show that the adopted information visualization tech-
nique achieves high usability results and supports end-users during their surveillance
tasks.

Despite the encouraging results, three main problems still affect the current sys-
tem. i) The system can be used in situations where the monitored scenario is not
overcrowded. ii) In case the size of the display is small, the camera views displayed
in the video stream area may be too small and the task of recognizing objects may
be hard. iii) If the number of objects to track is very high, the “switching panel”
gets overcrowded and users may get confused by that. To address those issues, robust
techniques that allows object tracking over crowded environments cameras will be
exploited. New displacement methods to better display the camera views in the video
stream area and the “switch panel” will be analyzed as well.

3.8 What next?

In this chapter we have introduced a VSS to ease surveillance operators tasks. How-
ever, the system has been designed considering a strong assumption. That is, we have
assumed that persons can be tracked through the whole monitored environment such
as the most probable paths can be extracted and can be later used for preemptive
activation of cameras and visualization tasks. In particular, we have not addressed
the problem of tracking persons across cameras. In the next chapters three different
approaches are introduced to tackle such challenging issue with particular focus on
the real scenarios where cameras have disjoint FoVs.



4
Re-Identification by

Discriminative Signature
Matching

In this chapter, the problem of re-identify a person that moves across
the FoVs of disjoint cameras is addressed by means of a discriminative
signature based method. First the person and body parts detection tasks are
addressed, then the process of extracting local and global features from such
body parts is given. Finally, after describing the signature computation and
the signature matching methods we present the performance of our method
and compare them to state-of-the-art approaches.

4.1 Introduction

In the previous chapters it has been shown that as the monitored site grows different
problems arise, from the number of sensors to deploy, to their configuration, to the
way they communicate and cooperate to achieve a global objective. As a matter of
fact, as the dimension of the monitored environment grows, it quickly becomes hard
to deploy a network of video sensors such that there are enough overlapping FoVs
to cover every point of the monitored environment. In this context, even though
sensors are becoming cheaper, a full coverage of the area is still not affordable due to
the amount of human supervision, privacy concerns, and maintenance costs involved.
These limitations yield to the development of video analytics systems that provide
partial area coverage. Blind areas, called “blind-gaps”, are therefore bringing in new
problems since no information can be obtained from these areas. This connects to
what has been done in the previous chapter and introduces the person re-identification
problem.

To address the person re-identification problem without using active cameras, fea-
tures having properties that are invariant to the common multi-camera issues should
be used. According to the literature (see Chapter 2), two main groups of features-
based methods have been proposed to address person re-identification challenges: i)
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biometric-based methods and ii) appearance-based methods. Though the former group
exploits biometric features whereas the latter relies on the appearance of the objects,
both of them aim to extract features that can be used to describe an object seen
under different orientations, poses, etc..

While state-of-the-art methods can achieve good re-identification results, using
appearance-based and biometrics-based features, the person re-identification problem
in a non-overlapping multi-camera scenario is still an open issue. In this chapter a
method to tackle the re-identification challenges by means of discriminative signature
matching is introduced [91, 92]. Each sensor in the network exploits camera spe-
cific learned models of persons to detect pedestrians and to extract both the whole
body silhouette and the different body parts, thus avoiding common change detec-
tion or standard background subtraction algorithms that could lead to noisy and
spurious detections. Local and global appearance features are extracted from the
silhouette and accumulated over multiple images of the same person forming a highly
discriminating signature that is finally matched with gallery signatures to perform
the re-identification. To evaluate the performance of the proposed method results
are compared to state-of-the-art methods using two publicly available benchmark
datasets.

The rest of the chapter is organized as follows. An overview of the proposed system
is given in section 4.2. The person detection and body part division methods are
described in section 4.3. The signature computation process is defined in section 4.4.
The signatures matching is described in section 4.5. Experimental results are shown
in section 4.6 and conclusions are finally drawn in section 4.7.

4.2 System Overview

The proposed work introduces a signature based method to deal with the person
re-identification problem. The overall scheme of the proposed approach is shown
in Figure 4.1. The three modules introduced to achieve the final re-identification
objective are as follows:

a) For each frame acquired by a camera, the person detection and body part divi-
sion module detects the person in the scene and extracts both the silhouette and
the person body parts. The work proposed in [150] has been used to achieve
these goals by exploiting a camera-specific learned person model. Even though
the proposed algorithm gives information about all the different body parts,
the detected parts are not always correctly assigned, so, to minimize these ef-
fects, here only the two main body parts,i.e., torso and legs, are used. The
adopted person detection algorithm allows to avoid using change detection and
background subtraction methods that suffer of noisy and spurious detections.

b) The silhouette and the body parts of the same person computed on multiple
frames are input to the signature computation module. This accumulates four
local and global features to compute a discriminating signature for each person.
The four features extracted from the silhouette and the body parts are the
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Figure4.1:Systemoverview. Theproposedsystemusesthreemodulestoaddress
thepersonre-identiicationproblem.Givenaninputframethepersonandthemain
bodypartsaredetectedusingpersonmodelslearnedforeachcamera. Localand
globalfeaturesareextractedfrommultipleframesofthesamepersonacquiredby
asinglecameraandaccumulatedtoformthediscriminatingsignature. Then,the
discriminativesignaturesfromtwodisjointcamerasarematchedusingacombination
offeaturedistances.

following:i)PyramidHistogramofOrientationGradients(PHOG);ii)Scale-
InvariantFeatureTransform(SIFT);iii)SIFT-basedweightedGaussiancolor
histogram(WGCH);iv)Haralicktexturefeatures.PHOGandHaralickfeatures
areaccumulatedbypoolingthefeaturevectorsextractedfromallthegiven
frames. ThatgivesaPHOGfeaturematrixandtwoHaralickfeaturevectors,
oneforeachofthetwobodyparts(i.e.torsoandlegs). TheSIFTandthe
WGCHfeaturesextractedfromeachsingleframearecomparedoverallthegiven
framesandaccumulatedtoformthediscriminativesignatureusinganiterative
procedure.Inparticular,multiple WGCHareaccumulatedandassociatedto
onesingleSIFTfeaturetocapturethevarianceoflocalizedcolorpatches.This
procedureisdescribedindetailsinsection4.4.

c)Thesignaturematchingmoduleusesthecomputedsignaturestoperformthe
personre-identiication. Giventhesignaturesfromtwocameras,thedistance
betweenthemiscomputedby:i)computingdistancesbetweensingularfeatures
andii)fusingdistances.Singlefeaturesdistancesarecomputeddependingon
thetypeoffeatureconsidered.PHOGfeaturesarematchedusingaweightedχ2

distance.TheL2-normdistanceisusedtomatchHaralickandSIFTfeatures.
The WGCHfeaturesassociatedtomatchingSIFTfeaturesarethencompared
usingaweightedχ2distance.Sincemultiple WGCHscanbeassociatedtoa
singleSIFTfeatures,thecomputeddistancesareaveragedoverallthe WGCHs.
Finally,thedistancebetweenthegivensignaturesiscomputedasanaine
combinationofthedistancesbetweentheconsideredfeatures.
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4.3 Person Detection and Body Part Division

The first step to re-identify a person is to detect the person. This is a challenging
task especially in crowded scenes and in large scale camera networks in which multiple
and different objects appear simultaneously. Detecting other objects leads to many
false matches. When a person is detected its silhouette is computed in order to limit
the region for the feature extraction process. In addition, to build a more robust
discriminating signature the feature extraction is independently executed on different
body parts of the silhouette. For such purposes, we exploit the work proposed in [150].
By combining results achieved using the person detection and pose estimation method
with hysteresis thresholding background subtraction and standard filtering methods
for noise removal, the person detection, the silhouette extraction and the body part
computation can be addressed in a few steps.

According to [150] full-body pose estimation is a difficult task because of the many
degrees of freedom. Moreover, how limbs appear varies greatly due to changes in view-
point orientations as well as in clothing and body shape. The approach introduced
in [150] can be used to model the pose of a person as a mixture of non-oriented pic-
torial structures. The classic spring models are enhanced by adding co-occurrence
constraints that favour particular combinations of parts so that constraints can be
used to capture notions of local rigidity. Such an approach is briefly introduced in the
following by adopting the same notation as the original paper for clarity. Let I be
an image, pi = (x, y) and ti, with i ∈ 1, · · · ,K, be the pixel location and the mixture
component (or type) of part i respectively. Let pi ∈ 1, · · · , L and ti ∈ 1, · · · , T , and
let G = (V,E) be a relational graph -in form of a tree- whose edges denote the pairs
of parts that are constrained to have consistent relations. Then, the three different
models that define the configuration of part types and positions can be computed.
Let define the compatibility function for part types as

S(t) =


i∈K

btii +


ij∈E

b
ti,tj
ij (4.1)

where btii and b
ti,tj
ij are the two components that favor a particular assign for part i

and particular co-occurrences of part types respectively. The appearance model

A(I, p) =


i∈V

wti
i � φ(I, pi) (4.2)

gives the score of placing a template wti
i for part i and type ti at location pi. Here,

φ(I, pi) is the HOG feature vector extracted at pixel location pi. The deformation
model

D(I, p) =


ij∈E

w
ti,tj
ij � ψ(pi − pj) (4.3)

gives a particular model that controls the relative placement of part i and j by switch-
ing between a collection of springs. Each spring is computed for each pair of types
(ti, tj) and is parameterized by its location and rigidity encoded in w

ti,tj
ij . ψ(pi − pj)
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Figure 4.2: Examples of the computed body pose estimation using [150]. Top row
shows four query images. Bottom row shows the corresponding detections and the
estimated body parts. Lower limbs are depicted using red and blue while upper limbs
are shown using cyan and magenta. The torso is shown in yellow and the head in
green. The first three column show good results while the fourth column shows a
good detection but a wrong pose estimation of the person body parts. Notice that in
all four cases a perfect detection is achieved, and shadows and other objects in the
scene do not affect the results.

controls the relative location of part i with respect to j. The full score associated
with a particular configuration of part types t and positions i is finally computed as

S(I, p, t) = S(t) +A(I, p) +D(I, p) (4.4)

Then, given the model parameters b and w learned by minimizing a cost function in
a supervised learning framework, inference from an image x can be done maximizing
S(x, p, t) over p and t. The maximization problem can be addressed in a dynamic
programming framework computing

scorei(ti, pi) = btii + wi
ti � φ(I, pi) +



k∈kidsi

mk(ti, pi) (4.5)

mi(tj , pj) = max
ti

b
ti,tj
ij +max score(ti, pi) + w

ti,tj
ij � ψ(pi, pj) (4.6)

for parts i at all pixels locations pi and part types ti. kidsi is the set of children of
part i in G. After maximizing the score function for a given query image x the set of
body part regions is given as Rti

i .
Some examples of the quality of the detection and estimation of body parts in a

wide area surveillance scenario are shown in Figure4.2.
Even though the approach in [150] detects multiple articulated body parts through

the proposed mixture models method, in this work we only used the two main body
parts, namely the torso and legs, to extract the appearance features and to compute
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Figure 4.3: Computed features: In (a) SIFT-based Weighted Gaussian Color His-
tograms are shown. In (b) PHOG features are shown. In (c) Haralick features for the
two detected body parts are shown.

the discriminating signature. This is due to the facts that: i) as shown in [150] state-
of-the-art pose estimation algorithms have generally poor performance in case of small
person images, especially in detecting limbs; ii) the proposed features are extracted
from local interest points and local image patches; iii) the body parts are exploited to
reject possible matches between signatures, so the poor estimation of limbs would lead
to wrong matches or wrong rejection of matching features. To address such problems
the proposed approach groups the detected body part regions Rti

i into the two main
body parts: torso and legs. The head region is discarded because it often consists of
a few and less informative pixels.

After computing the estimated body parts Rti
i for the given input image I, the

bounding box B(I) is computed. An hysteresis background subtraction algorithm
is then applied to the region B(I) so that the silhouette image region F (I) can be
extracted. The wrong estimate positions of limbs are pruned by intersecting F (I)
with Rti

i for all i. Noise removal filters are then applied to get the resulting silhouette

F̂ (I). Each pixel in F̂ (I) is also assigned the corresponding value in pi so that each
pixel is labeled according to its body part. Assuming that people wear the same
clothes for the torso and the upper limbs, pixels assigned to the upper limbs are
assigned the same torso region label. Finally, labeled pixels are grouped into the two
main body parts, i.e. torso and legs, to get the silhouette regions F̂T (I) and F̂L(I)
corresponding to torso and legs respectively.

4.4 Signature Computation

The problem of re-identifying targets moving across cameras with non-overlapping
FoV in a wide area camera network is challenging due to the open issues of multi-
camera video analysis such as changes of scale, illumination, viewing angle and pose.
The task is even harder when dealing with people due to the non-rigid shape of the
human body. To address those issues and build a discriminating signature, four local
and global features are extracted and accumulated over multiple frames.
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Figure4.4: PyramidofHistogramofOrientedGradientscomputedusing2levels
(L=1)ofthespatialpyramidrepresentation. HerethePHOGiscomputedfor
theHcomponentoftheHSVcolorspace. ThePHOGfeaturevectoriscomputed
concatenatingtheHOGfeaturesextractedforeachcellateachlevelofthespatial
pyramid.Theresultingfeaturevectorisinallynormalizedtosumupto1.

4.4.1 FeatureExtraction

AsshowninFigure4.3,thefollowingfeaturesareextracted:i)PyramidHistogram
ofOrientationGradients(PHOG);ii)Scale-InvariantFeatureTransform(SIFT);iii)
SIFT-basedweightedGaussiancolorhistogram(WGCH);iv)Haralicktexturefea-
tures. Eachofthosefeatureshavebeenproperlyselectedastheycapturediferent
informationaboutthegivenimage.PHOGfeaturescapturetheshapeandthespatial
layoutofthepersonsilhouette.SIFTand WGCHfeaturescapturetheappearance
ofthepersonatspeciiclocalregionsofinterest.Finally,Haralickfeaturescapture
informationabouttextures. Theprocessofextractingsuchfeaturesisdescribedin
detailsinthefollowing.

PyramidofHistogramsofOrientedGradients

ThePyramidofHistogramsofOrientationGradientsfeature[19]capturesthelocal
shapeandthespatiallayoutofshapeinagivenimage. Tothisendthespatial
pyramidframeworkproposedin[79]isexploited.AsshowninFigure4.4,inaspatial
pyramidframework,thegivenimageisdividedintoasequenceofspatialgridcells
byrepeatedlydoublingthenumberofdivisionsineachaxisdirection. Thatis,the
numberofpointsinagridcellatonelevelisthesumofthepointscontainedinthe



60 4. Re-Identification by Discriminative Signature Matching

four cells it is divided into at the next level of the pyramid. The number of grid cells
at each level of the pyramid gives the number of HOGs that have to be computed at
that level.

The PHOG feature vector is computed as a concatenation of all the HOG vectors
computed for all the grid cells locations at each level of the spatial pyramid repre-
sentation, where each bin in the local HOG feature represents the number of edge
gradients that have orientations within a certain oriented (i.e. angular) range. The
contribution of each gradient to the histogram is weighted by the magnitude of the
gradient itself and, similarly to SIFT feature computation, a soft assignment is used
to affect neighboring bins. More formally, let K be the number of orientations bins
used to compute a single HOG feature vector, and l ∈ 0, 1, · · · , L be the level of the
spatial pyramid representation such that the number of grid cells at level l of the
spatial pyramid is 2l along each dimension, e.g. at level 0, the concatenated HOG
feature vector is of size K. Let HOGl

K be the concatenation of the HOG feature
vectors computed for all the 4l grid cells. Then the PHOG feature vector for the
entire image is a column vector of length m = K

L
l 4l defined as

phog = [HOG0
KHOG

1
KHOG

2
K · · ·HOGl

K · · ·HOGL
K ]T . (4.7)

The PHOG feature vector is finally normalized to sum up to unity. Figure 4.5 il-
lustrates this principle showing the PHOG features computed for different values of
L.

In our implementation, before extracting the PHOG features from the whole sil-
houette, F̂ (I) is histogram equalized and projected into the HSV color space to
achieve illumination invariance. As shown in Figure 4.5, to retain some information
about colors, the gradients for each of the hue, saturation and value axes are com-
puted separately only at image locations where an edge is detected by the Canny edge
detection algorithm. The PHOG feature matrix PHOG ∈ ℜm×3, computed for the
given image I is defined as

PHOG(I) = [phogh phogs phogv] (4.8)

where phogh, phogs, and phogv are the phog feature vectors computed for the hue,
saturation and value color components respectively.

SIFT and Weighted Gaussian Color Histogram Features

The SIFT features are jointly used with the Weighted Gaussian Color Histogram fea-
tures to capture the local chromatic appearance of given person image. Given the
silhouette of the whole body F̂ (I), the SIFT features are computed by exploiting
the proposed cascade filtering approach in which the main four phases are defined:
i) detection of scale-space extrema; ii) keypoint localization; iii) orientation assign-
ment; iv) keypoint descriptor building. Then, for each of the detected SIFT features a
circular image patch centered at the SIFT keypoint is extracted. The three color com-
ponents that compose it are separately taken to compute three different histograms
weighted by a Gaussian distribution. Due to the robust identification of localized
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SIFTkeypoints,andtothefactthatthefarthestpartofthepatchisgivenalower
weight,the WGCHcapturesthelocalchromaticappearancereducingtheocclusion
andviewpointchangesissues.
TheprocessofextractingSIFTfeaturefromagivenimageisnotdescribedsince

it’sassumedit’swellknown.LetdeineasingleSIFTfeatureas

sift=

siftkp,sifthist,siftF


(4.9)

wheresiftkp =[x,y]
T givesthexandycoordinatesofthedetectedkeypoint,

sifthist∈R
128isthestandardSIFTfeaturedescriptorandsiftF ∈{T,L}denotes

thebodypartregionfromwhichthefeatureisextracted. AllthedetectedSIFT
featuresarethenconcatenatedtoformthefeaturevector

SIFT(I)=[sift(1) sift(2) ··· sift(S)] (4.10)
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Figure4.6: WeightedGaussianColorHistogram(WGCH).Theprocessofcomputing
the WGCHrelatedtoaspeciicSIFTkeypointsiftkpisshown. Acircularpatch
ofradiusrcenteredatsiftkpisextractedandprojectedtotheHSVcolorspace.
Theirstcolumnshowsthehue,saturationandvalueintensitiesofthegivenpatch.
SecondcolumnshowstheGaussianweightsusedtoweighttheHSVsiftpatchesvalues.
Thirdcolumnshowsthethree WGCHscomputedforthehue,saturationandvalue
axesusingdiferentbinquantizations.

wheresift(k)isthek-thSIFTfeatureextractedfromthesilhouetteF̂(I).
GivenaSIFTfeaturekeypointsiftkp,theprocessofcomputingtherelatedWGCH

featureisshowninFigure4.6. AcircularpatchRofradiusrcenteredatsiftkpis
extractedandprojectedintotheHSVcolorspacetobettercopewithillumination
changesandcolorvariations. Tocomputethe WGCHfeaturevector,heredenoted
aswgch,eachelementofthepatchRatcoordinatesi,jisweightedbytheprob-
abilitydensityvalueati,jofaGaussianprobabilitydensityfunctionwith mean
µ=[r/2,r/2]anddiagonalcovarianceΣ∈R2×2.Thiscanbewrittenasfollows.Let
[b,t)beasinglebinrangeofthe WGCHandRi,jbethepixelvalueatcoordinates
i,jofthepatchR,then,ifb≤Ri,j<t

wgch(b,t)=wgch(b,t)+N(µ,Σ)i,j (4.11)

whereN(µ,Σ)i,jisthevalueatlocationi,jofaGaussianprobabilitydensityfunction.
Thecomputed WGCHisthennormalizedtosumupto1. Sincethe WGCHis
computedforthehue,saturationandvaluepatches,weendupwiththree WGCHs
denotedaswgchh∈R

bh,wgchs∈R
bs,andwgchv∈R

bvwherebh,bs,andbvarethe
numberofbinsusedforquantizationofthehue,saturationandvaluecomponents
respectively. Wedenoteasingle WGCHfeatureas

wgch=[wgchh,wgchs,wgchv]
T
. (4.12)
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Figure4.7:Graylevelco-occurrencematrix.GiventhegrayscaleinputimageIand
theadjacencymask(bottomleft)thegraylevelco-occurrencematrix(rightmost)
isformedbycountingthenumberofadjacentpixelsthathavegrayintensitylevel
equalsto(a,b). HereanexampleofcomputingaGLCMusingofset∆x=1and
∆y=0andng=4graylevelsisshown. Greenboxesshowpixelswithintensity
values(a=1,b=1)thatareadjacentaccordingtotheofset. Redboxeshighlight
pixelswithintensityvalues(a=3,b=4)forthesameofset.

As WGCHfeaturesareextractedfromthepreviouslycomputedSIFTfeatures,we
endupwiththe WGCHfeaturematrix

WGCH(I)=[wgch(1) wgch(2) ··· wgch(S)] (4.13)

wherewgch(k)isthe WGCHassociatedtothek-thSIFTfeaturesift(k).

HaralickFeatures

TheHaralickfeaturecapturesinformationaboutthepatternsthatemergeinthe
imagetexture.Inparticular,Haralickfeaturecapturesinformationabouttheimage
texturessuchasthehomogeneity,thegraylevellineardependencies,thecontrast,the
numberandthenatureofedges,andthecomplexityoftheimageitself.TheHaralick
texturefeaturesarecalculatedinthespatialdomain,andtheyrelyontheassumption
thatthetextureinformationinanimageiscontainedinthespatialrelationship
betweentheimagegraylevels.
ToextracttheHaralicktexturefeatures,asetofgraylevelco-occurrencematrix

(GLCM)isused.Agraylevelco-occurrencematrixdeinedoveranimageisamatrix
thatdescribesthedistributionofco-occurringgraylevelpixelvaluesatagivenofset.
Suchgray-levelco-occurrencematrixisafunctionoftheangularrelationshipbetween
theneighboringpixelsintheimageaswellasafunctionofthedistancebetweenthem.
AsshowninFigure4.7,givenanimageIofsizeM ×N,witha,b=1,2,···,ng
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Figure 4.8: Complete toy-example where GLCM are computed using the four ad-
jacency matrix suggested in [57]. First column shows the gray scale input image I.
Second column shows the four different offsets. The blue pixel is the considered pixels,
while the cyan pixel pointed by the arrow is the adjacent pixel. The four resulting
gray level co-occurrence matrices are depicted in the third and last column.

gray levels, the gray level co-occurrence matrix GLCM ∈ Rng×ng defined over I is
parameterized by the adjacency matrix (offsets ∆x and ∆y). Given such offset values,
the GLCM is computed as

GLCM∆x,∆y
a,b =

N

n=1

M

m=1


1, if Im,n == a ∧ Im+∆y,n+∆x == b

0, otherwise
(4.14)

where Im,n is the gray level pixel intensity of image I at coordinates (m,n).
Haralick features rely on the assumption that image texture information is con-

tained in the GLCM, so Haralick features are extracted from the computed GLCM.
However, the parameters ∆x and ∆y lead to different GLCM and different values for
the pixel intensity pairs (a, b) and (b, a). This would make the GLCM, hence the Har-
alick features, sensitive to rotation. To deal with this issue, in [57] it was suggested
to: i) use the following offset ∆x and ∆y values: ∆x = 1, ∆y = 0 (0°); ∆x = 1,
∆y = 1 (45°); ∆x = 0, ∆y = 1 (90°); ∆x = −1, ∆y = 1 (135°). ii) tale the GLCM
matrix entries as symmetric so that both (a, b) and (b, a) pairings are computed by
counting the number of times the value a is adjacent to the value b; iii) advantage of
pooling and average the resulting GLCM over multiple images. If so, some invariance
to rotations is also achieved.

To use Haralick features to compute a discriminative signature for re-identification
we rely on the assumption that most of the people wear different clothes for the bottom
and for the lower body parts. In light of this we extract two Haralick texture feature
vectors: one for the torso and one for the legs silhouettes respectively. LetGLCMT (I)
and GLCML(I) be the GLCM matrices computed for the torso and legs regions of a
given person’s images I. Then, following the details in [57], those are used to extract
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the two 14 dimensional feature vectors HART (I) ∈ R14 and HARL(I) ∈ R14, where
HART (I) is the Haralick feature vector computed for the torso region and HARL(I)
is the Haralick feature vector computed for the legs region.

4.4.2 Feature Accumulation

To form the discriminating signature the signature computation module accumulates
the four features extracted from each single frame of a given person. PHOG and Haral-
ick feature are accumulated by pooling the feature vectors, whereas SIFT and WGCH
features are accumulated using an iterative procedure. In particular, SIFT feature
descriptors are used to match SIFT features extracted from two different frames. If
a valid match between them is detected, the associated WGCH are compared and
accumulated. The whole feature accumulation process is described hereby.

Let I1, I2, · · · , IN be the N frames of a same person acquired by camera a camera
of the network. The accumulated PHOG feature matrix is given by pooling the PHOG
feature vectors computed for all the N frames as

PHOG(1, N) =
1

N

N

n=1

PHOG(In) (4.15)

where PHOG(In) is the PHOG feature vector extracted from the nth frame.
The SIFT and the WGCH features are accumulated through an iterative procedure

that applies the following three steps: i) SIFT features matching; ii) WGCH features
matching; iii) accumulation of WGCH and SIFT features. The process is defined in
algorithm 1 and shown in Figure 4.9.

Let SIFT (1, N−1) denote the set of SIFT features accumulated for frames I1, I2,
· · · , IN−1. Let dL2 be the L2-norm distance, SN−1 and SN be the number of SIFT
features in SIFT (1, N − 1) and SIFT (N,N) respectively. Then, a match i, j, where
i ∈ {1, 2, · · · , SN−1} and j ∈ {1, 2, · · · , SN} are the indexes of two SIFT features in
SIFT (1, N − 1) and SIFT (N,N), is detected if

dL2(sifthist(i), sifthist(j)) (4.16)

is lower than a given threshold Thsift and the two SIFT keypoints lie on the same
body part.

Given a match i, j between SIFT feature, the corresponding WGCH features
wgch(i) and wgch(j) are compared using the dχ2 distance measure and weighted by
the Mahlanobis distance computed for the two body parts. Since multiple WGCHs
can be related to a single SIFT feature of index i (details in the following) the distance
between them is given by the average value of their distances.

Let dM be the Mahlanobis distance

dM (p, F ) =


(p− µF )S
−1
F (p− µF ) (4.17)

where p = [x, y]T ∈ F is a pixel coordinates vector, and µF and S−1
F are the centroid

and the covariance matrix of a silhouette body part region F ∈ {F̂L, F̂T }. An example
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Figure4.9: AccumulationofSIFTand WGCHfeatures. Thei-thSIFTfeaturein
SIFT(1,N−1)thatispartoftheinitialsignatureiscomparedwiththej-thSIFT
featuresextractedfromtheN-thframeofagivenpersonusingthedL2-normdistance.
MatchingSIFTkeypointsthatlieonthesamebodypartarekeptandtherelated
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isdepictedinFigure4.10.

Also,let

dχ2(wgch(i),wgch(j))=
1

3

3

a=1

λaχ
2(wgcha(i),wgcha(j)) (4.18)

betheweighteddistancebetween WGCHs,whereχ2(·,·)istheaveragechi-squared
distancecomputedbetweenthe WGCHswgcha(i)andwgcha(j)associatedtothe
i-thandj-thSIFTfeaturesrespectively.adenotesthecolorcomponentfromwhich
thefeatureisextracted,andλaisaweightfactorsuchthat


aλa=1.

Then,giventwomatchingSIFTfeaturessift(i)andsift(j),thedistancebetween
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Algorithm 1: Accumulate SIFT and WGCH features

input : The SIFT feature vectors SIFT (1, N − 1) and SIFT (N,N)
The WGCH feature vectors WGCH(1, N − 1) and WGCH(N,N)

output: The accumulated SIFT feature vector SIFT (1, N) and
The accumulated WGCH feature vector WGCH(1, N)

Result: Accumulated SIFT and WGCH features
1 SN−1 ← number of SIFT features in SIFT (1, N − 1);
2 SN ← number of SIFT features in SIFT (N,N);
3 for i← 1 to SN−1 do
4 for j ← 1 to SN do
5 matchsift ←dL2(sifthist(i), sifthist(j)) < Thsift;
6 matchwgch ←dwgch(wgch(i), wgch(j)) < Thwgch;
7 if matchsift ∧ siftF (i) == siftF (j) ∧matchwgch then
8 Accumulate(sifthist(i), sifthist(j), wgch(i), wgch(j));
9 else

10 Add(sifthist(i), sifthist(j), wgch(i), wgch(j));
11 end

12 end

13 end

the associated WGCHs wgch(i) and wgch(j) is computed as

dwgch(wgch(i), wgch(j)) = max

dM (siftkp(i), siftF (i)),

, dM (siftkp(j), siftF (j))


× dχ2(wgch(i), wgch(j))

where siftF (i) = siftF (j) is the body part silhouette region into which SIFT key-
points siftkp(i) and siftkp(j) lie. Recall, a match between SIFT features is allowed
only if they lie on the same body part.

If the distance dwgch between the WGCH features associated to the matching
SIFT features with index i, j is lower than a given threshold Thwgch a correct match
is detected. Then, sifthist(i) is updated such that it is the average between sifthist(j)
and itself. wgch(j) is also accumulated and assigned to the updated SIFT feature
sift(i) (see Figure 4.9). All the non-matching features in SIFT (N,N) are added to
SIFT (1, N − 1) such that SIFT (1, N) = [SIFT (1, N − 1), SIFT (N,N)]. The same
applies to theWGCH features, that isWGCH(1, N) = [WGCH(1, N − 1),WGCH(N,N)],
where, as for SIFT (N,N), WGCH(N,N) here denotes the set of all non matching
WGCH features.

As for the PHOG, Haralick features are accumulated by pooling the feature vectors
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Figure 4.10: Mahalanobis distance computed for the three detected body parts of a
person’s silhouette.

computed for all the N frames as

HART (1, N) =
1

N

N

n=1

HART (In) (4.19)

HARL(1, N) =
1

N

N

n=1

HARL(In) (4.20)

where HART (In) and HARL(In) are the Haralick feature vectors extracted from
the torso and legs region of the n-th frame. According to [57] by pooling such vec-
tors extracted using the same offsets for the gray level co-occurrence matrices across
multiple images invariance to rotations is achieved.

Given the accumulated features, the discriminative person signature is defined as

Φ(p, c) =

PHOG(p,c)(1, N), SIFT (p,c)(1, N),WGCH(p,c)(1, N),

HAR
(p,c)
T (1, N), HAR

(p,c)
L (1, N)

 (4.21)

where the superscript of each feature vector denotes that the feature is extracted from
person p viewed by camera c.
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4.5 Signature Matching

In this section a method to match a probe signature with a gallery signature is intro-
duced.

Given a pair of signatures the signature matching module compares them through
a linear weighted distance computed between all the signatures features. The PHOG
and the WGCH features are compared using a χ2 distance metric, the Haralick feature
vectors and the SIFT feature descriptors are matched using the L2-norm distance.
In particular, SIFT and WGCH are matched using similar functions to the ones
introduced in section 4.4.2.

Let C = {c1, c2, · · · , c|C|} be the set of all cameras in the network. Let Φ(p, ci) be
the probe signature of person p viewed by camera ci ∈ C and Φ(g, cj) be the gallery
signature of person g viewed by camera cj ∈ C. The signature distance between
Φ(p, ci) and Φ(g, cj) is computed as a linear combination of i) the dPHOG distance
between PHOG signature features, ii) the dWGCH distance between WGCH signature
features, and iii) the dHAR distance between Haralick signature features. For the sake
of readability, the notation (1, N) that defines the number of images used to compute
the accumulated signature is omitted in the following.

Let

erf (x) =
2

π
arctan(

π

2
x) (4.22)

be a special function of sigmoid shape that is used in the following to keep the feature
distances within the range [0, 1].

The signatures PHOG features PHOG(p,ci) and PHOG(g,cj) are compared using
a weighted χ2 distance

dPHOG


PHOG(p,ci), PHOG(g,cj)


= erf


3

a=1

κaχ
2

phog(p,ci)a , phog(g,cj)a



(4.23)
where phogp,cia and phog

g,cj
a are the PHOG feature vectors computed for the a-th

HSV component and κa is the weight factor, such that


a κa = 1 .

All the SIFT features in SIFT (p,ci) and SIFT (g,cj) are matched by computing the
L2-norm distance between SIFT descriptors as defined in eq. (4.16). As before, SIFT
features that do not lie on the same body part are rejected. If this condition is satisfied,
then the same threshold Thsift is used to get all the pairwise matches k, l ∈M, where
sift(k) ∈ SIFT (p,ci) and sift(l) ∈ SIFT (g,cj). The matching k, l SIFT features are
then used to compute the pooled distance between WGCHs signature features as

dWGCH(WGCH(p,ci),WGCH(g,cj)) = erf


 1

ϵ+ |M|


k,l∈matches

dwgch (wgch(k), wgch(l))




(4.24)
where ϵ is a small constant used to avoid the division by zero in case the number of
SIFT matches between the two signatures, here denoted as |M|, is equal to zero.
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Given the four accumulated Haralick features vectors extracted from the two body
parts of the two detected persons, the distance between those features is computed as

dHAR(HAR
(p,ci), HAR(g,cj)) = erf


dL2


HAR

(p,ci)
T , HAR

(g,cj)
T


+

+ dL2


HAR

(p,ci)
L , HAR

(g,cj)
L

 (4.25)

Finally, the overall distance between the two signatures Φ(p, ci) and Φ(g, cj) is
computed as an affine combination of the distances computed for all the signatures
features. It is defined as

d (Φ(p, ci),Φ(g, cj)) = α dPHOG


PHOG(p,ci), PHOG(g,cj)



+ β dWGCH


WGCH(p,ci),WGCH(g,cj)



+ γ dHAR


HAR(p,ci), HAR(g,cj)


(4.26)

where α, β and γ are the weight factors.

4.6 Experimental Results

To evaluate the performance of the proposed method two public datasets have been
used, namely the ETHZ [128] and the CAVIAR4REID [26] datasets. Each one covers
different aspects and challenges for the person re-identification problem. A compari-
son and details of the used person re-identification datasets is given section 2.2.6.

As commonly suggested by the literature, we report the performance of our method
in terms of recognition rate by the Cumulative Matching Characteristic (CMC) curve
and the normalized Area Under Curve (nAUC) score for the CMC curve. We report
the results of our approach using both a single-shot (i.e. N = 1) and a multiple-shot
(i.e. N > 1) strategy. To compute the CMC curves, the proposed distance is used to
match the gallery signatures with the probe signatures. To fairly evaluate our method
against state-of-the-art approaches we perform the whole re-identification procedure
10 times using different sample images. We report the CMC curves and nAUC values
averaged over the 10 trials.

4.6.1 Implementation Details

The following parameters have been kept fixed for all evaluations and have been se-
lected using 4-fold cross-validation. To obtain better results the parameters could
have been differently selected for each dataset, but we averaged them for all the
datasets to have a more general re-identification setting. According to this, the fol-
lowing parameters have been set:

i) PHOG features: K = 9 orientation bins were used to compute a single HOG
vector and L = 3 pyramid levels were used;
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ii) SIFT and WGCH features: WGCH histograms were extracted from patches
having radius r = N/8 (where N is the width of the considerd image) and
quantized using 16, 10, and 4 bins for the H, S and V channels respectively. The
gaussian weights were defined by a normal distribution having µ = [r/2, r/2]T

and diagonal covariance Σ with non-zero entries equal to r;

iii) Haralick features: the GLCMmatrices were computed using the same symmetric
offsets suggested in [57].

iv) Feature accumulation: λ was set to [0.5, 0.3, 0.2] so as the value channel is given
less importance. The matching thresholds Thsift and Thwgch were set to 0.1
and 0.15 respectively.

v) Signature matching: κ was set to [0.5, 0.25, 0.25]. α, β and γ were set to 0.4,
0.2 and 0.4 respectively.

4.6.2 ETHZ Dataset

To make this dataset more challenging, we followed the strategy proposed in [8] by
randomly picking a set of 10 consecutive frames from the beginning and from the
end of each sequence. Following the evaluation setup in [128] and [13], all images
have been resized to 64 × 32 pixels. We evaluate our method using both a single-
shot (N = 1) and a multiple-shot strategy (N ∈ {5, 10}). We report comparisons to
discriminative signature approaches and to state-of-the-art approaches that exploit
machine learning techniques. Notice that these kind of approaches uses all the person
for training and for testing but with different images samples for the two phases.

In Table 4.1 we report the results achieved by our method using a single-shot
strategy. The first 3 rows of the table show the comparisons with state-of-the-art
discriminative signature methods. Last 6 rows show the comparison with state-of-the-
art approaches that exploit machine learning techniques. Regarding the comparison
with discriminative signature methods we achieve similar performance to the two
state-of-the-art methods used for comparisons, namely SDALF [13] and eBiCOV [88].
For SEQ.#1 we have have similar performance to SDALF and ICT [4] for rank 1, then
we achieve the same performance of eBiCOV and get very close to the recognition
percentage achieved at rank 7 by learning based methods. The same behavior is
shown for the other two sequences, namely SEQ.#1 and SEQ.#2, where low rank
values give similar recognition percentages to the ones achieved by discriminative
signature methods, while higher rank values get very close to learning based methods
also.

In Table 4.6.2 we report the results of our method using a multiple-shot strategy.
Top 7 rows show the results compared with discriminative signature methods where 5
images (top 3 rows) and 10 images (next 4 rows) are used to compute both the gallery
and the probe signatures. Last 4 rows show the results of learning based methods.
For these multiple-shot scenarios our method gets performance that meet the ones
achieved by both discriminative signature and learning based methods. In particular,
for SEQ.#3, we achieve 100% recognition rate at rank 3 using 5 images and at rank 2
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using 10 images, thus outperforming two very recent learning based methods, namely
LDC [151] and ICT [4].

4.6.3 CAVIAR Dataset

To make a fair comparison with state-of-the-art algorithms images have been resized
to 128×64. Evaluation performance has been computed with N ∈ {1, 3, 5}. In Fig-
ure 4.11 results are reported for these three different cases. The comparisons are given
for 5 discrminative signature methods, namely SDALF [13], AHPE [12], CPS [26], CI
(comb) [78] and MRCG [7], and 2 learning-based methods, namely, LAFT [82] and
LDC [151]. Notice that, for learning-based methods, while different image samples
are used, all the 50 persons are used both for training and for testing.

In Figure 4.11(a) evaluation performance computed using the single-shot scenario
are shown. Under this scenario, while we have worse performance than LAFT, results
are better than all discriminative signature methods. For higher ranks we’re also
getting very close to LAFT performance, where we’re achieving 82.5% of correct
recognitions at rank 25.

In Figure 4.11(b) evaluation performance are computed using the multiple-shot
scenario with N = 3. Similarly to the previous results, only LAFT is performing
better than our method. Also, we’re having very similar results as LAFT for rank
1 and rank 25, where a correct recognition percentage of 17% and 89% are achievd
respectively. All other discriminative signature methods are outperformed.

In Figure 4.11(c) evaluation performance are computed using the multiple-shot
scenario with N = 5. As for the single-shot scenario and for the multiple-shot sce-
nario with N = 3 we are getting similar performance to CPS and we outperform all
other discriminative signature methods. In this case we’re also having very similar
performance to LDC where for lower ranks (i.e. from rank 2 to rank 10) the difference
in performance is under 2%.

4.6.4 Discussion

In this section results of the proposed approach are compared to state-of-the-art
person re-identification methods on the ETHZ and the CAVIAR4REID benchmark
datasets. For both the dataset the proposed method has performance that are similar
or even better than discriminative signature based state-of-the-art methods. In some
cases (see Table 4.6.2 and Figure 4.11(c)) the proposed method is also outperforming
learning-based methods that use the same persons for both traning and testing. In
particular, results show that good performance are achieved when multiple images of
the same person are used. This is a good point as, in a real scenario, it’s plausible to
assume that multiple images of a same person can be extracted using intra-camera
tracking techniques. Notice that, the feature accumulation part and the signature
matching mechanism can also be used to deal with this and perform the intra-camera
tracking.
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Figure 4.11: Comparison of the proposed approach on the CAVIAR4REID dataset
using both a single-shot and a multiple shot approach. In (a) comparisons with other
methods using N = 1 are shown. In (b) and (c) multiple-shot results with N = 3 and
N = 5 are shown.

4.7 Conclusion

In this chapter, the person re-identification problem is addressed by means of a dis-
criminative signature based method. Local and global features are extracted from the
silhouettes of a detected person and accumulated through multiple frames to form the
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discriminative signature. The so computed signatures are compared to gallery sig-
natures using an affine combination of feature distances. To show the performance
of the proposed method, results are compared to state-of-the-art approaches. Such
evaluation shows that it achieves similar or superior performance to those.

4.8 What next?

While being effective yet simple, this methods is based on purely match features
across images, thus it misses an important and interesting point in doing this. That
is, while being invariant to some issues, appearance features get transformed across
cameras. In the next chapters, this interesting problem is considered to address the
re-identification challenges.



5
Re-Identification by

Classification of Warp Feature
Transformation

In this chapter, the person re-identification problem is addressed by
studying the nature of the transformation of features across cameras. In
the first part of the chapter, a brief introduction about how such transfor-
mation can be modeled is given, then a description about how to use such
transformation to re-identify persons moving between cameras is given.
Results and comparisons with state-of-the-art methods on benchmark datasets
are provided at the end of the chapter.

5.1 Introduction

In the previous chapter the problem of person re-identification has been addressed
by designing discriminative signatures that are matched between persons acquired by
disjoint cameras. However, the method rely on the fact that the individual signatures
vary a little from camera to camera. This leads to the fact that, a significant loss
of performance is present when strong illumination and color changes occur between
different cameras. As a result of these changes, features describing the same person
get transformed between cameras. Thus an important aspect of the problem is to
understand how features get transformed across cameras. In chapter 2, the existing
studies exploiting feature transformation have been introduced. They have tried to
learn linear [49] and nonlinear transformation functions [115, 70] between appearance
features among pairs of cameras. However, they use the learned transformation func-
tion to project the features from one camera to the feature space of the other camera.
In a re-identification scenario this may not always be feasible since the mapping may
not be unique and it may vary from frame to frame depending on a large number
of camera parameters (e.g. illumination, scene geometry, exposure time, focal length,
and aperture size). In this chapter the goal is to understand the space of feature
transformation functions, termed as the feature warp function space (WFS) and re-
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identify targets by learning and classification in this function space of nonlinear warps
between features [99].

Considering two non-overlapping cameras, a pair of images of the same target
is denoted as a feasible pair, while a pair of images between two different targets
is denoted as an infeasible pair. The corresponding warp functions describing the
transformation of features are denoted as feasible (positive) and infeasible (negative)
warp functions respectively. The set of infeasible warp functions vary widely as in
this set the warps are computed for image pairs consisting of different persons. Even
within the set of feasible warps, the transformations are not unique when computed
for different feasible pairs. For each of the two sets, the feature transformations may
not be well represented by a single warp function in presence of such variabilities. So,
the idea is to model the function space capturing all the feasible and infeasible warps
between pairs of cameras. The WFS not only allows to model feasible transformation
between pairs of instances of the same target, but also to separate them from the
infeasible transformations between instances of different targets. This enables to ad-
dress the re-identification problem as a binary classification problem by discriminating
in the WFS. In Figure 5.1 an example of the use of warp functions is shown. Here, the
histogram obtained by warping the histogram from Figure 5.1(a) to Figure 5.1(b) is
much similar compared to the brightness transfer function (BTF) [70] method. Fig-
ure 5.1(e) shows a comparison of the performances achieved using warps and BTFs
on the set of images of the same persons in different cameras for the CAVIAR4REID
dataset [26]. As shown, the distance is smaller between the features of the same per-
sons if a nonlinear warp function is used compared to BTF or raw (untransformed)
features.

To summarize, in this chapter, the feature transformation is captured by com-
puting a nonlinear mapping (warp) that minimizes a cost function defined as the
mismatch between histogram features. A WFS composed of the collection of feasible
and infeasible warp functions is built. Onece the WFS is built, a discriminating sur-
face between the sets of feasible and infeasible warps in learnt using a random forest
classifier. The re-identification problem is addressed by mapping a test warp function
onto the WFS and classifying it as belonging to either the set of feasible or infeasible
warps (see Figure 5.2).

The performance of the proposed approach are compared to state-of-the-art per-
son re-identification methods using four publicly available benchmark datasets and a
newly collected dataset named RAiD (Re-identification Across indoor-outdoor Dataset) [99].
The new dataset is collected with particular focus on large illumination variation
between cameras. Our average performance on different combinations of multiple
datasets is higher than other state-of-the-art methods.

The rest of the paper is organized as follows. An overview of the proposed approach
is given in section 5.2. The details about the re-identification approach, as feature
extraction, warping and WFS are described in section 5.3. Experimental results
and comparisons with state-of-the-art methods are shown in section 5.4. Finally,
conclusions are drawn in section 5.5.
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Figure5.1: Warpfunctionscaptureintercamerafeaturetransformations.(a)and(b)
showthevaluefeaturehistogramsofthesamepersonviewedin2diferentcameras.
In(c)thehistogramin(a)iswarpedtothehistogramin(b). Thesameprocessis
appliedin(d)usingBTF[70].Figure(e)showsthedistributionoftheBhattacharyya
distancesbetweentheoriginalvaluehistogramsinthesecondcameraandthetrans-
formedvaluehistogramsusingBTF(ingreen)andwarpfunctions(inblue)computed
forallthe50personsintheCAVIAR4REIDdataset.Thedistributionofthedistances
computedbetweentherawvaluehistogramsisalsoshownforcomparison(inred).

5.2 Overviewofproposedapproach

Theoverallschemeoftheproposedpersonre-identiicationprocessisshowninFig-
ure5.3. Giventheframesfromtwocameraswelearnadiscriminativemodelinthe
WFStogettheprobabilityofasamplefeaturewarpfunctioncomingfromthesame
personornot.



80 5. Re-IdentiicationbyClassiicationof WarpFeatureTransformation

CAMERA 1CAMERA 1 CAMERA 2CAMERA 2

NON-LINEAR 
FEATURE TRANSFORMATION

FEATURE (CAMERA 1)

F
E
A
T
U
R
E 
(
C
A
M
E
R
A 
2)

WARP FUNCTION SPACE

FRAME 1

FRAME 2

FRAME 3

FRAME 1

FRAME 2

FRAME 3

FRAME 1

FRAME 2

FRAME 3

NEGATIVE WARP FUNCTIONS

POSITIVE WARP FUNCTIONS

TARGET 1

TARGET 1

TARGET 2

Figure5.2:Re-identiicationbydiscriminatinginthewarpfunctionspace.Thewarp
functionscomputedbetweenfeaturesextractedfromimagesofthesametarget(i.e.
positivewarpfunctions)areshowninsolidblue.Thewarpfunctionscomputedbe-
tweenfeaturesextractedfromdiferenttargets(i.e.negativewarpfunctions)areshown
indashedred.Anonlineardecisionsurface(showningreen)islearnttoseparatethe
tworegions.

Towardsthisobjectiveweirstextractfeaturesfromthepersonimages. The
featureextractionmoduleperformsthefollowingtasks:a)splittingtheimageofthe
detectedpersonsintofourmainbodyparts,andb)extractingdensecolorandtexture
featuresfromthedetectedbodyparts.

Foreachextractedfeature,vectorvaluedwarpfunctionsarecomputedbythewarp
functionspacemodule. Allthewarpfunctions(correspondingtodiferentfeatures)
areconcatenatedtoformahighdimensionalwarpfunctionforeachimagepair.The
warpfunctionbetweenthesametargetindiferentcamerasisdenotedasafeasible
orpositivewarpfunctionwhilethewarpfunctionbetweentwodiferenttargetsis
denotedasaninfeasibleoranegativewarpfunction. Thesetofallfeasibleand
infeasiblewarpfunctionsformsthe WFS.Thedimensionalityofthe WFSisreduced
usingPrincipalComponentAnalysis(PCA)[62].

Giventhe WFS,adecisionsurfacediscriminatingthetwosetsofwarpfunctions
islearntusingaRandomForest(RF)[22]ofbaggeddecisiontrees.Everycomponent
ofthewarpfunctionsmaynotbediscriminatingenoughbetweenthetwoclassesof
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Figure 5.3: System Overview. The feature extraction module takes raw video frames
and extracts dense color and texture features from each of the four detected body
parts. These are input to the warp function space module that computes the warp
function between each of them and reduces the dimensionality of the warp function
space. A random forest classifier is trained to discriminate between the feasible and
the infeasible warp functions in the WFS. The trained classifier is used to classify the
test warp functions.

transformations (feasible/inefasible). The decision trees select the subset of warp
function components according to their importance and maximize the discrimination
between the feasible and infeasible warp functions in the WFS.

For classification, features are extracted from test image pairs and input to the
WFS module to compute the warp functions. Finally, the RF classifies the test warp
functions in the WFS as feasible or infeasible.

5.3 Methodology

In this section we describe the different modules of the proposed approach in details.

5.3.1 Feature extraction

The task of re-identifying targets across camera pairs is challenging because of the
issues of pose variation, illumination and color changes. State-of-the-art methods for
person re-identification have successfully explored different appearance features [85]
to tackle these challenges. While existing feature transformation based methods are
designed for color features, our framework can be used to study the nature of trans-
formation of any feature which, in turn, can be used for re-identification. In this work
we focus not only on color features but also on popular texture features like Local
Binary Patterns (LBP), Gabor, Schimid and Leung-Malik features.

Before computing these features, we identify the salient regions like head IH ,
torso IT and legs IL from the given image I as proposed in [13]. In our approach
we only consider IT and IL since the head region IH often consists of a few and
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Figure5.4: Denseimagefeaturesfromthedetectedbodyparts. Densecolorand
texturehistogramfeaturesareextractedfromeachofthe4resizedbodyparts.

lessinformativepixels. Thisisespeciallytrueforlowresolutionimagestypically
encounteredinsurveillancescenarios. WeadditionallydividebothIT andIL into
twohorizontalsub-regionsbasedontheintuitionthatpeoplecanwearshortsorlong
pantsandshortorlongsleevestops. Thefourdiferentregionsareresizedtoixed
heightandwidthtoextractixedsizedensefeaturesfromallofthem. Wedenote
theseresizedregionsasÎφwhereφ∈{UT,LT,UL,LL}denotestheupper-torso,
lower-torso,upper-legsandlower-legsregionrespectively. Theresizedregionsare
furtherdividedintononoverlappingpatchesP(φ,1),P(φ,2),···P(φ,nφ)ofsizeR×R
each,wherenφdenotesthenumberofpatchescorrespondingtothebodypartφ.
Then,forallthepatchesP(φ,i),i=1,···,nφweextractthefollowingfeatures.

Color: Colorhistogramfeaturesarethemostwidelyusedappearancefeaturesto
representaperson’sappearance. State-of-the-artpersonre-identiicationmethods
usecolorfeaturesrelyingontheassumptionthatpersonsdonotchangetheirclothes
astheymovebetweencameraFoVs. Accordingtothat,andfollowingtheconsid-
erationsonappearancefeaturessuggestedin[85],weextractmultipledensecolor
histogramfeaturesexploitingtheHSV,CIELab,RGBandYCbCrcolorspaces.Let
c∈{H,S,V,L,a∗,b∗,R,G,B,Y,Cb,Cr}denotesthecolorspacecomponent.Forim-
ageI,bodypartφandpatchiweextractthehistogramω(φ,i,c)(I)∈R

bc,wherebc
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(a) (b) (c) (d)

Figure 5.5: Response images after convolutions with the Gabor, Schmid and Leung-
Malik filter banks. All filter responses are sum and scaled for visualization. (a)
Input image. (b) Response after convolution of 40 Gabor filters. (c) Response after
convolution of 13 Schmid filters. (d) Response after convolution of 48 Leung-Malik
filters.

is the number of bins of the feature histogram for colorspace c.

Texture: Similar to the color features, we extract dense texture features to capture
the appearance of a person. To deal with object scale and rotation variations, we
consider texture features that are invariant with respect to these. Before computing
the texture features, the input image is converted to gray-scale.

We use LBP texture feature which is computationally efficient and is robust to
both gray-scale variations [58] and rotation [109]. The extracted LBP texture his-
togram is denoted as ω(φ,i,LBP ) (I) ∈ RbLBP , where bLBP is the number of bins used
to quantize the resulting LBP histogram. We also use filter banks to extract tex-
ture features. A bank of Gabor filters with different sizes and orientations have been
used. After convolving the i-th patch with a single filter we compute the modulus
of the response and quantize it in a histogram of bGabor bins. We denote each re-
sulting histogram as ω(φ,i,g) (I) ∈ RbGabor , where g ∈ G = {G1, G2, · · · , GNG

}, the
set of the NG Gabor filters. Similarly we use the Schmid filters [127] to compute
ω(φ,i,s) (I) ∈ RbSchmid , where s ∈ S = {S1, S2, · · · , SNS

}, the set of NS Schmid
filters. Finally we convolve each image with the Leung-Malik (LM) [81] filter bank
LM = {L1, L2, · · · , LNLM

} composed of NLM filters. After convolving the image with
the l-th filter (l ∈ LM) we quantize the response in a histogram ω(φ,i,l) (I) ∈ RbLM .
An example of the responses of the different filter banks is shown in Figure 5.5.

The set of features extracted from patch P(φ,i) is given by the set

ω(φ,i,j)(I)



where j ∈ {c ∪ LBP ∪G ∪ S ∪ LM}.
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5.3.2 Warp function space

To capture the transformation of the extracted features between cameras we use
the principles of Dynamic Time Warping (DTW). DTW [126] has been widely used
in many fields such as speech recognition [72], data mining [75], bioinformatics [1],
fingerprint verification [77], activity recognition [138, 139], event detection [112], etc.
DTW is a dynamic programming algorithm that optimizes the alignment of two time
series by non-linearly warping the series so that the sum of the point-to-point distances
is minimized. Time sequences are functions of time while feature histograms are
functions of the bin numbers. In our approach the bin number axis is warped to reduce
the mismatch between feature values of two feature histograms from two cameras.

Let x(1, · · · ,m) = ⟨x(1), · · · , x(m)⟩ and y(1, · · · ,m) = ⟨y(1), · · · , y(m)⟩ be two
vector valued functions. Let f be a warp function from x to y, that is

y(a) = x(f(a)), f(a) : [1,m]→ [1,m] ∈ F (5.1)

where F is the space of all warp functions, the WFS.
To find the warp function, a cost matrix C ∈ Rm×m is generated where the (a, b)th

element (denoted as Cab) of the matrix is given by the distance δ(x(a), y(b)),∀a, b ∈
{1, 2, · · · ,m}. Though any suitable distance function can be used or learned using
a metric learning procedure, in general, the magnitude of the difference and the
Euclidean distance between elements are adopted due to their simplicity [15]. The
warp function is the path giving the lowest cumulative cost between fixed start point,
the (1, 1)th cell and fixed end point, the (m,m)th cell of C. Let W = {W1,W2, · · · } be
the set of all possible paths between these two fixed points where Wq denotes the qth

path. Wq consists of tuples indicating the indices of the cells in C. Then the optimal
warp path is given by,

W ∗ = argmin
Wq∈W


 

(a,b)∈Wq

Cab


 (5.2)

The optimization problem in (5.2) is solved in a dynamic programming framework
under suitable monotonicity and continuity constraints [15]. Finding the non-linear
warp path W ∗ does not guarantee that the length of the warp path is same for all
feature pairs x and y. This is due to the fact that the mapping f(a) : {1, 2, · · ·m} →
{1, 2, · · ·m}, described by the tuples in W ∗ is, in general, many to many. To get a m
length warp function we employ the following rule for all (a, b) ∈W ∗

f(a) =


min(b) if a ̸= 1,m

a otherwise
(5.3)

Gathering the f(a)’s for all a = 1, 2, · · · ,m in a vector f(x,y)(1, · · · ,m) = ⟨f(1), · · · , f(m)⟩
we get the warp function that warps x to y.

In our approach the warp function f is computed for each feature and for every
dense patch (see Section 5.3.1). In other words, as shown in Figure 5.6, f is computed
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Figure 5.6: Example of computing the warp functions between features extracted
from the same patch of two images. The first column shows two images from two
cameras. The warp function between the features extracted from the same patches
(shown by the orange and red boxes) are computed next. The last two columns show
the cost matrices, the optimal warp path W ∗ and the corresponding warp function f .
For convenience of visualization, warp functions computed for the H and S colorspaces
only are shown in second and third column respectively. The cost matrix is colorcoded
and the cost gets higher as the color goes from blue to red. First row shows the feature
warps for the same person. Second and third rows show the warping of features
between different persons that have similar and different appearance respectively with
the person in the left.
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for feature pairs (ω(φ,i,j)(IA) and ω(φ,i,j)(IB)) for each body part φ, patch i and fea-
ture j. The vector created by concatenating all such vector warp functions computed
for the body part φ, is denoted as

Fφ(IA, IB) =

f(ω(φ,i,j)(IA),ω(φ,i,j)(IB))


, ∀i, j (5.4)

The set of all Fφ(IA, IB)’s computed between two images IA and IB of the same
person forms the feasible or positive set Fp

φ (for bodypart φ). The same computed
between images of two different persons forms the infeasible or negative set Fn

φ . Both

Fp
φ and Fn

φ together form the WFS which provides the description of the nonlinear
feature transformations under different variabilities.

The proposed WFS model allows us to pose the re-identification problem as finding
the parameters of the decision surface, that best separates the sets Fp

φ and Fn
φ . Given

a pair of candidate images, we classify such images as coming from the same target
or not according as the warp functions between the image features lie in the positive
or the negative region.

5.3.3 Re-identification in WFS

To re-identify persons moving across camera views we propose to train a binary clas-
sifier and classify the warp functions in the WFS as belonging to the feasible or
infeasible sets. As discussed in section 5.3.2 we use high-dimensional dense color and
texture features to represent the appearance of the targets. While it is advantageous
for a richer representation, it comes with the curse of dimensionality. The high di-
mensionality of the features result in high dimensional warp functions. Accordingly,
any nonlinear classifier has to pay high computational and memory complexity in the
training phase. This scalability issue makes it nontrivial to train a classifier directly
on such high dimensional warp functions for large datasets whose training size is typ-
ically far beyond thousands. Therefore, we need to select a low dimensional subspace
that can adequately handle the intrinsic dimensionality of the warp functions. To-
wards this objective, and supported by the recent study on real data discussed in [90],
we use PCA [62] to embed the WFS into a low dimensional subspace. In the follow-
ing we refer to F′

φ(IA, IB) as the low dimensional warp function computed between

images IA and IB for body part φ.

Even though PCA is able to reduce the dimensionality of the WFS, each dimen-
sion of it may not, still, be discriminating enough between the feasible and infeasible
warp functions. Thus a classifier giving more importance to the more discriminative
dimension is desirable. A random forest (RF) [22] is a popular and efficient classifier
based on bootstrapped aggregation ideas. It is a combination of many binary deci-
sion trees built using several bootstrap samples. At each node of each tree a subset
of the warp function dimensions is randomly chosen and the best split is calculated
only within this subset. This randomization of the warp function dimensions effec-
tively chooses the dimensions according to their importance in separating the feasible
and the infeasible warp functions in the WFS. This coupled with the reduction of
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overfitting error makes RF a suitable choice to learn the parameters of the decision
boundary.

In the classification phase the warp function between the features of two candidate
images from two different cameras is computed. The trained RF classifies the warp
function as coming from the same target or not according as it lies in the positive or
the negative region.

Let IA1 , · · · , IAN be the N images of a given person A and IB1 , · · · , IBM be the
M images of another person B in another camera. As commonly accepted in the field
of person re-identification, if N=1 and M=1, then the approach is defined to be a
single-shot approach, otherwise, if both N and M are greater than 1, it is named
a multiple-shot approach. As the total number of possible warp functions that can
be computed for a single body part φ is N ×M , we have |φ| × N ×M predicted
probabilities for a target pair, where |φ| denotes the number of parts into which the
body of a person is divided. The probability of A and B being the same person is
computed by averaging all the |φ| ×N ×M probabilities obtained from the classifier.

5.4 Experiments

We evaluated our approach on four publicly available datasets, the ETHZ dataset [40],
the CAVIAR4REID dataset [26], the WARD dataset [92], the VIPeR dataset [54] and
one new dataset (RAiD), introduced in this work. We have choses these datasets
because they provide many challenges faced in real world person re-identification
applications, e.g., viewpoint, pose and illumination changes, different backgrounds,
image resolutions, occlusions, etc. Of these, WARD and RAiD are specifically geared
towards large illumination change. More details about each dataset are reported in
section 2.2.6. We report the results for both single-shot (N = 1) and multiple-shot
(N > 1) strategies. For all multiple-shot strategies we use N = M . Results are
shown in terms of recognition rate as Cumulative Matching Characteristic (CMC)
curves and normalized Area Under Curve (nAUC) values, as commonly performed in
the literature. For each dataset the evaluation procedure is repeated 10 times using
independent random splits. We reported the average results on these 10 splits.

5.4.1 Implementation Details

In our implementation we used the following settings:

� Image pairs of the same or different person(s) in different cameras were ran-
domly picked to compute the positive and negative warp functions (samples)
respectively;

� ÎUT , ÎLT , ÎUL and ÎLL have been resized as follows:

– For the ETHZ dataset: ÎUT = ÎLT = ÎUL = ÎLL = 32× 16;

– For the CAVIAR, WARD and RAiD dataset: ÎUT = ÎLT = ÎUL = ÎLL =
64× 32



88 5. Re-Identification by Classification of Warp Feature Transformation

– For the VIPeR dataset: ÎUT = ÎLT = ÎUL = ÎLL = 48× 32;

� The size of each dense patch has been selected to be R×R = 8× 8 pixels.

� The color histograms extracted from the dense patches were quantized using
bc = 10 bins for each color space component c.

� Texture features have been extracted using the following parameters:

– LBP: we followed the same protocols used in [109]. LBP histograms were
quantized into bLBP = 10 bins.

– Gabor: we used Gabor filters at 8 orientations and 5 scales. bGabor was set
to 16.

– Schmid: the same filter settings as [127] have been used. bSchimd was set
to 16.

– Leung-Malik: the same filter bank defined in [81] consisting of 36 oriented
filters with 6 orientations, 3 scales and 2 phases, 8 Laplacian of Gaussian
(LoG) filters, and 4 Gaussians was used. bLM was set to 16.

� δ was taken as the Euclidean distance between the feature values.

� While doing PCA, we selected the largest principal components such that the
99% of the original variance is retained.

� The RF parameters such as the number of trees, the number of features to
consider when looking for the best split, etc. were selected using 4-fold cross
validation.

The proposed method is, first, evaluated on 3 challenging benchmark datasets,
namely ETHZ, CAVIAR4REID and VIPeR. Since WARD and RAiD contain a large
illumination variation, we show the performance on these two datasets separately in
the next sub-section.

5.4.2 Comparative Evaluation on Benchmark Datasets

ETHZ Dataset

To make this dataset more challenging, we followed the strategy proposed in [8] by
randomly picking a set of 10 consecutive frames from the beginning and from the
end of each sequence. Following the evaluation setup in [128, 13], all images have
been resized to 32 × 64 pixels. We evaluate our method using both single-shot and
multiple-shot strategies. Similar to [60, 59], for the single-shot scenario, we randomly
sample two images per person to build a training set, and another two images to build
the test set. The test images from one camera constitute the probe and the those
from the other camera create the gallery set.

In Table 5.1 we present the performance of our method using both single-shot and
multiple-shot strategies. The first 9 rows show the performance comparison with 8
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different methods when 1 single image has been used to build the gallery and the probe
sets. The last 10 rows show the performance comparison with 9 different methods
using a multiple-shot strategy. For the single shot scenario our performance is either
superior to or same with that of all the 8 methods for each of the 3 sequences. For
the multiple-shot scenario the same settings of experiments as in [151, 88] were used
with N=5. In this scenario, the BRM [8] approach has superior performances only
from rank 1 to rank 4 for SEQ.#1 . Similarly the eLDFV [89] method has superior
performance compared to our method for rank 1 to 3. Our method is the only one that
achieves the 99% of correct recognition for this sequence within the top 7 rank scores.
On SEQ.#2 we outperform all other methods as we reach 100% correct recognition
within top 4 matches. Similarly, on SEQ.#3 our method has the best performance
and recognizes all the persons at rank 1. Notice that in these experiments we are
using N=5 images, whereas the results for SDALF, AHPE, eBiCov and BRM were
reported using N=10 images. For all the three sequences in the ETHZ dataset our
method is the only one that achieves the 99% of correct recognition within the top 7
matches.

CAVIAR4REID Dataset

It is common to split the CAVIAR4REID dataset both in terms of people [4, 110]
and not [82, 13]. We conducted experiments following both these protocols to fairly
compare against methods following either of these two. Following the same setup as
in [4] first, the 50 people are equally divided into training and test sets of 25 persons
each. In this setup we compare against LF [110] and ICT [4] who use a multishot
strategy with N=5 and N=10 images respectively. In Figure 5.7(a) we show that our
algorithm outperforms both the methods and reaches as high as 40.9% rank 1 score
when a multishot strategy with N=10 is employed. In the second set up following
the same protocol as in [82], we do not split the dataset in terms of persons. Pairs
of images are randomly selected in different views for training. The probe and the
gallery sets are formed by randomly selecting images from the remaining ones for each
person. In this scenario we compare against the methods who have adopted the same
strategy of split. Namely the methods are AHPE [11], SDALF [13], CI [78], CPS [26],
LAFT [82] and LDC [151]. Figure 5.7(b) shows the CMC curves for the single shot
scenario. Figure 5.7(c) and (d) show the comparison with the multi-shot strategy.
While for single shot scenario we meet the state-of-the-art performance of LAFT and
outperform the rest, for both the multishot scenarios we have superior performance
over all the compared methods.

VIPeR Dataset

Although images from the same camera are not always taken from the same viewpoint
and thus do not fully fit our framework, still we compare our results with other
methods to show that the proposed approach achieves good results in such a scenario
too. To evaluate our method we followed the same normalization approach as in [13,
4, 152], resizing all the images to 48× 128 pixels. To compare our approach to state-
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Figure 5.7: CMC curves for CAVIAR4REID dataset. In (a) results are shown when
the dataset is split in terms of persons. In (b), (c) and (d) comparisons are shown for
the case where the dataset is not split in terms of persons with N=1, N=3 and N=5
respectively.

of-the-art methods we used the same evaluation protocol proposed in [53]. We split
the dataset in terms of persons and used 316 of them for training and the remaining
316 for testing. As the VIPeR dataset is a single-shot dataset, we used N=1 images
per person to form the training and test sets.
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Table 5.2: Comparison of the proposed method on the VIPeR dataset. Top 100 rank
matching rate (percent) is shown.

Rank Score 1 10 20 50 100

Proposed 25.81 69.56 83.67 95.12 98.89
RCCA [3] 30.00 75.00 87.00 96.00 99.00
LAFT [82] 29.60 69.30 81.34 96.80 99.00
LF [110] 24.18 67.12 81.38 94.12
TML [83] 19.00 61.00 74.00 91.00 97.00
KISSME [76] 19.60 62.20 74.92 91.80 98.00
RPLM [60] 27.00 69.00 83.00 95.00 99.00
IBML [59] 22.00 63.00 78.00 93.00 98.00
ELF [53] 12.00 43.00 60.00 81.00 93.00
SDALF [13] 19.87 49.73 65.73 84.80
PRSVM [119] 14.60 53.90 70.10 85.00 94.00
CPS [26] 21.84 57.21 71.00 88.10
PRDC [154] 15.70 53.86 70.09 87.00
LMNN-R [36] 23.70 68.00 80.00 93.00 99.00
eBiCOV [88] 20.66 56.18 68.00 84.90
eLDFV [89] 22.34 60.04 71.00 88.92 99.00
eSDC.knn [152] 26.31 58.86 72.77 79.30
eSDC.ocsvm [152] 26.74 62.37 76.36 82.10
CI [78] 18.00 50.00 62.00 81.00
ICT [4] 15.90 57.20 78.30 91.00 95.00
ARLTM [87] 21.00 52.00 68.00 86.00
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In Table 5.2 we report the recognition performance for the top 100 ranks and
compared the results with 20 state-of-the-art methods for person re-identification.
The table shows that the proposed method does achieve a performance better than
most of the state-of-the-arts as far as the performance corresponding to rank 1 is
considered. It is behind the top performer only by 4.19% for rank 1. The performance
continuously improves with higher ranks. The rank 100 performance is either the same
or better than all the methods. According to [4] the performance at higher ranks is,
sometimes, more significant as this reflects the algorithm’s performance for difficult
cases. Thus, in this challenging dataset with only one image per person in two non-
static cameras the proposed method does achieve competitive performance as that of
the state-of-the-arts.

5.4.3 Comparative Evaluation with Large Appearance Varia-
tion

Since our focus is to understand the space of transformation of features, we pro-
vide the performance of the proposed method for 2 datasets which posses significant
appearance variation.

WARD Dataset

We conducted the experiments for all the three different camera pairs, denoted here as
camera pairs 1-2, 1-3, and 2-3. The proposed approach is compared with the methods
for which either the CMC performance on this dataset is reported in literature or the
code is available. Namely the methods are SDALF [13], WACN [92] and ICT [4].
Figure 5.8(a), (b) and (c) compare the performance adopting a multishot strategy
with N=10 for camera pairs 1-2, 1-3, and 2-3, respectively. The 70 people in this
dataset are equally divided into training and test sets of 35 persons each. For all
3 camera pairs the proposed method outperforms the rest with rank 1 recognition
percentage as high as 51.6% for the camera pair 2-3. The next runner up has the
recognition percentage of 29.5% for rank 1. For all the camera pairs 97% recognition
performance is reached within top 10 matches.

RAiD Dataset

We collected this new dataset with large illumination variation that is not present in
most of the publicly available benchmark datasets. To make sure there is enough varia-
tion of appearance between cameras, subjects were asked to walk through 3 cameras of
which 2 are outdoor and 1 is indoor. We name the dataset as Re-identification Across
indoor-outdoor Dataset (RAiD) [99]. 6060 images of 43 persons walking through 1
indoor (denoted as camera 1) and 2 outdoor cameras (denoted as camera 16 and cam-
era 22) are collected. Sample images showing the variation of illumination between
the cameras are shown in Figure 5.9.

The proposed approach is compared with the methods for which the code is avail-
able. Namely the methods are SDALF [13], WACN [92] and ICT [4]. The dataset
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Figure 5.8: CMC curves for the WARD dataset. Results and comparisons in (a), (b)
and (c) are shown for the camera pairs 1-2, 1-3, and 2-3 respectively. All the results
are reported for the case where the dataset is split in terms of persons with N=10.

was split in terms of persons with 22 persons forming the training set and the rest
21 persons forming the test set. Figure 5.10(a), (b) and (c) compare the performance
adopting a multishot strategy with N=10 for camera pairs 16-22, 1-16 and 1-22 re-
spectively. We see that the proposed method is superior to all the rest for both
the cases when there is not much appearance variation (camera pair 16-22) and when
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Cam 1 
(Indoor) 

Cam 16 
(outdoor) 

Figure5.9:SampleimagesofpersonsfromtheRAiDdatasetshowingthevariation
ofappearancebetweentheindoorandtheoutdoorcameras.

thereissigniicantlightingvariation(forcamerapairs1-16and1-22).Expectedly,for
camerapair16-22theperformanceisthebestachieving55.7%rank1performance.
Fortheothertwodiicultcasestoo,theproposedmethodissuperiortoalltherest
achieving46.4%and53.9%rank1performancesforcamerapairs1-16and1-22re-
spectively. ThesecondbestperformanceisthatofICTwhichachieves29.5%and
37.3%rank1performancesforcamerapairs1-16and1-22respectively.Figure5.11
showsacomparisonofre-identiicationperformanceswithICT[4](achievingthenext
bestperformance). Thecomparisonisdoneon10randomlyselectedpersons. For
viewingconvenienceonlythetop15candidatesareshown.Thegreenboundingbox
highlightsthegroundtruthmatchforeachofthequerypersons.Thegroundtruth
matchiswithintop3rankedmatchesfor9outofthe10exampleswhile6outof
these10personsarethehighestrankedmatchestoo.Forthesamesetofpersonsthe
groundtruthmatchiswithintop3rankedmatchesfor2outofthe10examplesin
ICT.Noneofthemisthehighestrankedmatch.

5.4.4 AveragePerformanceacross MultipleDatasets

Havingshowntheperformanceoftheproposedmethodonseparatedatasetswith
diferentchallenges,inthissub-sectionweshowthattheproposedmethodgivesthe
mostconsistentperformanceacrossdiferentdatasetseachhavingmultiplediferent
challenges. TheperformanceismeasuredintermsofaveragenAUCvaluesacross
diferentcombinationsofthe4publiclyavialablebenchmarkdatasets(ETHZ,WARD,
CAVIAR4REIDandVIPeR). Wecomparewith14state-of-the-artmethodsforwhich
eitherthecodeisavailableorresultsforatleast2ofthese4datsetsarereported.
ThenAUCvaluesfordiferentmethodsareeithertakenfromthereportedresultsor
computedfromthereportedCMCcurves. Tomakeafaircomparisonweconsider
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Figure 5.10: CMC curves for RAiD dataset. In (a), (b) and (c) comparisons are
shown for the camera pairs 16-22, 1-16 and 1-22 respectively.

all combinations of 2 or more datsets and compare our performance by averaging
over the datsets separately for each combination. Table 5.3 shows the performance
comparison. The proposed method has the highest average nAUC value for 10 out of
the 11 possible combinations. The only case (combination of ETHZ and CAVIAR)
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Query Ranked Matching Persons - ICTRanked Matching Persons - Proposed

Figure 5.11: Visual comparison of matches using feature warps for camera pair 1-16 of
the RAiD dataset. First column is the probe image. Second and third columns show
the top 15 matches computed using the proposed method and ICT [4] respectively.

where the proposed method is the runner up, the nAUC value changes only at the 3rd

decimal place. The superior performance of the proposed method on any combination
of these datasets establishes the fact that the proposed method is not tuned to any
specific dataset and can address varied number of challenges across different datasets
better than the state-of-the-art.

5.5 Conclusions

In this work we have addressed the problem of multi-camera target re-identification
by finding a nonlinear warp function between features from two cameras. Given a
pair of feature vectors we have shown that we can learn the decision surface best
separating the feasible and infeasible set of warp functions in the WFS. The target
re-identification problem is posed as classifying a test warp function as belonging to
the set of feasible or infeasible warp functions. We have shown that our approach
is robust with respect to severe illumination and pose variations by evaluating the
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performance on five datasets. Our approach outperforms the existing state-of-the-art
methods for person re-identification.

5.6 What next?

While the given results show that the proposed method is capable of dealing with com-
plex transformation functions that occur between features computed by two disjoint
cameras, the computational complexity of the algorithm, mainly guided by the very
high dimensionality of the features, makes such an algorithm very computationally
expansive. This is especially true for the RF training part. To address such challenge,
in the next chapter, we build upon the idea that, as features get transformer across
cameras, so are the distances between them.
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6
New Directions: Feature

Dissimilarities and Distributed
Techniques

In this chapter, we extend the two main person re-identification ideas
presented in the previous chapters. First, we study the nature of the trans-
formation of feature distances. We introduce which features will be stud-
ied in such an approach, then we describe how those can be used to re-
identify targets moving across disjoint camera FoVs. Results on bench-
mark datasets are provided at the end of the chapter. Then, we extend
simple camera-to-camera re-identification approaches to a wide area cam-
era network. Towards this end, we first extend the signature matching
approach proposed in Chapter 4, then by using such information we pro-
pose the novel distributed re-identification framework.

6.1 Re-Identification by Classification of Feature Dis-
similarities

In the previous chapter we’ve addressed the person re-identification problem by mod-
eling the transformation of features across disjoint cameras. However, the represen-
tation we used in the classification framework was very high-dimensional, even it was
reduced by using standard methods like PCA, thus introducing the problem of the
curse of dimensionality. Motivated by the recent success of metric learning methods
and feature transformation approaches we propose a person re-identification approach
to address these challenges. The core novelty of this work is a method that aims to
model not the way features are transformed across camera, but to advantage of invari-
ant features and proper distance metrics to model how the distances between such
features are transformed across cameras [96]. To achieve this goal we extract the
feature vectors from a pair of targets viewed in different cameras, then we compute
the distance between such features and use the distances to form the distance feature
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Figure6.1: Anoverviewoftheproposedpersonre-identiicationapproach. From
eachgivenimage,weextractshape,colorandtexturefeatures,thenwecompute
thepairwisedistancesbetweenthefeaturevectorsextractedfortargetsviewedby
diferentcameras.ThecomputeddistancesformtheDFV.TheDFVfromapairof
imagesofthesamepersonisapositivesample,whiletheDFVfromapairofimagesof
diferentpersonsisanegativesample.TheDFVsareusedtotrainabinaryclassiier.
Thetrainedclassiierisusedtore-identifytargetsbyclassifyingtestDFV.

vector(DFV).TheDFVsfromthesamepersonformthesetofpositivesamples,
whiletheDFVsfromdiferentpersonsformthenegativeset.Usingthepositiveand
negativeDFVswere-identifypersonsinasupervisedclassiicationframework.

Tovalidatetheproposedmethodwecomparetheperformanceofourapproach
tostate-of-the-artmethodsforpersonre-identiicationusingtwopubliclyavailable
benchmarkdatasets.

6.1.1 TheApproach

AnoverviewoftheproposedapproachisshowninFigure6.1.Givenapairofimages
fromnon-overlappingcameras,weextractmultiplelocalandglobalfeatures(Sec-
tion6.1.1)andwecomputepairwisedistancesbetweenthem(Section6.1.1). The
computeddistancesformtheDFV.Tousethisfeatureforclassiicationwetraina
binaryclassiiertoclassifynewexamples.

FeatureExtraction

Herewedescribethefeatureextractionmethodsusedtobuildadiscriminativerep-
resentationoftheimageofaperson.
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Motivation: The task of re-identifying targets across camera pairs is challenging
because of the issues of pose variation, illumination and color changes. State-of-the-art
methods for person re-identification have successfully explored different appearance
features [85] to tackle these challenges. Inspired by that, to obtain a robust feature
representation of an image across cameras, we considered, shape, color and texture
features invariant to the stated issues.

Shape: To capture the shape of a given person we used the Pyramid Histogram of
Oriented Gradients (PHOG) feature. The PHOG feature is computed exploiting the
spatial pyramid technique. Let l = 0, · · · , L be the level of the spatial pyramid, and 4l

the number of cells in which the image is divided at each level l. The PHOG feature
Φ is the concatenation of the HOG computed at the different levels and for different
cells of the spatial pyramid. The final PHOG feature vector is of size b

L
l=0 4

l, where
b is the number of bins used to compute the HOG features.

Color: Color histogram features are the most widely used features to describe a
person image. All state-of-the-art person re-identification methods use color features
relying on the assumption that persons do not change their clothes as they move
between camera Fields-of-view. According to that, we extract six different color
histogram features from each given image. We consider that most of the persons wear
different clothes for the upper and lower body part, so, before computing the color
features we detect the three salient body parts (i.e., head, torso and legs) using a
derivation of the approach proposed in [38]. We discard the head region from the
feature computation since it generally contains few and not informative pixels. To
achieve illumination invariant properties we equalize the histograms of the two regions
and project them into the Lab color space. Then, we extract a histograms for each
color channel c for both the torso and legs regions. The histograms for the two regions
are denoted ΥT ∈ Rnc and ΥL ∈ Rnc , respectively. We use different bin quantizations
nc, such that the lightness component of the color space has a coarse representation.

Texture: As for the color features, we use texture features to capture the appearance
of a person. To deal with object scale and rotation variations, we consider texture
features that have invariant properties with respect to these issues. We used a bank of
Gabor filters with different sizes and orientations (see Figure 6.3(a)). After convolving
each image with a single filter we computed the modulus of the response and we
quantized it in a histogram with g bins. We denote the set of all such histograms as
{Γi}Ii=1, where i indicates the ith Gabor filter. Similarly we used the Schmid filters
(Figure 6.3(b)) to get the set of histograms {Ψj}Jj=1, each of which has s bins. Finally
we convolve each given image with the Leung-Malik (LM) filter bank consisting of
first and second derivatives of Gaussians at 6 orientations and 3 scales, 8 Laplacian of
Gaussian (LoG) filters, and 4 Gaussians (Figure 6.3(c)). After convolving the image
with a single filter we quantized the response in a histogram with m bins. {Λk}Kk=1

is the set of all such histograms, where k indicates the kth LM filter. An example of
the responses of the different filter banks is shown in Figure 6.4.
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Figure6.2:Colorandshapefeatures. (a)Colorhistogramfeaturesextractedfrom
thetorsoandlegsbodyparts.(b)PHOGfeaturesextractedfromthewholebodyat
threediferentlevelsofthespatialimagepyramid(L=2).

DistanceFeatureVector

Intuition.IntheimagerepresentationdiscussedinSection6.1.1,wecomputecolor,
shapeandtexturefeaturesresultinginaveryhigh-dimensionalfeaturevectorfor
eachimage. Usingsuchalargenumberoffeaturesisadvantageousbecausethey
canprovidearicherrepresentationandcapturemoresubtlevisualdistinctionsbe-
tweendiferentpersons.However,thefeaturevectormaycontainnon-discriminative
elements(somefeaturesmightcaptureuninformativefeatures). Eventhoughsome
invariantpropertieshold,projectingthefeaturevectortothefeaturespaceofadif-
ferentcameraandmatchfeaturesthroughproperdistancesisnotalwayssuicient
forindingagoodcorrespondencebetweenpersonsimages. Therefore,weneedto
indabetterwaytousetheinvariantpropertiesofsuchfeaturesandtoindthemost
discriminatingelementsofthefeaturevectorthatallowsustoperformarobustre-
identiication.Towardsthisobjectiveweproposenottousethedistancemetricsto
inddirectcorrespondencesbetweenpersonsacrosscameras,butweusedthepairwise
distancebetweenfeaturevectorsasanewfeature.
Distances: ToformtheDFVforapairofimageswecomputepairwisedistancesfor
alltheconsideredfeatures.GiventwoimagesAandBandthecorrespondingfeatures
extractedasdescribedinSection6.1.1,wedeinethefollowingpairwisedistances.

❼PHOG:dΦ(A
Φ,BΦ),whereAΦandBΦarethePHOGfeaturesfortheimage

AandimageBrespectively.

❼Color:histogramsarecomparedusingdistancesbetweenfeaturevectorsex-
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(a) (b)

(c)

Figure 6.3: (a) Gabor filter bank with 8 orientations and 5 sizes; (b) Standard
Schimid filter bank; (c) Leung-Malik filter bank. The set consists of first and second
derivatives of Gaussians at 6 orientations and 3 scales making a total of 36; 8 Laplacian
of Gaussian filters; and 4 Gaussians.

tracted from the same body part for for each of the three channels as dΥT
(AΥT , BΥT )

and dΥL
(AΥL , BΥL).

� Gabor: dΓ(A
Γi , BΓi), for i = 1, · · · , I.

� Schmid: dΨ(A
Ψj , BΨj ), for j = 1, · · · , J .

� LM filters: dΛ(A
Λk , BΛk), for k = 1, · · · ,K.

Notice that here we do not specify any particular distance measure since the algorithm
can be used with different metrics.
Classification: The DFV computed for a pair of images of the same person is consid-
ered as a positive sample, while the DFV computed for a pair of images of different
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(a) (b) (c) (d)

Figure 6.4: Response images after convolutions with the three different filter banks
shown in Figure 6.3. All filter responses are sum and scaled for visualization. (a)
Input image. (b) Response after convolution of 40 Gabor filters. (c) Response after
convolution of 13 Schmid filters. (d) Response after convolution of 48 Leaung-Malik
filters.

persons is a negative sample. We use our novel pairwise image representation to
discriminate in the distance feature space training a random forest classifier [22].

Let A and B be two images, all the computed distances are concatenated to form
the DFV VA,B = ⟨dΥT

, dΥL
, · · · , dΛ⟩. Then, the goal of classification is to learn a

mapping from the feature space of V , to the label space, Y = {−1,+1}.
The random forests algorithm builds a large collection of de-correlated trees ex-

ploiting the bagging idea, where the objective is to reduce the variance of an estimated
prediction function by pooling many noisy but approximately unbiased models. Trees
are ideal candidates for bagging as they capture complex interaction structures in the
data and have low bias. Also, trees are very noisy, hence they benefit greatly from the
pooling procedure. As shown in [22], an average of N i.i.d. random variables, each
with variance σ2, has variance 1/Nσ2. If the variables are simply i.d. (identically
distributed, but not necessarily independent) with positive pairwise correlation ρ, the
variance of the average is ρσ2 + 1−ρ

N σ2. As N increases, the second term disappears,
but the first remains, and hence the size of the correlation of pairs of bagged trees
limits the benefits of pooling. The idea in random forests is to improve the variance
reduction of bagging by reducing the correlation between the trees, without increasing
the variance too much. This is achieved in the tree-growing process through random
selection of the input variables.

To learn the parameters of the decision surface that separates positive and negative
DFVs we trained a random forest classifier using the steps given in Algorithm 2.
Once the model has been trained, a new sample DFVs VA,B is assigned a class label
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Algorithm 2: Random Forest for Classification of DFVs

Input : Training DFVs
Output: Trained ensemble of trees

1 for n← to N do
2 Draw a bootstrap sample Z∗ of size S from the training data;
3 Grow a random-forest tree Tn to the bootstrapped data, by recursively

repeating the following steps for each terminal node of the tree, until the
minimum node size smin is reached:

4 i. Select m variables at random from the p variables.

5 ii. Pick the best variable/split-point among the m.

6 iii. Split the node into two child nodes.

7 end

8 Output the ensemble of trees {Tn}Nn=1;

ĈN (VA,B) = majority vote{Ĉn(VA,B)}Nn=1 where Ĉn(VA,B) = {−1,+1} is the class
prediction of the n-th random-forest tree.

6.1.2 Experimental Results

We evaluate the performance our method using two publicly available benchmark
datasets: CAVIAR4REID [26] andWide Area Re-Identification Dataset (WARD) [92].
To show the achieved performance, we computed the Cumulative Matching Charac-
teristic (CMC) curve.

Implementation Details

In our current framework, we selected the following settings for all the experiments
using 4-fold cross validation.

� PHOG: features are extracted for L = 4 levels of the spatial pyramid; the HOG
histograms computed for each cell have been quantized into b = 9 bins.

� Color histograms: The histograms for the torso and legs body parts have been
computed using 20, 30, and 30 bins for the L*, a*, and b* channel respectively.

� Gabor: filters at 8 orientations and 5 scales have been used.

� Schmid: We used the 13 standard Schmid filters.

� Leung-Malik: for LM filters we considered the following. The four basic Gaus-
sians have scales σ = {

√
2, 2, 2

√
2, 4}. The first and second derivatives of Gaus-

sians occur at the first three scales with an elongation factor of 3. Finally, the
8 Laplacian of Gaussian filters have been defined using the same σ and 3σ.
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Figure 6.5: Comparison of the proposed algorithm with state-of-the-art methods for
person re-identification on CAVIAR dataset. In (a) 42 persons have been used for
training and 8 person for testing. In (b) 25 persons have been used for training and
25 person for testing.

� Distances: we used the χ2 distance to compute all the distances given in Sec-
tion 6.1.1.

� Datasets: we followed a standard image normalization procedure on the datasets
and we re-sized all the images to 64 × 128. We tested the performance of our
approach using 40 positive and 40 negative samples per person.

CAVIAR Dataset

We compare our results with those achieved by SDALF [13], CPS [26] and ICT [4], as
reported in [4]. To fairly evaluate our approach we used the same two setups proposed
in [4] showing the relative performance as a function of the size of the training data.
We run 10 independent trials for each setup and average the achieved results.

Figure 6.5(a) shows the performance of the method when 42 persons have been
used to form the training set. The remaining 8 persons form the test set. Using
42 persons as training data our approach achieves similar performance to ICT and
it outperforms both the other two methods used for comparison. We achieved 65%
rank 1 correct matches and we re-identify all the persons in the test set in the first 5
ranks thus outperforming all other methods.

In figure 6.5(b), the recognition performance are computed using a training set
and a test set of 25 persons. As for the previous scenario, the performances of the our
approach are similar to those of ICT. We achieved a recognition percentage of about
78% for a rank score of 5. For the same rank score, a recognition percentage of 72%,
67% and 56% is achieved by ICT, CPS and SDALF, respectively. Similarly as before,
we achieve the 100% recognition percentage with a lower rank score value than all
other methods. In particular, we recognize all the persons in the test set when the
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rank score is 15.

WARD Dataset

We compare our results with those achieved by WACN [92] and SDALF [13], then
we deeply investigate our performance under two different setups. For each result we
run 10 independent trials and we show the average performance for the three camera
pairs, here denoted camera pair 1-2, 1-3 and 2-3.

Figure 6.6(a), 6.6(b) and 6.6(c) show the performance of our method compared
to RWACN and SDALF. The recognition performance are computed using a training
set and a test set of 35 persons. For all the three camera pairs we outperform the
methods used for comparisons. For camera pair 1-2 (see Fig. 6.6(a)), we achieve a
recognition percentage of 84% for a rank score of 5, while, for the same rank score,
RWACN and SDALF achieve a recognition percentage of 48% and 36% respectively.
Similarly, for camera pair 1-3 (see Fig. 6.6(b)), a recognition percentage of 86% is
achieved for a rank score of 5. The other state-of-the-art methods achieve the same
recognition percentage for a rank score of 19 and 23 respectively. Finally, for camera
pair 2-3 (see Fig. 6.6(c)), we achieve a recognition percentage of more than 50% for a
rank score of 1 thus outperforming both methods used for comparison.

Figure 6.7(a), 6.7(b) and 6.7(c) show the relative performance of the approach as
a function of the size of the training data. The CMC curves have been computed
using all the color, shape and texture features as described in section 6.1.1. Notice
that the maximum rank for each curve is given by the number of persons used for
testing. For all the three curves the performance are not decreasing that much even
if only 50% of the persons in the dataset are used for training and the remaining 50%
of persons for testing. In such case, the worst performances still lead to a recognition
rate higher than 33% for the rank 1 score. The best recognition percentage is achieved
for the camera pair 2-3, where a recognition rate of 52% is achieved. For all the three
camera pairs, the recognition rate strongly improves as the number of persons used
for training increases. When 63 persons out of 70 are used for training a recognition
rate higher than 60% is achieved for rank 1 for all the camera pairs. In particular, a
recognition rate of 81% is reached for rank 1 score for camera pair 1-2.

Figure 6.8(a), 6.8(b) and 6.8(c) show the performance of the method when 56
persons out of 70 have been used to form the training for all the three cameras in
the dataset. We show different CMC curves for the remaining 14 persons when only
some of the proposed features are used for re-identification. For all the three cameras
the combination of all the proposed features achieves the best overall performances.
Despite of that it’s worth noticing some facts. For the first and the third camera
pair, the most discriminative features are the color and the shape features, while for
the second camera pair the color features have weaker performance than texture and
shape features. Considering the combination of all features we achieved about 50%
rank 1 correct matches for the first and second camera pair. For the third camera
pair the performance increase significantly and a 70% rank 1 is achieved. Finally, a
visual comparison of the achieved results among all the three cameras in shown in
Figure 6.9.
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Figure 6.6: Comparison of the proposed algorithm with state-of-the-art methods for
person re-identification on WARD dataset. (a) Recognition performance for cam-
era pair 1-2. (b) Recognition performance for camera pair 1-3. (c) Recognition
performance for camera pair 2-3.

6.1.3 Conclusions

In this work we presented an approach for person re-identification in a non-overlapping
multi-camera scenario. We introduced a method that models not the way features
are transformed across camera, but exploits invariant features and robust distance
metrics to model how the distances between such features are transformed across
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Figure 6.7: Performance on the WARD dataset for varying train and test dataset
sizes. Recognition performance for camera pairs 1-2, 1-3 and 2-3 are shown in (a), (b)
and (c) respectively.

non-overlapping cameras. Towards this objective we extracted feature vectors from
pairs of persons images viewed in different cameras, and we computed the distance
between them to form the DFV. We trained a binary classifier to discriminate between
DFVs and to perform the re-identification. To validate the proposed method we
compared the performance of our approach to state-of-the-art methods using two
publicly available benchmark datasets.
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Figure 6.8: Performance on the WARD dataset using different combination of the
proposed features. Recognition performance for camera pairs 1-2, 1-3 and 2-3 are
shown in (a), (b) and (c) respectively.

6.1.4 What next?

While the three approaches presented so far have high re-identification performance,
they still do not consider the re-identification problem by the camera network view-
point. Indeed, each approach perform the re-identification between camera pairs only.
In the next section we propose to shift this viewpoint and focus on the re-identification
problem in a camera network. Towards this end we’ll introduce a distributed frame-
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Query Image
Camera 1

Re-identific tion 
Camera 2

Re-identific tion 
Camera 3

Figure 6.9: Visual comparison of matches using the proposed method for camera pair
1-2 and 1-3 of the WARD dataset. First column is the probe image. Second and third
columns show the top 10 matches computed from camera 2 and 3 respectively

work that, while presented from the point of view of only one of the proposed methods,
can be easily extended to all other ones.
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6.2 Efficient Person Re-Identification in a Camera
Network

While the person re-identification methods introduced in the previous chapters and
section achieved high performance on the re-identification task, none of them has
considered a wider approach in which the re-identification is extended to the whole
network. This gives rise to very interesting problem, such as the networking and
computational costs involved in the process,etc.. To the best of our knowledge the
only works that have address the challenges of re-identification considering networking
and computational capabilities have been proposed in [94, 141]. In this section we
want to introduce a more general framework which can be used by any re-identification
method. Towards this goal, we first extend the basic matching mechanism introduced
in section 4.5 by introducing a more efficient method that advantages of the proposed
feature accumulation process. Then, we consider such mechanism to introduce the
novel distributed re-identification framework.

6.2.1 Efficient Signature Matching

In the following, as we propose a method to extend the pure signature matching
proposed in section 4.5, we use the same notation as the one in Chapter 4. We
have defined Φ(p, c) as the signature of a person p acquired by camera c computed
by accumulating features from N images. In the section 4.5 a method to match a
probe signature Φ(p, ci) with a gallery signature Φ(g, cj) has been introduced. One
might think of using the proposed method in two different ways: i) wait for all the
available images of person p before computing the probe signature and sending it to
camera cj to ask for a match gallery signature; ii) send a new probe signature every
time a new frame of person p is available. However, neither of these two solutions
is efficient in terms of computational and networking costs. So, in the following we
introduce a novel efficient signature matching technique. The whole process is shown
in Figure 6.10.

Let Φ(p, ci) be the probe signature formed by accumulating multiple features ex-
tracted from the N frames of person p acquired by camera ci. Let also suppose that
we want to re-identify person p in camera cj , and let Gj be the set of all gallery
persons in camera cj . After ci computes the initial signature, this is sent to cam-
era cj that is in charge to match Φ(p, ci) with all the gallery persons g ∈ Gj . This
first round of matches gives rise to the set G∗j ⊆ Gj composed by all signatures
{Φ(g, cj) : g ∈ Gj ∧ [d (Φ(p, ci),Φ(g, cj)) < Thhigh]}.

Then, either a match is detected or not, the camera ci is asked to process more
frames of the same probe person p. In particular, in case a correct match is detected
the probe camera is asked to extract features from P frames, otherwise it is asked
to extract features from W < P frames. This two parameters allow to save more
resources, as a low number of images may be sufficient to re-identify the person if a
valid match has already been detected. Camera ci extracts the features from the new
images and sends only those to camera cj as it has already received the initial probe
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Figure6.10:Eicientsignaturematching.Nframesareacquiredbythecameracito
computetheinitialprobesignature.Thesignatureissenttocameracjthatmatches
theprobesignaturewithallgallerysignatures.IfamatchisdetectedPmoreframes
areprocessedandtheextractedfeaturesaresenttocjthatupdatestheoldsignature
withthenewfeatures,otherwise,W framesareprocessedifnomatchisdetected.The
processrepeatsuntilnomoreimagesforpersonpareavailableorasinglesignature
matcheswiththeoneforpersonp.

signature. Cameracjaccumulatesthenewfeaturesandupdatesthegivenquery
signatureΦ(p,ci).

Then,ifatthepreviousstepa matchhasbeendetected,thequerysignature
iscomparedagainstthepreviously matchedsignaturesonly,thatis,withallthe
gallerypersonsg∈G∗j. Thematchesarecomputedwithallthepersonsg∈Gj
ifG∗jistheemptyset.Inbothcases,asmorefeaturesareusedtocomposethe
probesignature,athresholdvalueThlow<Thhighisusedtogettheinalmatching
setG∗∗j = {Φ(g,cj):d(Φ(p,ci),Φ(g,cj))<Thlow}. Theprocessisrepeateduntil
nomoreimagesareavailabletoupdatetheprobesignatureΦ(p,ci)orthesetG

∗∗
j

consistsofasinglesignature,thatisthere-identiiedpersonsignature.Ifallthe
availableimageshavebeenusedandG∗∗j consistsofmorethanasinglesignature,
thepersonwiththelowestsignaturedistance(seeeq.(4.26))isconsideredasthe
re-identiiedperson.
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6.2.2 Distributed Re-Identification

Having a single central unit processing all the incoming data from sensors is a com-
mon bottleneck for systems that requires real-time performance. Not only that, the
information traveling through the network may be useless for many of the nodes,
while it is of interest for just a few of them. This is particularly true for the person
re-identification problem as the topology of the monitored environment can constrain
the path of persons. Also, in many situation a person cannot move from the FoV
of one camera to the FoV of a different camera without being viewed from another
camera located in the middle of the path. Thus, it is not worth to exchange all
available information/signatures between the two cameras and not send any data to
the camera in the middle. To prevent network overloading with useless information
and, at the same time, to take into account the topology of the network to tackle the
person re-identification problem, we first introduce a camera matching cost hand over
measure, then we propose a derivation of the distance vector algorithm to perform
the re-identification only within a subset of the nodes of the network and to ask for
matches in a priority fashion. The procedure is depicted in Figure 6.11.

Let ci be one camera in C, then the camera matching cost hand-over measure
for ci is denoted as Ωci ∈ N|C|. Let Ωci(cj) be the matching cost from camera ci to
camera cj . Also let Gi = {gi,1gi,2, · · · , gi,K} and Gj = {gj,1gj,2, · · · , gj,L} be the set
of gallery persons with known identities available for cameras ci and cj respectively.
During the off-line training phase, all the gallery signatures available from all cameras
are broadcasted through the network to compute the initial camera matching costs
for all ci, cj in C as

Ωci(cj) =
K

gi,k=1


−1, if Ωci(cj) > 0 ∧ G∗j ̸= ∅
+1, otherwise

(6.1)

where N images are used to compute both the signatures for camera ci and cj , and G∗j
is the set of all matching signatures from cj (in this case, defined as in section 6.2.1).
In the experimental section we show that using such camera matching cost we can
infer the topology of the network thus constraining the re-identification to a subset
of nodes (i.e. cameras).

Let now introduce the distance vector routing algorithm and explain how it can be
used together with the camera matching cost to perform a distributed re-identification.
The distance vector routing algorithm (also known as the distributed Bellman-Ford
routing algorithm or the Ford-Fulkerson algorithm) is derived from the fact that
routes are advertised as vectors of (destination, distance), where the former denotes
the preferred outgoing line, while the latter is the distance to that destination. Each
router is assumed to know the distance to each of its neighbors, and as the network
exchanges data through the network, each router learns routes from its neighboring
routers’ perspectives and then advertises the routes from its own perspective.

The distance vector routing algorithm is used to route the probe signatures and ask
for matches to cameras in the network in a priority fashion as follows. Let Φ(p, ci)
be a probe signature computed from camera ci by accumulating features from N
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imagesofsamepersonp.LetThcost∈Nbeathresholdthatisusedtoselectthe
cameraofthenetworktowhichtheprobesignaturehastobesent,andThcostmax
themaximumcostthatisallowedtopaytomatchtheprobesignaturewithgallery
signaturescomputedbycamerasinthenetwork.
HavingdeinedThcostmax,andinitializedThcost=0andk=0,theiterative

procedureshowninFigure6.11starts. Letckjbethecameratowhichtheprobe
signatureissentbecomputedas

ckj=

ckj : ckj∈


C\{ck−tj }

k−1
t=1


∧ Ωci(c

k
j)<Thcost



1
. (6.2)

Wherethesubscript1,denotesthat,ifthesetisnotempty,theirstelementofit
istaken.Notice,thatifthere’snocamerackjsatisfyingallthegivenconditions,the
algorithmchecksifthemaximumcostisreached.Ifthatisnotthecase,thethreshold
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Thcost is increased and ckj is computed again. On the contrary, if ckj can be computed,
the probe signature is routed to such camera that matches all its gallery signatures
g ∈ Gj . After all the possible matches have been computed, the camera matching
cost between ci and c

k
j is updated as in eq. (6.1).

After updating the matching cost Ωci(c
k
j ), the distance vector updating rule comes

into picture. As a router learns routes from its neighbors, the current probe camera
ci learns the matching cost from the gallery camera ckj . In particular we update
the camera matching cost of camera ci using the information given by the camera
matching cost of camera ckj as

Ωci ∪ Ωckj
= min


Ωci(cl),Ωci(c

k
j ) + Ωcj (cl)


,∀cl ∈ C. (6.3)

Then, process is repeated (k ++) and the probe signature is sent through all the
cameras in the network that satisfy the conditions in eq. (6.2). When the conditions
fail, Thcost is increased and the process starts again. Notice that k is not changing here
as we do not what to send the probe signature to a camera that has already received
it. Once the maximum allowed matching cost is reached,i.e. Thcost > Thcostmax,
the distributed re-identification procedure stops. If no match has been given by any
of the ckj cameras that have received the probe signature, person p is added to the
set of gallery signatures in ci. Otherwise, if one or more matches are given by the
ckj cameras, the person that has the lowest signature distance is considered as the
re-identified person. Finally, if the signature with lowest distance has been computed
by camera ckj == ci, then such matching gallery signature is updated with the probe
signature Φ(p, ci).

While the proposed process is used to save network and computational resources,
the distance vector and the camera matching costs also allow to reach another im-
portant goal. It is a matter of fact that, due to illumination changes, preferred paths,
etc. the re-identification performance between two nodes of the network may change
during the day. Using the distance vector algorithm, each camera of the network gets
updated with the camera matching costs coming from other cameras in the network
each time a re-identification is performed. This allows the network to perform the
re-identification in a robust and adaptive fashion.

6.2.3 Experimental Results

To evaluate the performance of the proposed method we consider two public bench-
mark datasets WARD [92] and DANA36 [111]. Each one covers different aspects and
challenges for the person re-identification problem. A comparison and details of the
used re-identification datasets is given in section 2.2.6. As commonly suggested by
the literature, we report the performance of our method in terms of recognition rate
by the Cumulative Matching Characteristic (CMC) curve.

We report the results of our approach using both a single-shot (i.e. N = 1, P =
0,W = 0) and a multiple-shot (i.e. N > 1, P ≥ 0,W ≥ 0) strategy. In both cases N
images were used to compute the gallery signatures. To compute the CMC curves, the
proposed distance is used to match the gallery signatures with the probe signatures.
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To fairly evaluate our method against state-of-the-art approaches we perform the
whole re-identification procedure 10 times using different sample images. We report
the CMC curves averaged over the 10 trials.

The novel distributed re-identification mechanism has been used to route each
probe signature in turn to the camera ckj as defined in eq. (6.2). The distributed re-
identification mechanism is influenced by the value of Thcostmax that determines how
many cameras should receive the probe signature. For the WARD dataset, as there
are only 3 cameras, we set it so as the probe signature is sent to all other cameras,
while for the DANA36 dataset, that has images from 36 cameras, we provide a method
to automatically select such value by analyzing the matching cost matrix.

Implementation Details

The same parameters as those used in section 4.6 have been used. However, as we’re
using the efficient matching mechanism discussed in section 6.2.1 we need to specify
two additional parameters, that are Thhigh and Thlow. In the following experiments
these have been set to 0.15 and 0.1 respectively.

WARD Dataset

The WARD dataset has 4786 images of 70 different people acquired in a real surveil-
lance scenario by three non-overlapping cameras. This dataset is of particular interest
because it has a huge illumination variation apart from resolution and pose changes.
We conducted the experiments for all the three cameras and report the results for
camera pairs 1-2, 1-3, and 2-3. This is done to make a fair comparison with the meth-
ods for which either the CMC performance on this dataset is reported in literature or
the code is available. Namely the methods are SDALF [13] and DSF [94]. As for other
dataset we report the results computed using both a single-shot and a multiple-shot
strategy.

In Figure 6.12 we show the results of the proposed method on the WARD dataset
and compare them with the ones achieved by SDALF [13] and DSF [94]. For each
camera pair we also show the performance of our approach varying the values of N ,
P and W .

In Figure 6.12(a) results are reported for camera pair 1-2. Using just a single image
to compute both the gallery and the probe signature we achieve similar performance
to the one achieved by SDALF, which uses N = 5 images to compute the gallery
and the probe signature. Then, by increasing the number of initial images used
to compute the signatures to N = 3 we achieve better performance than both the
state-of-the-art methods used for comparisons. By increasing the number of initial
images used to compute the signatures and the number of images used to update the
signatures in case of correct match/no correct match, we outperform all of them. In
particular, using the combination of N = 5, P = 3 and W = 3 we achieve a 80%
correct recognition percentage for rank score of 20. The same recognition percentage
is achieved at rank 51 and at rank 42 by SDALF and DSF respectively.
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Figure 6.12: Results and comparisons on the WARD dataset. In (a), (b) and (c)
results are reported for camera pairs 1-2, 1-3 and 2-3 respectively.

In Figure 6.12(b) results are reported for camera pair 1-3. Similarly to the previous
reported results our method has similar results to SDALF when we use N = 1 images
to compute the signatures. However, in this case, the performance of our approach
are very similar to those of DSF when more images are considered to build the initial
signature and to update them. Considering the loper ranks, from rank 1 to rank 10,
using N = 3 images to build the initial signatures, as done by DSF, we outperform
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it by 11% on average. Then, for higher tanks, the performance are becoming more
similar.

Finally, in Figure 6.12(c) results are reported for camera pair 2-3. In this case
SDALF achieves better performance than us when we’re using N = 1 images to
build the initial signature. But, using the same configuration with N = 3 images
we outperform it. DSF, instead achieves better performance than us using N = 3
images only for ranks higher than 16. For rank 1, in fact, we outperform it achieving a
recognition rate of about 30% while, DSF has only a recognition rate of 18%. Similarly
to the other camera pairs, when the number of images used to compute the initial
signature increases we outperform all the methods used for comparisons.

DANA36 Dataset

The DANA36 dataset consists of 23,641 images, depicting 15 persons and nine vehi-
cles. The dataset was acquired from 36 stationary camera views using a variety of
surveillance cameras with resolutions ranging from standard VGA to three mega-pixel.
27 cameras observed the persons and vehicles in an outdoor environment, while the
remaining 9 observed the same persons indoors. Due to variety of camera locations,
vantage points and resolutions, the dataset provides means to adjust the difficulty of
the re-identification task in a controlled and documented manner.

While this dataset cannot be considered as representative for a real scenario as only
15 persons are observed, it has images coming from 36 cameras, so we used it to show
that, using the proposed camera matching cost, we can reduce the computational and
networking costs needed to perform the re-identification in a camera network. This
is done by first learning the topology of the environment though re-identification.
Towards this objective, we split the dataset as follows. 15 images of 7 out of 15
persons are taken from camera 1 to camera 18, 15 images for the remaining 8 persons
are taken from each of the remaining cameras, namely camera 19 to camera 36. As
no persons are acquired by camera 35, the resulting dataset contains 3,372 images of
15 person acquired by 35 cameras.

The distributed re-identification mechanism is influenced by the maximum allow-
able matching cost Thcostmax that controls which cameras in the network have to
match a probe signature. Here we show that the optimal value of this parameter can
be found by analyzing the matching cost matrix. Let consider Figure 6.13, in which
we show the initial matching cost matrix computed by broadcasting all the gallery
signatures to all the cameras in the network and the corresponding distribution of
matching costs. In particular, such distribution of matching costs can be used to
compute the optimal threshold Thcostmax. We propose to perform such operation by
applying the histogram entropy-based thresholding method proposed in [74]. This
allows to automatically determine Thcostmax, hence, the cameras to which the probe
signatures have to be sent. In the reported case, we found that Thcostmax = 5. Such
value is used in the following to present the re-identification results.

Having computed the maximum threshold Thcostmax = 5 we can evaluate the
performance of the method using the distributed approach and compare them with
the case Thcostmax is not used, i.e. all the cameras in the network are asked to match
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Figure 6.13: In (a) the initial matching cost matrix computed by broadcasting all the
gallery signatures to all the cameras in the network is shown. In the color coded plot,
red values mean high cost, while blue values mean low cost. In (b) the distribution of
the matching cost values is plot and two Gaussian probability density functions have
been fit.

any probe signature. In both cases multiple cameras are asked to match the probe
signatures, so, in the following we report the results in terms of CMC curves averaged
over all such cameras.

In Figure 6.14 we show the effects of the efficient signature matching approach
for two probe cameras, namely camera 1 and camera 19. Here the curves labeled as
’Proposed’ are the ones computed using the distributed approach, whereas the curves
labeled as ’Network’ are the ones computed by matching the probe signatures with
all the cameras in the network. Let first consider Figure 6.14(a) where the results are
reported for camera 1. As for the results reported for the WARD dataset, by using
the efficient matching mechanism together with the proposed distributed approach,
we achieve good performance and we have a 100% of correct recognition within rank
7. In particular, using the combination of N = 5, P = 3 and W = 3 images to match
the probe signatures, we achieve a 33% correct recognition percentage for rank 1. On
the other hand, if the probe signatures are sent to all the cameras in the network, the
results significantly decrease and, considering the same combination of N = 5, P = 3
and W = 3 only a correct recognition of 2% is achieved for the same rank 1. Not only
that, the 100% of correct recognition is reached at rank 13.

The same situation occurs in Figure 6.14(b) where the CMC curves are computed
for camera 19. Using the distributed approach and the efficient matching we achieve
a 42% of correct recognition at rank 1 using N = 5, P = 3 and W = 3. For all the
configurations, the 100% of correct recognition is achieved at rank 8. If the proposed
distributed approach is not exploited, using the same combination of N = 5, P = 3
and W = 3 only a correct recognition of 3% is achieved at rank 1 and the 100% of
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Figure 6.14: CMC curves computed by applying the proposed distributed matching
and by searching for a correct match through all the cameras in the network. In (a)
the CMC curve is computed with respect to camera 1. In (b) the CMC curve is
computed with respect to camera 19.

correct recognition is reached at rank 12.
As shown, if we use the distributed approach not all the cameras of the network

are required to match the probe signatures. In fact, using the distributed approach,
in the first case (see Figure 6.14(a)) the probe signatures are matched with only 7
gallery signatures (i.e. the 7 persons that have been captured by cameras 1 to 18),
whereas in the second case (see Figure 6.14(b)) the probe signatures are matched
with only 8 gallery signatures (i.e. the 8 persons that are present in cameras 19 to
36). That is the reason why a 100% of correct recognition is achieved with rank
7 and rank 8 for the two reported cases respectively. So, the proposed distributed
approach not only decreases the network bandwidth requirements but it also increases
the re-identification performance.

Computational costs

In the previous analysis we evaluated the proposed method and reported the re-
sults in terms of performance (i.e. using the CMC values). Apart from the good
re-identification performance in that sense, the distributed mechanism brings advan-
tages in terms of computational costs.

In Table 6.1 we report the results of the proposed method when the distributed
matching mechanism is used and when it’s not. The results are for camera 1. As
shown, at the current state, the proposed methods cannot be deployed on embedded
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Table 6.1: Computational times for the proposed method where the distributed
matching technique is used (first 6 rows) and when it is not used (last 6 rows).
Results are reported for camera 1.
Configuration Feature

Extraction
Time (s)

Match
Searching
Time (s)

Overall
Re-Identification

Time (s)

N=1, P=1, W=0 - Proposed 42.45 37.15 84.15
N=1, P=0, W=1 - Proposed 43.32 31.18 76.15
N=3, P=1, W=0 - Proposed 85.09 38.94 126.01
N=3, P=0, W=1 - Proposed 83.95 35.55 124.73
N=3, P=3, W=3 - Proposed 132.24 42.39 177.32
N=5, P=3, W=3 - Proposed 184.87 39.04 225.07

N=1, P=1, W=0 - Network 42.41 98.12 144.51
N=1, P=0, W=1 - Network 44.21 91.42 136.74
N=3, P=1, W=0 - Network 86.45 118.34 206.18
N=3, P=0, W=1 - Network 84.32 125.35 211.45
N=3, P=3, W=3 - Network 139.44 135.90 270.27
N=5, P=3, W=3 - Network 182.24 127.41 314.66

smart cameras. However using the proposed technique the times get strongly reduced.
Indeed, using the distributed approach to match an individual takes three times less
the time needed to match an individual across the whole network by searching for a
match with all the deployed sensors.

6.2.4 Conclusion

In this section we have introduced a general framework for distributed re-identification
methods. Towards this goal, we have first extended the basic matching mechanism
introduced in section 4.5 by introducing a more efficient method that advantages of the
proposed feature accumulation process. Then, we have considered such mechanism
to introduce the novel distributed re-identification framework. To achieved such goal
we have introduced a camera matching cost measure and a derivation of the Distance
Vector routing algorithm to send a probe signature only to a subset of the cameras in
the network. Results on two benchmark dataset showed the efficiency of the proposed
method. Not only that, it has been shown to be able to automatically select the
cameras to which send the query signature by analyzing the distribution of the camera
matching costs.
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In this thesis, we have addressed two main related problems: the problem of visualiz-
ing the proper information to surveillance operators, and the person re-identification
problem.

Presenting the useful information to the human operators is a challenging task as
images from many different cameras should be displayed at the same time. This is
a well established problem, as it’s known that, these systems require a prohibitive
amount of human resources and the operator’s attention quickly decreases through
time. To tackle these issues we have applied our knowledge in the field of computer
vision and Human-Computer Interaction to propose an advanced VSS that supports
the surveillance operators tasks. In particular we focused on the task of tracking
persons that are moving within the monitored environment.

In the proposed VSS, we have assumed that persons moving across cameras can
be re-identified so as the tracking task can be performed. However, this is a challeng-
ing and open problem, known as the person re-identification problem. So, we also
proposed three different approaches to attack the re-identification problem between
camera pairs. Namely, we have considered a discriminative signature based method,
a feature transformation based method and an error transformation based method.
While being effective to re-identify targets between camera pairs, the proposed meth-
ods require high computational resources that has to be shared to achieve the final
objective. So, this makes the process of extending the re-identification problem to
the whole network intractable if a centralized approach is adopted. To address this
issues we have introduced a novel framework that can be used by any of the proposed
method to perform the re-identification in a camera network in a fully distributed
fashion.

The following were the main contributions of the thesis.

Advanced Human Interface for a VSS

In Chapter 3 we have introduced an effective and powerful information visualization
technique. The idea was to properly visualize only the most important cameras
and information contents to simplify the operators’ tasks. The main novelty was the
dynamic organization, activation and switching of the UI elements based on the output
of video analytics algorithms. Rather than displaying all available camera views, only
most probable streams, i.e. those that will be involved with the objects motion, are
presented. The results showed that the proposed information visualization technique
achieves high usability results and supports the operators during their surveillance
tasks.
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Re-Identification by Discriminative Signature Matching

In Chapter 4 we have introduced a method to tackle the re-identification challenges by
means of discriminative signature matching approach. Each sensor in the network ex-
ploited camera specific learned models of persons to detect pedestrians and to extract
both the whole body silhouette and the different body parts. Then, local and global
appearance features have been extracted from the silhouette and accumulated over
multiple images of the same person forming a highly discriminating signature that
was finally matched with gallery signatures to perform the re-identification. Compar-
isons with state-of-the-art approaches have shown that the proposed method achieves
similar or superior performance to those.

Re-Identification by Classification of Warp Feature Transformation

In Chapter 5 we have built upon the results of the previous approach. In particular
we have focused on the significant loss of performance when strong illumination and
color changes occur between different cameras. Inspired by this we aimed to under-
stand how features get transformed across cameras. Differently from state-of-the-art
methods, we haven’t learned a transformation function to project the features from
one camera to the feature space of the other camera, but we have understood the
space of feature transformation functions, termed as the feature warp function space
(WFS) and re-identify targets by learning and classification in this function space of
nonlinear warps between features. We have shown that our approach is robust with
respect to severe illumination and pose variations by evaluating the performance on
five datasets. Comparisons with existing state-of-the-art methods have shown that
the proposed approach outperform them.

New Directions

In Chapter 6 we have introduced two novel directions of research.

In the Re-identification by Classification of Feature Dissimilarities section we have
extended the idea proposed in the Chapter 5. The core novelty of the work was a
method that aims to model not the way features are transformed across camera,
but to advantage of invariant features and proper distance metrics to model how
the distances between such features are transformed across cameras. To achieve this
goal we have extracted the feature vectors from a pair of targets viewed in different
cameras, then we have computed the distance between such features and used the
distances to form the distance feature vector (DFV). Using the positive and negative
DFVs we re-identified persons in a supervised classification framework. Comparisons
of our approach have been presented using two publicly available benchmark datasets.
Those showed that our method, while being simple, it met and outperformed state-
of-the-art methods.

In the Distributed Re-Identification section we have introduced a novel distributed
re-identification framework to extend the single camera-camera re-identification ap-
proaches previously proposed. While the proposed person re-identification methods
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have achieved high performance on the re-identification task, none of them has consid-
ered a wider approach in which the re-identification is extended to the whole network.
To address the camera network challenges, by preventing network overloading with
useless information and, at the same time, to take into account the topology of the
network and tackle the person re-identification problem, we have introduced a camera
matching cost hand over measure, then we have proposed a derivation of the distance
vector algorithm to perform the re-identification only within a subset of the nodes
of the network. Results on benchmark datasets have shown that using the proposed
method we could save network and computational resources.

Future Work

Being able to follow and object through all the cameras in the network by achieving
a perfect re-identification is a very interesting and challenging task that is far from
being solved. However, the approaches proposed in this thesis to address the re-
identification challenges can also be extended to other tasks as shown in [98] and [95].
So, our work opens up to a very wide range of applications in numerous other areas.
Among of them we’ll outline two directions which can lead to future work, one dealing
with the transformation of features, the other with its applications.

Feature Transformation

Having features invariant to pose, illumination changes, viewpoint variations, rota-
tions,etc. is the holy grail of computer vision as it can lead to the solution of an
enormous variety of problems like recognition, tracking, etc.. Despite the huge effort
put by the community, such kind of features have not been discovered yet. But, we
introduced two approaches that may help in this process as understanding the trans-
formation of features or the error between those can have a strong impact in this
direction. In fact, by understanding the transformation between features we may also
try to find a way to make this transformation the identity of the feature space in the
sense that the features do not get transformed between cameras.

Similarly, the study on the transformation of the distance between features may
be used to find a distance such that it is not affected by the transformation that
undergoes between features across two cameras. That is, the distance between a
feature and the transformed feature is zero.

Applications

The concept and the ideas that have been discussed in this thesis can be used and
applied in many different fields. For instance, the process of extracting local and
global features that can bs used to represent a person, can also be used to represent
other kind of objects as done in [98] and in [95]. Those are just two examples of such
applications, but we can also think about other application fields, like face recognition,
etc..
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