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Abstract

This thesis deals with modeling, Real-Time simulation and model-based control

strategies for flexible-link mechanisms. The dynamic model under consideration

is based on Finite Element Method (FEM) and Equivalent Rigid Link System

(ERLS). Such model is used for the simulation and for the design of closed-loop

controls systems for a single-link mechanism, a four-bar linkage and a five-link

mechanism. The resulting nonlinear model is used to perform both off-line and

Hardware-In-the-Loop (HIL) simulations.

A whole chapter of this work is devoted to the development and experi-

mental validation of a HIL testbed of a single-link planar mechanism with high

flexibility and affected by gravity. The experimental validation of the proposed

HIL simulator is performed by comparing the response of the real and of the

simulated system using the same real-time controller. The comparison shows a

good agreement of results.

Moreover two MPC (Model Predictive Control) strategies are investigated as

an effective strategy to control both the position and the vibration in flexible-

link manipulators. The investigation involves the single-link mechanism, the

4-bar linkage and the five-link manipulator. For the latter, also the ability to

track a prescribed trajectory for the end-effector in investigated. Again, for

the five-link mechanism, the effect of the choice of different primitives for the

trajectory planning algorithm is evaluated trough simulations, as well as the

optimal choice for control’s tuning parameters. Robustness of the proposed

control system is investigated trough several numerical experiments.

In the last part of this work experimental results are proposed to show the
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superior capabilities of MPC to perform high-speed movements with limited

vibration trough the comparison with traditional control strategies.
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Sommario

In questa tesi vengono affrontate diverse problematiche relatice alla modelliz-

zazione, alla simulzione in tempo reale a al controllo di meccanismi articolati a

membri flessibili. La formulazione del modello dinamico utilizzato in questo la-

voro è basata sulle tecniche ad elementi finiti (FEM) e sul concetto di Equivalent

Rigid Link System (ERLS). Tale modello viene sfruttato oer la sumulazione e lo

sviluppo di controlli in catena chiusa per tre tipologie di meccanismi: il singolo

link, il quadrilatero ed il pentalatero articolato. I risultati presenti riguardano

sia simulazioni off-line che simulazioni ottenute secondo l’approccio Hardware-

In-the-Loop (HIL).

Un intero capitolo è infatti dedicato allo sviluppo ed alla validazione sper-

imentale di un banco di prova HIL per un meccanismo planare a singolo link,

sottoposto agli effetti della gravità. La validazione sperimentale viene effettuata

comparando la risposta del sistema simulato e del sistema reale ottenute sfrut-

tando il medesimo dispositivo hardware di controllo. Tali risultati sperimentali

confermano la validità dell’approccio Hardware-In-the-Loop e l’accuratezza del

banco di prova sviluppato.

La seconda parte di questo lavoro è dedicata allo sviluppo di tecniche di

controllo predittivo per meccanismi a membri flessibili. In particolare, vengono

analizzate due architetture MPC (Model Predictive Control) per il controllo si-

multaneo di posizione e vibrazione di meccanismi flessibili. Tale analisi viene ef-

fettuata utilizzando i meccanismi a singolo link, il quadrilatero ed il pentalatero

articolato. Nel caso dell’ultimo meccanismo viene inoltre verificata la possibilità

di utilizzare il controllo MPC per l’inseguimento di traiettorie dell’end-effector.
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I criteri per la scelta dell’algoritmo di pianificazione della traiettoria dell’end-

effector e dei parametri di tuning del sistema di controllo MPC vengono in-

vestigati a partire da risultati ottenuti in simulazione. Risultati sperimentali

vengono riportati nella parte finale di questo lavoro, confermando la superiorità

in termini di accuratezza del moto e riduzione delle vibrazioni ottenibili tramite

l’utilizzo di tecniche di controllo predittivo, rispetto a quanto ottenibile tramite

tecniche di controllo classiche.
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1
Introduction

The use of robots has become a necessity in almost all industrial fields. Robots

are used for a variety of tasks like assembling circuit boards, installing the

circuit boards onto the chassis of electronics, inspection, testing, pick and place,

welding, soldering, spray painting and many others. The reasons for their use

is the need of performing operations with high speed and precision, producing

therefore higher volumes of goods with lower costs.

High speed operation is a reoccurring target in the design and in the op-

eration of robotic manipulator, for clear economic reasons. Also maximizing

the ration between the weight of the payload and of the whole manipulator is

a common objective of the robot design. Last but not least, lower power con-

sumption is also a profitable target for industries, also if it can be thought that

reduced power consumption is often used just as an efficient marketing strategy.

It can be reasonably evaluated that the electrical power used by robots in most

industrial environments represents just a barely noticeable fraction of the power

dissipated by all the production chain, if the environmental costs of obtaining

and moving the raw materials used for the production are taken into account.

However this considerations should not discourage roboticists who focus on the

reduction of power consumption.

Given the impossibility of performing high-speed motion without large ac-

tuators and bulky manipulators, as in the traditional approach of most robot

producers, a common trend of robot design is to develop lightweight robots also

for industrial operations, not only for weight critical tasks, such as outer space

explorations. Lightweight robots usually present high flexibility in their links,

for obvious reasons. Such flexibility, if neglected or poorly controlled, can lead

1
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CHAPTER 1. INTRODUCTION

to major worsening in the accuracy of positioning and motion, to high mechan-

ical stresses, and also to instability. Therefore, special techniques must be used

to achieve safer and more precise operation.

During the last 30 years, a large effort has been made by both the academic

and the industrial worlds to offer solutions to the aforementioned problems.

Several approaches have been explored, focusing on the main tasks of:

• dynamical modelling

• control

• trajectory planning

Dynamical modelling refers to all the techniques used to obtain a mathe-

matical description of the dynamics of a given physical object. Such goal can

be originated from physical considerations, such as Newton’s laws, or Euler-

Lagrange equations, or from numerical analysis, as sported by the approach

based on numerical estimation. The importance of the investigation of dynam-

ical models goes beyond the use of its results for mere practical reasons: to the

author’s opinion, it represents one, albeit small, step to be taken along the path

that leads to a deeper knowledge of the nature.

The problem of finding accurate and profitable dynamic models for elastic

manipulators is certainly the most important aspect of FLM studies. Much has

been done in the last decades, so that literally hundreds of different possibilities

have been investigated. Again a very large number of control techniques have

been tested as an effective way of moving with accuracy and speed lightweight

robots. This of course does not mean that there is no more chances of bring-

ing significant advances in this field. Moreover, the development of accurate

dynamic models is strictly related to the problem of control, since most of the

really effective control strategies for this class of mechanisms are actually model-

based, meaning that the design of the control system is based on the dynamics

of the plant to be controlled. Moreover, the development of control strategies

cannot abstract from the use of numerical simulations, which are the first use

of dynamic models.

For the same reason, the development of dynamic models is often merged

with various aspects of software development, since the target of modelling

in robotics if often to produce a working simulator, hopefully with real-time

capability. Real-time execution of mechanisms simulators is a topic that is

2
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CHAPTER 1. INTRODUCTION

constantly gaining interest, in the wake of the over increasing of computational

power sported by PC manufacturers.

A HIL simulator is a valuable tool to give an evaluation of the performance

of the control unit under investigation, in particular it can be used to test its

real-time capability. Many modern control techniques, such the very popular

Model Predictive Control, are very demanding in term of computational power,

so their Real-Time implementation can be very critical when high bandwidth

and highly complex processes are involved. The proposed device can be used also

to perform an in-depth analysis of the robustness of the control system under

test. In many application, especially when model-based control is concerned, it

is necessary to evaluate how the control unit would behave in the presence of

mismatches between the modeled and the real plant. These test can be easily

implemented with the aid of a Hardware-In-the-Loop simulator of the plant,

simply by adding some parametric mismatches, nonlinearities, noise, etc. to

the simulation model. Among the advantages of the use of HIL simulators,

lower implementation costs must be mentioned. Generally, and also in the case

under consideration here, the cost of the hardware needed to set-up a simulator

like the proposed one is one fraction of the cost of building a real prototype.

Moreover, it should be noticed that a careful design of an HIL test-bench allows

to perform a seamless transition from the HIL to the traditional experimental

setup, in the case that the HIL simulator has the very same physical connection

to the control unit.

Also the trajectory planning strategies are covered by a large interest, again

as testified by a long list of papers and books on the topic. Moreover, the

problem of trajectory planning and the problem of control are very strictly

related. Often the approaches used by researchers on trajectory (or in general,

motion) planning make extensive use of results coming from control literature.

Looking form a further perspective, both of these two problems can be enclosed

in the framework of optimization. Therefore, any advance in one of the two

direction is of possible use for the other topic.

This dissertation focuses mainly on dynamical modelling and on closed-loop

control of flexible link mechanisms. The problem of trajectory tracking is barely

touched in the last chapter.

All the designs and simulation presented here originate form an highly ac-

curate nonlinear dynamic model of planar FLM with an arbitrary number of

links. The development of such model is based on the principle of virtual works

and on finite-element discretization using Euler-Bernoulli beams. The original

3
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1.1. FLM DYNAMICS CHAPTER 1. INTRODUCTION

development of this model belongs to Giovagnoni, and has been published for

the first time in [1].

1.1 Dynamics of flexible-link manipulators

Dynamics of flexible-link mechanism is a topic that has received a wide interests

in robotics literature. One of the seminal works on dynamics of this class of

mechanisms has been developed by Book, and dates back to 1974 [2]. A brief

analysis on the state of the art on modelling of FLM is conducted here, a more

complete overview can be found in the review paper [3].

It should be pointed out that robotic systems with flexible link are systems

with an infinite number of degrees of freedom, therefore the computation of their

dynamics requires to adopt some discretization strategies to bring the dynamic

computation to a finite number of DOFs. This is not true if only flexibility at

the joints is present, since this kind of effect can be efficiently represented with

discrete and concentrated flexible elements, such as springs.

A popular choice is to use the assumed mode formulation, in which the link

flexibility is represented by a truncated finite modal series. The main drawback

of this method is the difficulty of finding modes for link with non-regular cross

section and multi-link manipulators [4].

Another popular approach involves Finite Element Method (FEM), in which

the infinite dimension problem is discretized by using some FEM models, the

most popular being Euler-Bernoulli beam elements. The use of Timoshenko

beams is less frequent, since it allows to perform a better description of the

dynamics of FLM only for short links.

In the following some of the most important works are reported, making a

distinction between single, and multi-link manipulators.

Single-link manipulators

The assumed method mode uses a truncated finite modal series in terms of spa-

tial mode eigen functions and time-varying mode amplitudes to represent links

deformation. A large number of works on the topics has been done, since there

are several ways to chose link boundary conditions and mode eigenfunction.

AMM together with Lagrangian dynamics is very popular. Some notable works

on the topics are [5], [6], [7], [8], [9], [10].

AMM has been used together with other formulation, such as Newton-Euler

formulation in [11], or Hamilton’s principle in [12].

4
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CHAPTER 1. INTRODUCTION 1.1. FLM DYNAMICS

The works reported so far, as well as the vast majority of papers on FLM

dynamics, refer only to manipulators with revolute joints. Among the few works

including prismatic joints, [13], [14] and [15] should be cited.

The use of FEM discretization has gained popularity in the 90’s, as testified

by the notable works by Nagarayan and Turcic [16, 17] and Bricout [18]. An

Equivalent Rigid Links System (ERLS) has been developed by Chang and Gan-

non [19]. ERLS formulation has been used also in [20, 1], i.e. the formulation

used for the simulation and control design in this dissertation. As it will be ex-

plained in greater details in chapter 2, the formulation by Giovagnoni is based

on the virtual work principle. Lagrangian dynamics with FEM discretization

is a quite popular approach, as testified by some works such as [21],[22], [23],

[24]. All the papers cited so far deals with planar mechanisms. Analysis of 3D

mechanisms appears to be less popular: among the few works available on the

subject, [25] deals with a single-link mechanism, while [26] deals with a spatial

robot with a flexible prismatic link.

Another frequently adopted strategy for the modeling of FLM is the lumped

parameter model. This approach tries to describe the dynamics of FLM using

concentrated elements of mass and elasticity, often substituting a continuous

flexible elements with a set of rigid elements kept together by flexible elements.

Some notable works in this field are [27], [28], [29].

Multi-link manipulators

Describing the dynamics of a flexible two-link manipulator is not a simple task,

since basic models are usually not sufficiently accurate. This happens because,

as shown by Milford and Ashokanathan [30], the eigenfrequencies of a two-

link FLM can vary up to 30 % as the manipulators sweeps across its range

of motion. Thus a large number of different approaches have been proposed.

Among them, [31] and [32] uses a Lagrangian based finite dimension model

with assumed mode method. Morris and Madani in [33], [34] and [35] develop

the equation of motion for a two-link manipulator using the Lagrange-Euler

formulation and assumed method mode. On the other hand Lee showed in

[36] that conventional Lagrangian modeling of FLM is not very accurate for

links with rotation, and therefore he proposed a new approach to solve this

problem. Newton-Euler formulation together with finite element method has

been investigated by Rosado in [37] and [38].

Cannon and Schimtz also showed in [5] that multi-link manipulators cannot

5
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1.2. CONTROL OF FLM CHAPTER 1. INTRODUCTION

be described by a linearized model when dealing with large displacement, since

the influence of nonlinearities change significantly with the robot configuration.

For this class of mechanism a popular approach is based on Lagrangian dynam-

ics, as testified, among others, by the works [39, 2] by Book, [40] by Siciliano,

[41] by Chedmail et. al., [42] by Arteaga. Moreover, Asada et. al. proposed

in [43] an approach based on assumed mode model for a n-link robot using a

special moving coordinate systems called virtual rigid link coordinates.

FEM is used by Bayo in [6] considering Timoshenko beams including nonlin-

ear Coriolis and Centrifugal effects for the elastic behavior. The same nonlinear

terms are also included in the model by Giovagnoni [1], which has the benefit

of considering the fully coupled dynamics of both rigid and flexible motion of

a planar FLM with an arbitrary number of revolute joints. The same model

can also include rigid elements. Such modeling is based on virtual work prin-

ciple, FEM with Euler-Bernoulli beams, and ERLS principle. This model has

been recently extended to 3D mechanisms in the work by Vidoni et. al. [44].

Such investigation deals with a 3 links flexible robot, and the proposed model is

compared with the results from ADAMS software. Other works on mechanisms

moving in a 3D environment are [45] by Beres and Sasiadek and [46] by Beres et

al. Here Lagrangian finite elements approach and Denavit-Hartemberg method

is used. Among the others, [47] should be cited as one of the few (if not only)

paper focusing on modeling of five-bar linkages.

1.2 Control strategies for flexible-link manipu-
lators

The literature on control of flexible-link mechanism is very extended. Almost

any kind of control strategy has been tested in simulation and experimentally

on flexible manipulators. Among the many possible variations, PID, optimal

control, adaptive control, feedforward control, nonlinear control and in general

model-based control systems have been used. Model-based control is the most

popular approach, the necessity of this choice is motivated in [46]. Here only

a brief analysis of the state of the art of FLM mechanisms is given, since a

complete analysis would could be worth of thesis itself. Extensive reviews on

the topic can be found in [3] and [48] by Benosmand and Vey.

Both feedforward and feedback strategies have been studied. The first have

the advantage of not needing sensors for direct measurement of plant behavior,
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but in general they lack the robustness of some feedback controllers. Moreover

the design of a feedforward inverse filter is made difficult by the fact that the

inverse transfer function of a non-minimum phase system is unstable. This

problem can be overcome by designing a stable controller which approximate

the inverse transfer function of the plant [49]. Feedback controller can instead,

using sensor and more or less sophisticate estimators, track the control of the

plant even in the presence of disturbances or unmodeled dynamics. The most

common tasks are:

• end-effector regulation

• point-to-point motion

• joint trajectory tracking

• end-effector trajectory tracking

The last topic appears to be the most difficult one, since the nonminimum

phase character of FLMs. Other control schemes applied to flexible robots in-

clude PID (and its numerous variations), computed torque control, active damp-

ing control, adaptive control, neural network based control, lead-lag control,

sliding mode control, stable inversion in the frequency domain, stable inversion

in the time domain, algebraic control, optimal and robust control, input shaping

control and boundary control.

Single link manipulators

The most frequently adopted testbench for control system for FLMs is the single-

link mechanisms. This is due to the fact that dynamic modelling is less critical,

and also to the fact that this kind of mechanisms is easier to build. Computed

torque is used by Looke et al. [50], Kwon and Book [51]. Adaptive control is

also quite popular, as testified by the works of Menq and Chen [52], Feliu et al.

[53, 54], Yang et al. [55, 56].

Some papers, such as Rattan and Feliu [57] and Karray [58] deals with robust

control. This class of controllers can be used efficiently with FLMs since they

provide a way to overcome the effects of a less than perfect dynamic model, as it

sometimes happens in optimal control. Anyway, optimal control has also been

deeply studied, since it can be easily adopted for MIMO systems. Some example

includes Pal et al. [59] and Lee [25, 60]. Another approach. which has been

developed for the position control of flexible mechanisms, takes advantage of
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input shaping techniques. The key idea is to feed the mechanisms with inputs

(forces and/or torques) with a particular shape and with precise timing, in

order to avoid the excitation of system resonance. The idea is originated from

the posicast control developed back in 1957 by Smith [61]. Input shaping is

used by Singhose et al. in [62, 63], by Liu et al. in [64], by Rhim and Book in

[65], just to report some examples. It should be pointed out that input shaping

techniques, besides being a very elegant solution, often lack in robustness to

modeling errors.

An emerging approach to the solution of vibration problems is the use of of

smart materials. In particular, piezoelectric actuator can be used together with

traditional electric motors to improve vibration damping. This topic is dealt

with in [66, 67] by Choi et al. with robust control. The motor controls the rigid

motion, while the piezoceramic actuators provide a proper vibration damping.

A similar approach is also investigated by Ge et al. in [68]

Multi-link manipulators

As for single-link manipulators, two-link robots have been often used as test-

benches for the development of control strategies for FLMs. Some solutions are

briefly described in this section. Computed torque control is considered in [69]

by Bayo, in [70] by Cheong et al., and in [71]. An application of sliding control

is reported in [72, 73] by Zhang et al., while the simpler approach of PD control

is favored by Yigit in [74]. Many other approaches can be found in literature,

but tracking all of them is beyond the purpose of this short literature review.

Concerning manipulators with more than two links, the application of non-

linear feedback PID feedforward and Lyapunov stabilization to a six dof flexible

manipulator in [75] should be cited. A five bar manipulator with only one flex-

ible link is controlled by a LQR regulator plus an input shaping approach in

[76] by Boyer et al. A five bar linkage with all the moving links with flexibility

is treated using PID control by Gallina et al. in [77]. Sliding mode control

based on pole assignment is developed by Utkin in [78]. Neural network control

can also be effective with FLMs, as shown in [79] by Isogai et al. Also model-

free control can be a good choice for flexible multi-link manipulators, and this

topic is dealt with in [80, 81, 68, 82]. Adaptive control is applied to a four-bar

linkage by Trevisani in [83, 84]. Optimal control is used in [25], in [35] and in

[85], just to cite some significant works. Of particular interest is also robust

control, which can be a very effective solution to the design of control system
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and state observer for FLM. The ability to take into account the modeling error

has proven to work quite well with flexible manipulators, as testified by papers

such as [86, 87, 88, 89].

1.2.1 MPC control for FLM

Model Predictive Control (MPC) refers to a family of control algorithms that

compute an optimal control sequence based on the knowledge of the plant and

on the feedback information. The dynamic system, together with a set of con-

straints, is used as the basis of an optimization problem.

MPC is gaining a wider diffusion in different industrial applications, an in-

teresting report about this specific matter can be found in [90]. This kind of

control has been first employed in large chemical factories, but in recent years

has experienced a wider diffusion to other industrial fields. For examples Chen

[91] has recently proposed the use of MPC control in a ball mill grinding pro-

cess, while Perez [92] deals with control of a rudder roll stabilization control for

ships. Other interesting results on MPC control of high-bandwidth systems are

[93], [94] and [95].

The availability of more powerful embedded platforms in the last years has

encouraged the development of embedded MPC control systems suitable to fast-

dynamic plants. For example Hassapis [96] has developed a multicore PC-based

embedded MPC control, while FPGA has been chosen by Ling [97] and He [98].

The literature on MPC as an effective vibration reduction strategy in flexible

systems is very limited, and one of the aim of this thesis and of the research

that led to it is to fill the gaps in literature.

In the paper [99], MPC is used to control position and vibrations in a single-

link flexible link without gravity. The mechanisms sports both an electric actu-

ator which moves the hub, both a piezoelectric actuator to improve the damping

of the closed-loop system. FEM discretization and assumed mode method are

used to derive a linear state-space model with which dynamics prediction is

performed. Good performance is shown to be achievable trough experimental

results.

Another paper that should be cited is [100] by Zmeu et al. Again, a single-

link manipulator not affected by gravity is considered. In this paper a MPC

controller is used to control vibrations in a flexible rotating beam through elec-

tric motor and piezo-ceramic actuators. Two independent unconstrained con-

trollers are used to control the angular hub position and the tip of the beam.
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Plant dynamic model is developed using artificial neural networks (ANN). Both

numerical and experimental results are reported.

In a very recent paper, [101] Bossi et al. conducted an experimental analysis

on a single-link FLM not affected by gravity. A linear model is used, and its

parameters are obtained trough an off-line procedure. Results are compared

with a LQR, and the superior performance of MPC for tracking a step of hub

angular position is shown.

The last paper worth of notice is, to the author’s best knowledge, [102] by

Fan and De Silva. In this paper the dynamic model is nonlinear and based on

Euler-Lagrange equations of motion, however the model prediction is performed

on a locally linearized model. System identification for unknown payload is

introduced as well using a prediction-error method (PEM). Results are provided

trough a two-link manipulator unaffected by gravity. Constraints are handled

only on control action, by means of saturation functions.

The Author, together with Gasparetto and Zanotto, has developed further

works on the predictive control of flexible-links mechanisms. The first example

is paper [103], in which the constrained predictive control of a single-link mecha-

nisms affected by gravity is investigated. The dynamic model used for simulation

is nonlinear, and the controller design is based on a linearized model. Simulation

results provide the evidence that this kind of controller easily outperforms clas-

sical controllers such as PID with gravity compensation. An evaluation of the

accuracy of the linearized model is provided as well. An experimental validation

is provided in [104], where a prototype of a single-link mechanism with gravity

is controlled by a real-time MPC. It is shown there that MPC can provide bet-

ter vibration damping and wider motion excursion than a LQG controller with

integral action based on the same dynamic model. MPC is used here together

with a Kalman state observer that does not require for elastic displacement to

be measured. The only measured value available to the state observer is the

angular position of the link.

Concerning other mechanisms, the control of a four-bar linkage is addressed

in [105] and in [106]. Here a four-link mechanisms with three flexible link is

controlled by a constrained predictive controller. Also a robustness analysis

of the controller to parametric mismatches is present in paper [105], together

with an evaluation of the accuracy of both the linearized model and the state

observer. Some simulation results are also used to show the effect of changing

the tuning parameters. Paper [107] gives more insight in the development of

the aforementioned state observer. Joint control and end-effector trajectory
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tracking for a five-bar flexible linkage is the topic of papers [108] and [109]. The

first work presents a deep investigation of the use of MPC control for tracking

a desired performance for multi-actuated flexible linkages. An analysis of the

robustness to modeling error is conducted, together with a study of the effects

of the length of the prediction and control horizons on the accuracy of end

effector position tracking. The effects of choosing different trajectories planning

algorithms are analyzed, in order to find the one that maximizes the position

accuracy. A similar approach is exploited in [109], but here a closed trajectory

in the operative space is taken as a test case.

Some other works by the Author deal with the development of HIL simulators

of flexible-links mechanisms, such as [110] and [111]. The proposal is to use

the HIL real-time simulation as an effective testbench for the development and

the tuning of control systems. The simulator takes advantage of a software

implementation of a highly accurate nonlinear dynamic model of a single link

FLM, which allow to reach not only real-time, but also faster-than real-time

operation.

1.3 Contribution

This thesis builds upon and adds to the general body of knowledge surrounding

flexible-link mechanisms, focusing on dynamic modelling and control of this

class of mechanisms. Specifically, this thesis contributes to the following:

• provides a simulation framework for the development of numerical tests

of closed-loop control systems for planar multi-link FLM

• provides an experimental framework, in the form of an Hardware-In-the-

Loop simulator for a single-link flexible mechanism. This testbench has

been validated experimentally and used with profit for the development

of Real-Time control systems

• provides an extensive investigation of the performance that can be ob-

tained by the use of Model Predictive Control strategy for the simultane-

ous position and vibration control of flexible-link mechanisms. The impact

on closed-loop dynamics of control tuning parameters and of trajectory

planning algorithms for FLM is investigated as well

• provides an experimental validation of the use of a Real-Time MPC control

on a FLM affected by gravity
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2
Dynamic models of flexible-link manipulators

In the past 40 years modeling, dynamics and control of flexible-links mecha-

nisms have been a central topic in robotics. The fact that accurate dynamic

and control of vibration phenomena would allow to design and build robots

with reduced weight and higher operative speed has been the main reason of

this popularity. Accurate modeling of both single and multi-body flexible links

mechanism have been studied in a great deal of works, extensive reviews of

the results obtained so far can be found in [112, 113, 114, 3]. Among the dif-

ferent approaches to dynamics modeling, Finite Element Method (FEM) has

been the most popular. This approach, which is based on the discretization of

elastic deformation into a finite set of nodal displacements, have been used in

[115, 116, 16, 17, 117, 1, 118]. Some authors have also proposed description

of flexible mechanisms making use of modal coordinates in places of physical

coordinates (see [119, 20, 120]). Other approaches to the dynamic analysis

and characterization of planar as well as spatial mechanism can be found in

[121, 122].

In this section a detailed description of a dynamic model for flexible-link

mechanism is given. The derivation of the model follows the work proposed by

Giovagnoni in [1]. The motivation behind the choice of this particular model

among the others available in literature is motivated by its accuracy, which has

been experimentally evaluated in a large number of works, such as [47] and

[123].
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CHAPTER 2. DYNAMIC MODELS OF FLM

2.0.1 Kinematics

First, let us consider a flexible links mechanism composed by an arbitrary num-

ber of links. Each link can be subdivided into another arbitrary number of

finite elements. The motion of the whole mechanisms can be separated into

two components. The first one describes the motion of an equivalent rigid-body

mechanism, the second one describes the elastic motion, referred to the nodes of

the equivalent rigid-body mechanisms. We can refer to the ’rigid motion’ as the

motion of the ERLS (Equivalent Rigid-Link System). This procedure has been

developed first by Chang and Hamilton in [124]. The formulation under inves-

tigation here employs, other than the ERLS concept, the principle of virtual

works.

Figure 2.1: Kinematic definitions

We can define the following vectors:

• ri is the vector of the position of the nodes of the i-th element of the

ERLS;

• ui is the vector of the nodal elastic displacement;

• bi is the vector of the position of the nodes.

The vector of positions bi is linked to ri and ui trough:

14

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



CHAPTER 2. DYNAMIC MODELS OF FLM

bi = ri + ui (2.1)

since the motion of the nodes of each elastic element is evaluated as the

superimposition of the rigid and of the elastic motion.

In the same way, also the following vectors can be defined:

• wi is the vector that measures the position of a generic point belonging

to the ERLS

• vi is the vector of the displacement of the point to which wi refers, mea-

sured from the ERLS

• pi is the vector obtained from the relation:

pi = wi + vi (2.2)

All the vectors just defined are measured in the global reference frame

{X,Y, Z}, but they can be also described in the local reference frame connected

to the i-th element of the ERLS, {xi, yi, zi}. The conversion from local to global

reference frame can be easily done by noticing that the two reference frame are

linked to each other trough the vector q, which is the vector of the generalized

coordinates of the equivalent rigid-link system.

In order to evaluate the the position vector pi for each configuration, the

following relation can be used:

pi = wi +Ri(q)Ni(xi, yi, zi)Ti(q)ui (2.3)

in which Ti is the global-to-local rotation matrix, defined for the i-th element

of the ERSL. In the previous pages, this matrix has been defined as TLG. The

corresponding local-to-global transformation matrix is taken as Ri. Both these

matrices depends only on the vector of free coordinates q, i.e. on the position

of the whole equivalent rigid-body mechanisms. Here we point out that Ti is

a block-diagonal matrix, while Ri is a square matrix. Ni is the matrix of the

shape function corresponding to the i-th element, and it allows to evaluate the

displacement of all the points belonging to each link, as a function of its nodal

displacements. If each finite element is modeled as a 6 d.o.f. element whose

length is L, taking s as the longitudinal coordinate in the local reference frame,

Ni can be calculated as:
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(2.4)

The principle of virtual works can be used only if virtual strains and virtual

displacements are considered together with real strains and real displacements.

Virtual displacements can be obtained by taking the variations of eq. (2.2):

δpi = δwi + δvi (2.5)

The infinitesimal displacements of the rigid-body mechanism are evaluated

using the shape matrix Ni:

δwi = RiNi(xi, yi, zi)Tiδri (2.6)

The second term δvi in eq. (2.5) depends on both the virtual displacements

δui of the nodes and on the vector of infinitesimal variations of free coordinates,

δq:

δvi = δRiNi(xi, yi, zi)Tiui + δRiNi(xi, yi, zi)Tiui +RiNi(xi, yi, zi)Tiδui

(2.7)

The complete expression for the virtual displacements and for the velocities

at the i-th element, both referred to the global reference frame {X,Y, Z} are:

δpi = RiNi(xi, yi, zi)Tiδri + δRiNi(xi, yi, zi)Tiui +RiNi(xi, yi, zi)δTiui+

+RiNi(xi, yi, zi)Tiδui (2.8)

ṗi = RiNi(xi, yi, zi)Tiṙi + ṘiNi(xi, yi, zi)Tiui +RiNi(xi, yi, zi)Ṫiui+

+RiNi(xi, yi, zi)Tiu̇i (2.9)

Also the accelerations ẅi of the equivalent rigid body are linked to the nodal

accelerations r̈i trough the the shape matrix Ni:

ẅi = RiNi(xi, yi, zi)Tir̈i (2.10)

Therefore the acceleration of a point inside the i-th element can be calcu-

lating by taking the second time derivative of equation (2.5) together with eq.

(2.10):

p̈i = RiNi(xi, yi, zi)Tir̈i + 2(ṘiNi(xi, yi, zi)Ti +RiNi(xi, yi, zi)Ṫi)u̇i
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+(R̈iNi(xi, yi, zi)Ti + 2ṘiNi(xi, yi, zi)Ṫi +RiNi(xi, yi, zi)T̈i)ui (2.11)

Some simplification to the formula just written can be applied by using

isoparametric elements, as in [125]. It can be shown that this choice of formu-

lation brings:

(δRiNi(xi, yi, zi)Ti +RiNi(xi, yi, zi)δTi)ui = 0; (2.12)

(ṘiNi(xi, yi, zi)Ti +RiNi(xi, yi, zi)Ṫi)ui = 0; (2.13)

(R̈iNi(xi, yi, zi)Ti + 2ṘiNi(xi, yi, zi)Ṫi +RiNi(xi, yi, zi)T̈i)ui = 0; (2.14)

It should be pointed out that the choice just made makes the dynamic model

suitable only in the case of small elastic displacements. The resulting simplified

expressions for the virtual displacements and the real acceleration inside the

i-th element are:

δpi = RiNi(xi, yi, zi)Tiδri +RiNi(xi, yi, zi)Tiδui (2.15)

p̈i = RiNi(xi, yi, zi)Tir̈i +RiNi(xi, yi, zi)Ti(̈ui) + 2(ṘiNi(xi, yi, zi)Ti

+RiNi(xi, yi, zi)Ṫi)u̇i (2.16)

This allows to keep the coupling between the ERLS motion and vibration.

Real and virtual strains are now calculated, as they are needed to complete the

expression onf the virtual work:

ǫi = Bi(xi, yi, zi)Tiui (2.17)

δǫi = B(xi, yi, zi)δTiuiBi(xi, yi, zi)TiδBi(xi, yi, zi) (2.18)

in which Bi(xi, yi, zi) is the strain-displacement matrix. Infinitesimal dis-

placements and rotations at the node can be expressed as the sum of the in-

finitesimal elastic displacements and of the infinitesimal displacements of the

ERLS for the i-th element:

db = du+ dr (2.19)
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The use of ERLS allows to eliminate the dependence of δb from δr using the

matrix of sensibility coefficients S(q). Therefore we obtain:

dr = S(q)dq (2.20)

ṙ = S(q)q̇ (2.21)

r̈ = S(q)(q̈) + Ṡ(q, q̇)q̇ (2.22)

The matrix of sensibility coefficients is function of the vector of free coordi-

nates q, and it expresses the relation between q̇ and ṙ, as in eq. (2.21). On the

other hand, eq. (2.22) relates the second derivative of nodal rigid-body acceler-

ation to the first and second derivative of q. Thus, from eq. (2.19) and (2.21),

b can be expressed in matrix form as:

db =
[
I S

] [ du

dq

]
(2.23)

It should be noticed that the equation written above introduces some re-

dundancies. Given a configuration db for infinitesimal nodal displacements, it

corresponds to more sets of increments [duT , dqT ]. In order to solve the re-

dundancy, e elements of du must be forced to zeros. Partitioning duT into

two parts, i.e. into its independent and zeroed part, and applying the same

partitioning to S, we can obtain a non-redundant expression for db:

db =

[
I Sin

0 S0

] [
duin

dq

]
(2.24)

Sin has size (n−e)× (e), while S0 has e rows and e columns. The coefficient

matrix in eq. (2.24) must be invertible, therefore:

detS0 6= 0

Therefore, a correct ERLS definition must ensure that the sensitivity co-

efficients matrix of those elastic d.o.f. which are forced to zero, must be non-

singular for all the configuration of the ERLS during the motion. Moreover, also

non-zeros dq must be possible in each configuration of the ERLS. This implied

that the generalized coordinates of the ERLS must be chosen in a way that no

singular configuration is encountered.
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CHAPTER 2. DYNAMIC MODELS OF FLM

We should also point out that matrices S, Ti, Ri and their time derivatives

are a function of the free coordinates and of the geometry of the ERLS. There-

fore, once a procedure for solving the kinematics of the ERLS is available, all

the cited matrices can be evaluated.

In the next subsection we will develop the differential equations of motion,

which involve Ri, (̇R)i, Ti, Ṫi, S and Ṡ.

2.0.2 Differential equations of motion

The development of the equation of motion can be started from the virtual

work principle for an undamped system. The damping will be introduced later,

using Rayleigh’s model. According to Rayleigh’s theory, the damping is directly

proportional to both thew mass matrix and the stiffness matrix. We can write

the principle of virtual work as:

δW inertia + δW elastic + δW external = 0 (2.25)

in which the virtual work of external forces δW external takes into account

also for the gravity force. A more explicit definition of the previous equation is:

∑

i

∫

vi

δpT
i p̈idv +

∑

i

∫

vi

δǫi
TDiǫidv =

∑

i

∫

vi

δpi
Tgρidv + (δuT + δrT )q

(2.26)

in which:

• Di is the stress-strain matrix for the i-th element

• ρi is the linear density of mass for the i-th element

• vi is the volume of the i-th element

• g is the vector of gravity loads

• f is the vector of generalized forces applied to the nodes (forces and

torques)

Using into the last equation (2.15),(2.16),(2.17) and (2.18), one can find:

∑

i

∫

vi

[δuT
i T

T
i N

T
i R

T
i +δrTi T

T
i N

T
i R

T
i ][RiNiTir̈i+RiNiTiüi+2(ṘiNiṪi)ui]ρidv

+
∑

i

∫

i

(δuT
i T

T
i B

T
i + uT

i δT
T
i B

T
i )DiBiTiuidv
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CHAPTER 2. DYNAMIC MODELS OF FLM

=
∑

i

∫

vi

(δuT
i T

T
i N

T
i R

T
i + δrTi T

T
i N

T
i R

T
i )gρidv + (δuT + δrT )f (2.27)

The equation above contains some contribution, which can be expanded as:

• the mass matrix: Mi =
∫
vi
TT

i N
T
i R

T
i RiNiρidv

• the stiffness matrix: Ki =
∫
vi
TT

i B
T
i DiBiTidv

• the vector of external forces due to gravity: fgi =
∫
vi
TT

i N
T
i R

T
i gρidv

• the first matrix of Coriolis contributions:

MG1i =
∫
vi
TT

i N
T
i R

T
i RiNiTiρidv

• the second matrix fo Coriolis contribution:

MG1i =
∫
vi
TT

i N
T
i R

T
i RiNiṪiρidv

The quantity δTT
i can be rewritten as the product between a virtual angular

displacement and each columns of the rotation sub-matrices of the principal

diagonal of TT
i :

δTT
i = δφiT

T
i (2.28)

δφi is a block-diagonal matrix, just as δTT
i and its transpose δTi. Moreover,

it is a function of the virtual rotation of the i-th coordinate system and thus it

could also be defined in terms of sensitivity coefficients and virtual increments

δq. Now, using the equations above, eq. (2.27) can be rewritten as:

∑

i

δuT
i Mi(r̈i + üi) + 2

∑

i

δuT
i (MG1i +MG2i)u̇i +

∑

i

δrTi Mi(r̈i + üi)

+2
∑

i

δrTi (MG1i +MG2i)u̇i +
∑

i

δuT
i Kiui +

∑

i

uT
i δφiKiui

=
∑

i

(δuT
i + δrTi )fgi + (δuT + δrT )f (2.29)

Nodal elastic virtual displacements δu an virtual displacements of the ERLS

are completely independent fro each other. Therefore the relation above con be

spitted into two parts:

δuTM(r̈+ ü) + 2δuT (MG1 +MG2)u̇+ δuTKu = δuT (fg + f) (2.30)
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CHAPTER 2. DYNAMIC MODELS OF FLM

δrTM(r̈+ ü) + 2δrT (MG1 +MG2)u̇+
∑

i

uT
i δφiKiui = δrT (fG + f) (2.31)

Equation (2.30) expresses the nodal equilibrium, while eq. (2.31) expresses

the overall equilibrium. When considering the equilibrium of elastic forces with

respect to all others in eq. (2.30), and substituting into eq. (2.31), this latter

can be rewritten as:

∑

i

uT
i δφiKiui −

∑

i

δrTi ui = 0 (2.32)

Such expression shows that the term
∑

i u
T
i δφiKiui is (2.31) can be ne-

glected, since uiδφi is small in comparison to δrTi , as a consequence of the

choice of considering only small deformations.

Now, the virtual displacements of the ERLS can be expressed using the

sensitivity coefficient matrix S trough:

δrT = δqTST (2.33)

In this way, it is possible to eliminate all the virtual displacements of gener-

alized coordinates of the system. Doing this leads to:

M(r̈+ ü) + 2(MG1 +MG2)u̇+Ku = fg + f (2.34)

STM(r̈+ ü) + 2ST (MG1 +MG2)u̇ = ST (fg + f) (2.35)

In practical situation some kind of damping must be introduced into the

system. Using Rayleigh’s model, we introduce the coefficients α and β into eq.

(2.34) and (2.35), leading to:

M(r̈+ ü) + 2(MG1 +MG2)u̇) + αMu̇+ βKu̇+Ku = fg + f (2.36)

STM(r̈+ ü) + 2ST (MG1 +MG2) + αSTMu̇ = ST (fg + f) (2.37)

The value of Rayleigh damping coefficients α and β can be determined ex-

perimentally. The acceleration r̈ can be rewritten as in eq. (2.22):
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CHAPTER 2. DYNAMIC MODELS OF FLM

r̈ = Sq̈+

(
∑

k

q̇
∂S

∂qk

)
q̇ (2.38)

Therefore, eq. (2.36) and (2.37) can be rewritten as:

Mü+MSq̈ = t(u, u̇,q, q̇) (2.39)

STMü+ STMSq̈ = ST t(u, u̇,q, q̇) (2.40)

The two equations above can be grouped together in a single matrix form,

which will be used for the software implementation of the model. Further infor-

mation will be given in the chapter of this work which deals with the Hardware-

In-the-Loop (HIL) implementation of such model. The term t accounts for all

the forces acting on the mechanism, except for those directly linked with the

second derivative of the generalized coordinates q and u.

[
Min (MS)in(

STM
)

in
STMS

] [
üin

q̈

]
=

[
tin

ST t

]
(2.41)

In this equation, zeroed elastic degrees of freedom are eliminated, as ex-

pressed by the use of the subscript ’in’. The matrix expression (2.41) shows

clearly the coupling between the elastic acceleration of the free coordinates of

the ERLS. It represents a system of ordinary differential equations (ODE): once

it has been converted to the first order (by augmenting the ’state’ variable),

the dynamics of the FLM can be solved using a standard ode solver. Extensive

simulation conducted using Matlab environment, shows that the ode45 solver is

a good candidate, since it shows a good trade-off between speed of computation

and stability of solution. The ode solver ode23tb has shown to be a valuable

tool when stiffer problems are encountered. In general, variable step solvers

should be preferred to fixed step solvers.
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3
Simulation results: static and dynamic models of

flexible-links mechanisms

In this chapter a more deep insight to the static and dynamic model for flexible-

link mechanisms will be given. In particular, the focus will be set on the de-

velopment of the software tool that has been written by the author in order

to produce accurate results. All the software modules analyzed in this chapter

has been developed by means of Matlab. All the software has been targeted

at computational efficiency. The numerical efficiency of multibody dynamics

simulation software is a topic of large interest in the research community, as

testified by the paper [126] which cites 877 references up to 2003. As it will be

shown in the last section of this chapter, the Author has been able to develop

a simulator whose efficiency has lead to a Real-Time (and in some cases also

Faster-Than-Real-Time) implementation. Such software has been used by the

same author as the basis of an Hardware-In-the-Loop workbench.

Along this chapter we will see in deeper details how to implement a static and

dynamic model compliant with the theoretical development presented in chapter

2. The mechanisms under investigation are all planar flexible-link mechanisms.

In particular, the Author has developed the static and dynamic models for:

• Single-link mechanism

• 4 bar mechanism

• 5 bar mechanism

In this way, the analysis includes the simplest FLM (the single link), a closed-

loop mechanism with 1 rigid degree of freedom, and a closed-chain mechanism
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3.1. SL: STATIC MODEL CHAPTER 3. SIMULATIONS

with two rigid degrees of freedom. The resulting models will be used for both

the design and the simulation of innovative closed-loop control strategies for

FLMs. The results of this study will be presented in chapter 5.

3.1 Static model for a single-link mechanism

The first mechanism under analysis is the single-link mechanism. It is made up

by a simple metal rode, connected to a chassis using a rotational joint. Therefore

the angular position of the mechanism is represented by the scalar quantity q,

while its elastic behavior is described by a set of nodal displacements, which are

included in the vector u. The size of vector u depends on the number of finite

element used to discretize the elastic behavior of the mechanisms. Since we are

now focusing on a static model, we will analyze the elastic displacement of the

single link mechanism for a given angular position q and for a given vector of

external loads f .

The parameters of the beam are:

symbol value
Young’s modulus E 200× 109 [Pa]
Beam width a 6× 10−3 [m]
Beam thickness b 6× 10−3 [m]
Length L 0.7 [m]
Mass/unit of length m 0.282 [kg/m]

Table 3.1: Characteristics of the FLM

In this case the angle link can be described as a single link with 6 elastic

d.o.f., i.e. the structure can be discretized using only one finite element. It

should be pointed out that, in order to solve the static problem, some mechanical

constraints must be taken into account. In particular, the two displacements

along the x and y axis of the first node must be forced to zero, since these two

displacements are inhibited by the rotation joint. Then, according to the ERLS

theory, one more displacement must be forced to zero, since the ERLS has one

degree of freedom, q. We can choose one of the remaining 4 elastic d.o.f, in this

case the choice made is to force to zero the rotational displacement at the first

node. The elastic displacement can be calculated using the following relation:
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CHAPTER 3. SIMULATIONS 3.1. SL: STATIC MODEL

uG =




uG
x1

uG
y1

uG
z1

uG
x2

uG
y2

uG
z2



= K−1

G FG (3.1)

in which uG, KG FG are the vector of nodal displacement, the matrix of

stiffness and the vector of external loads due to gravity force, respectively. All

these quantities are measured in the global reference frame. The three con-

straints described above can be taken into account by removing the first tree

elements of uG and FG, and by removing the first three rows and columns of

KG. The resulting quantities are: u∗
G, F

∗
G and K∗

G. Therefore we obtain:

u∗
G =




uG
x2

uG
y2

uG
z2


 = (K∗

G)
−1

F∗
G (3.2)

Given the angular position of the link and the mechanical data of the link

(length, mass, stiffness, etc..), the stiffness matrix KL in the local reference

frame can be calculated. At the same way, the vector of nodal loads (referred

to the local reference frame) due to gravity can be calculated as:

FP =




L/2 0
0 L/2
0 L2/12

L/2 0
0 L/2
0 −L2/12



FL

grav =




L/2 0
0 L/2
0 L2/12

L/2 0
0 L/2
0 −L2/12



mRLG

[
0
−g

]
(3.3)

in which L is the length of the link, m is its mass per unit of length, and g is

the gravity acceleration constant. In order to bring the relation into the global

reference frame, it is necessary to use the local-to-global rotation matrix TGL.

We find:

KG = TGLKLTLG; (3.4)

FpG = TGLFpLTLG; (3.5)

If other external forces are included in the modal, we can refer them to

the global reference frame and put them in the vector of external forces (and

torques) Fext:
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3.1. SL: STATIC MODEL CHAPTER 3. SIMULATIONS

Fext = [Fx
1, Fy

1, Fz
1, Fx

2, Fy
2, Fz

2]T

Such vector has six elements, since the considered model has been described

with 6 nodal displacement. The vector of all the forces acting on the link is

therefore:

FG = FpG + Fext (3.6)

As a matter of example, if q = 45 deg, and adding the force Fy
2 = −10N ,

we obtain the following nodal displacements: ux
2 = 27 mm, uy

2 = −27 mm,

uz
2 = −0.0183 rad. To plot the profile of the deformed link, the interpolation

functions (2.4) must be used. Care must be taken, since this matrix applies to

the displacements measured in the local reference frame. In order to calculate

them, the global-to-local rotation matrix must be used, trough the relation:

uG = TLGuL. The result is: ux
2 = 0, uy

2 = −38.2 mm , uz
2 = −0.0813 rad. A

graphic representation of the deformed link for an external load of -10 N applied

vertically at the free end of the link.

0 0.1 0.2 0.3 0.4 0.5

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Trave a 6 GDL con prima estremità vincolata − deformazione con sollecitazione pari a 10 N

x [m]

y
 

[m
]

rigid

deformed

−10 N

Figure 3.1: Elastic deformation of a single link mechanism with an external load
Fy = -10 N applied to the free end
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3.2 4-bar mechanism: static analysis

The four link mechanism is the simplest closed-loop planar mechanism that can

be built using only rotational joints. It is made up by four link, including the

ground link. It is a single degree-of-freedom mechanism (if only rigid motion

is taken into account), since the position of one link univocally determines the

position of the other two links. The results presented in this section have been

obtained by discretizing the links with 2 finite elements for the longest link, and

with one finite element for the other two links. The ground link is considered

to be perfectly rigid.

Figure 3.2: Position vectors for the four-bar mechanism under investigation

The mechanism under investigation has the following link lengths: L1 =

0.35965 m, L2 = 0.372285 m, L3 = 0.525 m, while the distance between the

two ground link joint is L4 = 0.632 m. Each element has a square section,

whose width is 6 mm, and the mass per unit of length is 273 ∗ 10−3 Kg/m. The

calculation of the static deformation of the mechanism has been obtained using

a Matlab script.

Here we describe in detail ho to evaluate the stiffness matrix an the vector

of gravity load. First of all, the the matrices for each link are evaluated. Care

must be taken when evaluating the stiffness matrix for the third link, since it has

been discretized by 2 finite elements. Therefore such matrix can be evaluated by

adding two matrices calculated as in eq. (A.1.6) after ’translating’ the second
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Figure 3.3: Finite element discretization for the 4-bar mechanism

matrices, as represented in figure 3.4. This procedure allows to take into account

the continuity constraints between the two finite elements belonging to the third

link.

Figure 3.4: Matrix assembling for multi-element discretization

The first and second link has 6 elastic d.o.f, the third has 9 d.o.f, if we

consider the separately. If we connect them to form a 4-bar mechanism, the

following constraints must be considered:

• the coincidence of node 2 and 3, which implies u2
x = u3

x e u2
y = u3

y

• the coincidence of node 3 and 4, therefore: u4
x = u5

x e u4
y = u5

y

So the nonzero elastic displacements are:

28

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



CHAPTER 3. SIMULATIONS 3.2. 4R: STATIC MODEL

u = [u1
x, u1

y, u1
z, u2

x = u3
x, u2

y = u3
y, u2

z, u3
z, u4

x = u5
x,

, u4
y = u5

y, u4
z, u5

z, u6
x, u6

y, u6
z, u7

x, u7
y, u7

z]

Moreover, other 4 constraints are considered, in order to take into account

the two rotational joints that connect node 1 and 5 to the gornd link:

• u1
x = u1

y = 0 because of the rotational joint at node 1

• u7
x = u7

y = 0 because of the rotational joint at node 7

• u2
x=0, since the ERLS formulation requires to force to zero one d.o.f. for

each rigid degree of freedom

The last choice is in general arbitrary, but the choice made has proved to

avoid singular configurations during simulations.

Figure 3.5: Nodes after the imposition of constraints

The solution of the static problem has been obtained using some Matlab

script. As a matter of example, in table 3.2 the calculated nodal displacements

for a 4-link mechanism under gravity, taking q = π/6 as the position of the

mechanism.

29

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



3.3. 5R: STATIC MODEL CHAPTER 3. SIMULATIONS

Nodal displacements [mm] and [rad]

u1
x -0.08481

u2
y -0.001509

u2
z 0.08411

u3
z 0.2744

u4
x -0.0008715

u4
y -0.0009271

u4
z -0.2748

u5
z 0.1950

u6
x 0.03376

u6
y -0.01874

u6
z -0.01917

u7
z -0.01954

Table 3.2: Nodal displacement in the 4-bar linkage with q = π/6

3.3 Static analysis of a 5-bar linkage

The third kind of mechanism under investigation in this work is the planar five-

bar mechanisms. It is made up by 4 bars, connected using only revolute joints.

Again, the ground link (which is considered as the fifth link) is considered to

be perfectly rigid. Such mechanisms has 2 rigid d.o.f., as testified by Grubler’s

equation: nGDL = 3(m − 1) − 2c1 − c2. nGDL is the number of d.o.f, m is the

number of links, while c1 and c2 are the number of class 1 and class 2 joints,

respectively. The revolute joint belong to class 2. The links nomenclature has

been chosen as it can be seen in figure A.4. The two rigid d.o.f., q = [q1, q2] are

used to describe to the angular position of the first and fourth link measured

from the chassis. This is a natural choice, since usually the motion of the whole

mechanisms is controlled by means of two actuators mounted on the chassis.

Mounting the motors directly on the chassis in fact allows to reduce to the

minimum the size of the actuated mass. This kind of mechanism can be used

for high-speed manipulation tasks within a planar workspace, as in EULA’s

PacDrive D2 Robot (figure 3.6).

In order to keep to the minimum the size of the static problem, each link

has been discretized using a single finite element. Therefore, the number of

d.o.f. before assembling the structure is 24. Assembling the structure reduces

the number of degrees of freedom to 14. Other d.o.f. must be forced to zero,

according to ERLS theory. In this case it has been chosen to force to zero the

displacement along the x and the y axis at the node that connects the second
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Figure 3.6: EULA PacDrive D2 robot

and the third link.

As for the single-link and the four-bar linkage, a set of Matlab routines has

been developed to evaluate the static deformation under external loads. As a

matter of example, the following mechanisms has been modeled: all the links

are 70 cm long, they are made of steel, and the section of the links is square,

with a 6 mm side. The external forces taken into consideration are the gravity

force, and a 10 Nm load applied horizontally at the meeting point of the second

and the third link. The force vector is shown in figure 3.9 as Fy.

In this case the magnitude of the displacement is similar to the previous case,

and it can be noticed that all the links belonging to the mechanism undergoes

to the effects of a force applied to a generic point of the mechanisms.
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Figure 3.7: Position vectors for the 5-link mechanism

3.4 Simulation of Dynamic models: single-link

In this section the results of the application of the dynamic model presented

in Chapter 1 will be presented. Such model will be implemented for three

basic FLM: single-link, four-bar linkage and five-link mechanism. The resulting

simulators have been used extensively during the development of this work for

the numerical and experimental validation of closed-loop control strategies for

the aforementioned mechanisms. Such results will pre presented in Chapter 5.

The first mechanisms under consideration is, as obvious, the single link mech-

anisms (SLM). In order to describe correctly the dynamics of a SLM discretized

with a single finite element (therefore with 2 nodes) constrained to the chassis

with an ideal rotoidal joint, we must first choose the right number of nonzero

elastic displacements. As already seen in the previous chapter, the vector of

elastic displacements (in the global reference frame), is composed of 6 elements

if only one finite element is used:

uG = [ux
1, uy

1, uz
1, ux

2, uy
2, uz

2] (3.7)

The static model of the SLM is described simply by the vector [uG,q], but

in order to include the dynamics, we must augment such vector so that it will

include also the change rate of uG and q. Therefore the dynamics of the system

is must include also the terms of velocities and accelerations [u̇, ü, q̇ e q̈]. We
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Figure 3.8: Nodal discretization for the whole mechanism

can can refer to the relations already presented in chapter one:

Mü+MSq̈ = t(u, u̇,q, q̇) (3.8)

STMü+ STM Sq̈ = ST t(u, u̇,q, q̇) (3.9)

which can be rewritten in the more compact matrix form:

[
Min (MS)in(

STM
)

in
STMS

] [
üin

q̈

]
=

[
tin

ST t

]
(3.10)

This formula shows how the dynamics of a FLM can be computed as a

function of the vector t, which depends on u, u̇, q and q̇. This shows that the

dynamics of the system can be made explicit as a nonlinear relation whose state

space vector is x:

x =




u̇

q̇

u

q




The vector x can be used to evaluate ü e q̈ using the relation:

Mmẋ = M1x+ fg + f (3.11)

in which:
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Figure 3.9: Static deformation of a 5-bar linkage under gravity and external
loads

Mm =




M MS 0 0

STM STMS 0 0
0 0 I 0
0 0 0 I




M1 =




−2MG1 − 2MG2 − αM− βK −MṠ −K 0

ST (−2MG1 − 2MG2 − αM) STMṠ 0 0
I 0 0 0
0 I 0 0




while fg is the vector of the equivalent nodal forces due to gravity and f

is the vector of the generalized external forces. For the definition of the other

matrices involved, such as M, K and so on, refer to Chapter 1. The explicit

calculation of the state vector x can be obtained simply by multiplying both

terms of equation 3.11 for the inverse of M1:

ẋ = M−1
m M2x+M−1

m [fg + f] (3.12)

It must be pointed out that the previous equation cannot be solved in this

form, since that up to now the proper constraints on the displacement vector
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Figure 3.10: Static deformation of a 5-bar mechanism under a 10 N load applied
to the end-point

have not been included yet [1]. From the ERLS theory, and following the most

common choice, we chose to force to zero all the three displacements of the

first node, i.e. the node which is linked to the chassis with a rotational joint.

Therefore the constrained dynamics can be expressed in terms of the first time

derivative of the space vector x∗:

ẋ∗ =




ü1

ü2

ü3

q̈

u̇1

u̇2

u̇3

q̇




= Mm
−1∗(M1x

∗ + fg
∗ + f∗)

The symbol ∗ is used to show that the constraints to the nodal displacements

have been considered. Therefore from the size of vectors x, fg and f, which is

[14×1], we arrive to the size of x∗, f∗g and f∗ which is [8×1], since x∗ comprises

three elastic displacements and one angular postion, plus their time derivatives.

Matrices Mm and M1 also change accordingly to the size of [8× 8].

In this way we have developed a simple way to evaluate a matrix description
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of the dynamics system. As evident form the relations above, in order to evaluate

the model for a particular angular position q and a speed q̇, it is needed to

evaluate matrices Mm and M1, and in particular the inverse of Mm matrix.

The computation of such inverse matrix is crucial to the time required for the

simulation of the model, and also for its numerical stability and accuracy. This

topic will be dealt with in greater detail in Chapter 4.

3.4.1 Simulink model for the 2 node SLM

The Matlab package Simulink has been chosen to develop the dynamic model of

all the simulators presented in this work. In particular, the simulators have been

implemented using S-functions, which allow to define custom Simulink blocks

using M o C code. The integration of such S-function routines can be preformed

easily using Matlab built-in integrators, such as ode45 or ode23.

torque

q, torque

displacement u_x

displacement u_y

displacement u_z

Figure 3.11: Simulink model for single link mechanism, discretized with a single
finite element

Figure (3.11) shows a Simulink program that implements the dynamic sim-

ulator of the 2 node SLM. The actual simulator is included in the block ”asta 2

nodi”, and it receives as input the torque applied to the mechanism. The four

scopes on the right side are used to plot the time evolution of the three elastic
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displacement and of the position of the mechanism. The s-function included

in the main block can be written using different languages, such as C, Matlab,

Fortran. In this case, as for all the other simulators presented in this work, C

code has been chosen. It has been noticed that C code routines require less

time to perform a simulation than Matlab code routines. The speed increment

has been evaluated to be at least 5 times in most cases. This is a fundamental

requirements for Real-Time systems. The simulator presented in this section,

can perform in Faster-Than-Real-Time, meaning that the time required for per-

forming a full simulation is shorter than the length of the simulated time. As

the result of a large number of trials, the aforementioned model can perform a 5

seconds simulation in around two seconds. The same model written using Mat-

lab code, requires around 6 seconds to complete the simulation. All this data

have been measured using Windows XP, which is a non Real-Time environment.

The choice of Matlab-Simulink environment has also the advantage of al-

lowing to compile the model with a standard C compiler, such as the popular

Microsoft .NET. The compiled code can be run on different platforms, such

as Real-Time OS. The Real-Time simulator has been run for several tests on

both Matlab’s Real-Time Windows Target and National Instruments Real-Time

LabVIEW OS. This topic will be dealt with in greater details in Chapter 5.

Here we briefly recall the implementation and the basic operation of a soft-

ware simulator built around an s-function. The structure of an s-function is

very simple, since it recalls the definition of a dynamic system of the type:

ẋ = Ax+Bu
y = Cx+Du

Vector x represent a state vector, while u represents the input variable to

the model, while y represent the output vector. Using one of the Matlab built-in

ode solvers (such as the popular ode45), the s-function is executed following the

flowchart shown in Figure (3.12).

During the first phase, i.e. the initialization of the model, the software eval-

uates the state vector at the time t = 0. Considering the SLM, the static model

is used to evaluate the position and the displacements along the mechanism at

the initial configuration of choice. The state vector at t = 0 has the form:

x0 =
[
0 0 0 0 u1(0) u2(0) u3(0) q(0)

]

The only value chosen by the user is the initial angular position of the link,

q(0), while the displacements at the same time are evaluated using the relation
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uG = KG
−1fG. After this calculation, the output vector at time t = 0 is eval-

uated. After that, the first integration is performed by the ode solver, allowing

to evaluate the x and y vector at time t = 0 + δt. The the integration and

the evaluation of the outputs is repeated several times, up to the completion

of the simulation scenario chosen by the user. A proper choice of the size of

the integration step is fundamental to achieve good precision and an accept-

able simulation time. For non Real-Time simulations a variable step solver has

proven to provide a good accuracy with limited computational requirements.

For most of the simulation presented in this chapter and in the following ones,

ode23tb routine has been used. For the real-time application, the fixed-step

solver ode14x has been used instead, using a step time no longer than 1 ms.

The results of some simulations are reported in the following, concerning the

free evolution of the model with nonzero initial condition, i.e., in this case, an

initial angular position q = −π/3. The SLM is composed by a 70 cm long steel

beam with square section 6 mm wide. The evolution of the model is reported

in Figures (3.13) and (3.14).
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Figure 3.12: S-function: execution flowchart
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Figure 3.13: Free response of the single-link mechanisms with initial condition
q0 = −π/3: rigid displacement q
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Figure 3.14: Free response of the single-link mechanisms with initial condition
q0 = −π/3: elastic displacements u1, u2 and u3
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As it can be easily seen form Figures (3.13) and (3.13), the beam behaves

like a flexible pendulum, since the angular coordinate q evolves like a slightly

perturbed sinusoidal function. It should also be noticed that the magnitude of

the elastic displacements cannot be neglected even if no torque is applied to the

mechanism.

Figures (3.15), (3.16), (3.17) shows insted the response to a finite torque

stimulus applied to the rotational joint. The model starts from the rest condition

(q = −π/2), while a 1 Nm torque is applied from time 0.1 s to time 0.2 s:

0 0.5 1 1.5

0

0.2

0.4

0.6

0.8

1

 

t [s]

to
rq

u
e

  
[N

m
]

t  [s]

Figure 3.15: Torque impulse applied to the FLM
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Figure 3.16: Forced response: angular position q

0 0.5 1 1.5
−0.02

0

0.02

u 1  [
m

]

t [s]

0 0.5 1 1.5
−5

0

5
x 10−3

u 2  [
m

]

t [s]

0 0.5 1 1.5
−0.05

0

0.05

u 3  [
ra

d]

t [s]

Figure 3.17: Forced response: elastic displacements

42

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



CHAPTER 3. SIMULATIONS 3.4. SL: DYNAMIC MODEL

3.4.2 Simulink model for the 3 and 4 node SLM

A larger number of finite elements can be used to improve the accuracy of

the dynamic model. The accuracy is directly proportional to the number of

finite elements, but a finer discretization also brings an in increment in the

computational weight of the model. As it will be addressed in the following

chapters, one to three finite elements are usually a good compromise between the

accuracy of the model and its speed. Let’s now compare the results obtainable

with 1, 2 and 3 finite elements. In the first case there are 3 nonzero elastic

displacements, with 2 FE there are 6 nonzero displacement, and 9 nonzero

displacements with 3 FE.

Here some results are included to show the difference between the use of 1

or 2 finite elements. The torque applied in both cases is plotted in figure (3.18):

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−0.1

0

0.1

0.2

0.3

0.4

0.5
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to
rq

u
e
  
[N

m
]

Figure 3.18: Applied torque

The resulting displacement along the three axes in the local reference frame

is plotted in figures (3.19, 3.20,3.21):

A non negligible difference in the response between the two model is present,

both concerning the amplitude and the number of vibrational modes. Using the

same procedure, also a comparison of 3 node and 4 node beams is presented
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Figure 3.19: Elastic displacement with 1 and 2 finite elements: elastic displace-
ment ux

here. The operative conditions are the same as in the previous simulations.

Results are plotted in figures (3.22,3.23,3.24).

Very similar results are shown in figures (3.22,3.23,3.24), meaning that the

”distance” between the 1 FE model and the 2 FE element model is greater than

the ”distance” between the 2 FE and the 3 FE model. Therefore the single link

model has never been used in the numerical and experimental results shown in

the following chapters.
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Figure 3.20: Elastic displacement with 1 and 2 finite elements: elastic displace-
ment uy
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Figure 3.21: Elastic displacement with 1 and 2 finite elements: elastic displace-
ment uz
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Figure 3.22: Elastic displacement with 2 and 3 elements discretization: elastic
displacement ux
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Figure 3.23: Elastic displacement with 2 and 3 elements discretization: elastic
displacement uy

46

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



CHAPTER 3. SIMULATIONS 3.4. SL: DYNAMIC MODEL

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
−0.015

−0.01

−0.005

0

0.005

0.01

2 finite elem.

3 finite elem.

t  [s]

u
_

z
  
[r

a
d

]

Figure 3.24: Elastic displacement with 2 and 3 elements discretization: elastic
displacement uz
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3.5 4-bar linkage: dynamic model

The structure of the code used for the 4-bar linkage simulator is the same as

the one used for the single-link mechanism. The only substantial difference

is the inclusion of a routine that evaluates the position and speed kinematics

of the ERLS. This routine is necessary since the evaluation of the matrices

describing the dynamic model of the mechanism depend on both the angular

position and on the velocity of each moving link. The choice of the number of

finite elements and of the kinematic constraints is the same as the one chosen

for the static simulator presented before in the same chapter. Some simulation

results are presented here, in order to show both the free response and to a finite

non periodic torque solicitation. In particular, plots will report the response in

terms of the free coordinate q and of the tree elastic displacements at the 6th

node (see figure 3.25), i.e. the displacement at the midspan of the longest link,

which we will refer as u9, u10 and u11.

Figure 3.25: Four-bar mechanisms: finite element discretization

The simulink model, which is based as for the SLM on a C coded s-function,

is shown in figure 3.26.

Free response

In order to show the free response of the 4-bar linkage, the mechanism is left

free to swing from the initial position q0 = π/2, without applying any torque to

the crank. The results of this simulation are plotted in figures (3.27,3.28,3.29),

wich shows the elastic displacements at the midspan of the follower link.

The evolution of crank angular position, as in figure (3.30), is that under

the gravity force load, the mechanism ”falls” toward the left:
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Figure 3.26: Simulink model for the flexible 4-bar mechanisms

As it can be seen, the magnitude of the elastic displacement is quite small.

This is because the mechanism has a closed kinematic chain, therefore is stiffer

than an open-chain mechanism with the same number of degree of freedom.

Forced response

Now we want to investigate the behavior of the mechanism under an additional

external force. In order to do this, the simulator is fed with a torque solicitation

of amplitude 1.5 Nm and 200 ms duration. The initial configuration is the same

as in the previous simulation, q0 = π/2. The torque is plotted in figure (3.32).

The evolution of the free coordinate q and of the elastic deformation at node

6 is plotted in figures (3.32,3.33,3.34,3.35).
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Figure 3.27: Free response: elastic displacement u9 along the x axis
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Figure 3.28: Free response: elastic displacement u10 along the y axis
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Figure 3.29: Free response: elastic displacement u11 along the z axis
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Figure 3.30: Free response: crank position q
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Figure 3.31: Torque sollicitation
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Figure 3.32: Angular position of the crank, q
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Figure 3.33: Elastic displacement at the 6th node: u9 along the x axis
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Figure 3.34: Elastic displacement at the 6th node: u10 along the y axis

53

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



3.5. 4-BAR LINKAGE CHAPTER 3. SIMULATIONS

0 0.1 0.2 0.3 0.4 0.5
−10

−8

−6

−4

−2

0

2

4

6

8
x 10−4

u 11
   

[ra
d]

t [s]

Figure 3.35: Elastic displacement at the 6th node: u11 along the z axis
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3.6 Dynamic model for the 5 link mechanism

The same procedure and the same program structure used for the 4-bar linkage

has been adopted to develop the dynamic simulator for a five-bar linkage. For

the results presented here, the longest link (in this case the second link, counting

clockwise) has been discretized with 2 finite elements. In this way, we can

describe with higher accuracy the elastic behavior of such link. In particular,

the elastic displacements at the midspan of such link will be addressed in the

plots presented in this section. The resulting node disposition can be seen in

Figure (3.36):

Figure 3.36: 5 bar mechanism: finite element discretization

As already done before for the static model, the following elastic displace-

ments are forced to zero:

• the two displacements along x ed y axes at node 9, because of the rota-

tional joint

• the two displacements along x ed y axes at node 9, to take into account

the rotational joint

• the two displacements along x ed y axes at node 5 = 6

The latest choice is actually the result of a trial-and-error procedure, since

it has been noticed that this choice allows to avoid singular points which could

create numerical problems during the simulation of the dynamics of the mech-

anism.

The geometric and structural properties of the simulated mechanism are

reported here:
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• Length of the links: L1 = 0.4 m, L2 = 0.7 m, L3 = 0.565 m, L4 = 0.5 m

• Distance between node 1 and 9: d = 0.5m

• Area of the section of the links: A = 1.1025× 10−4 m2

• Young’s modulus: E = 2× 1011Pa

• Mass density if the links: ρ = 7850Kg/m2

Free evolution

As already done for the single-link and the four-bar mechanism, the free evolu-

tion of the simulated mechanism is investigated here. The results presented here

refers to a simulation whose initial position for the two cranks are q1 = 2/3π

and q2 = π/2. The only external force acting on the mechanism is the gravity

load.

The evolution of the positions of the two cranks are shown in figure (3.37),

while the elastic displacements at node 4 are plotted in figures (3.38, 3.39, 3.40).

Results are shown for a 500 ms time span.
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Figure 3.37: Free response with initial conditions: q1(0) = 2/3π and q2(0) =
π/2: angular positions q1 and q2
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Figure 3.38: Free response eith initial conditions: q1(0) = 2/3π and q2(0) = π/2:
elastic displacement u6

Forced evolution

The response of the dynamic simulator to the torques exerted by the two ac-

tuators located at node 1 and node 9 is here investigated. It has been chose

to impose a constant torque whose value is 4 Nm from t = 100 ms to t = 250

ms for the first actuator. The second one produces a torque whose amplitude

is 5 Nm from t = 100 ms to t = 300 ms. Otherwise both torques are equal

to zero. The evolution of the torques is plotted in figure 3.41. Also gravity is

included in the model. The closed-loop behavior of a similar mechanism will be

investigated in greater detail in chapter 5, where an advanced control technique

will be tested using the simulator of the 5-bar linkage.
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Figure 3.39: Free response eith initial conditions: q1(0) = 2/3π and q2(0) = π/2:
elastic displacement u7
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Figure 3.40: Free response with initial conditions: q1(0) = 2/3π and q2(0) =
π/2: elastic displacmenet u8
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Figure 3.41: Torque sollicitations to the two cranks
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The mechanisms evolves from the initial condition q1 = 2/3π, q2 = π/6:

during the first part the mechanisms ”falls” toward the right beccause of gravity,

but as soon as the two torques are nonzero, the mechanisms starts moving in

the opposite direction. The position of the cranks are plotted in figure (3.42)
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Figure 3.42: Evolution of angular positions q1 and q2

The three elastic displacement at the midspan of the second link are q6, q7 e

q8. They represents the three components of the displacement at node 4 along x,

y and z axis, respectively. Their evolution is depicted in figures (3.43,3.44,3.45).
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Figure 3.43: Elastic displacement alog the x axis at the midspan of the second
link
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Figure 3.44: Elastic displacement alog the y axis at the midspan of the second
link
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Figure 3.45: Elastic displacement alog the z axis at the midspan of the second
link
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4
Model Predictive Control

In this chapter an overview of the basics of Model Predictive Control will be

given. In order to introduce the reader to the topics of control of mechanical

systems, some general concepts of closed-loop control will be given. A general

overview of closed-loop control can be found on classic books such as [127],

[128],[129].

4.1 Control of robotic manipulators

The problem of control of mechanisms consists on finding a way to compute

the generalized forces that the actuator should supply in order to perform with

prescribed accuracy a pre-defined task. This task is of crucial importance in

modern robotics, where high-speed motion, precision, low power consumption

and safety are ever present goals. As it should be evident, the design of proper

control techniques are even more important for mechanisms with flexible ele-

ments (links and/or joints), since their non-minimum phase behavior [130] and

their being in most cases underactuated system [131] make their control a true

challenge if high performance is required.

In most cases the tasks for mechanical systems are specified in the operative

space, i.e. using a set of kinematic quantities (position, velocity, acceleration)

referred to the end-effector of the manipulator. On the other end, the motion

of the mechanisms is performed using the actuators, which are mounted usually

on the joints of the robot. The two tasks are quite different, since in the two

cases different problems must be overcome [132]. Therefore in the literature the

two problems are referred as control in the operative space and control in the
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Figure 4.1: Generic control in the joint space

Figure 4.2: Generic control in the operative space

joint space [133]. The difference between the two control approaches is made

evident in figures (4.1) and (4.2).

As it is evident in figure (4.1), the control in the joint space requires the use

of a kinematic inversion algorithms, i.e. an algorithm which allows to evaluate

the trajectory in the joint space from its equivalent in the operative spaace.

This work deals exclusively with control in the joint space, as the vast majority

of works available on flexible-link mechanisms [48].

The dynamics of robot manipulator, in the absence of external forces on the

end effector, without static friction and distributed flexibility, can be described

as:

B(q)q̈+C(q, q̇)q̇+ Fvq̇+ g(q) = τ (4.1)

in whichB, C, Fv, g are the terms related to inertia, to Coriolis contribution,

to dynamic friction and to gravity, respectively. The control system has the

objective of evaluating the best values for the generalized torques τ in order to

guarantee a motion q(t) so that:

q(t) = qd(t)

being qd(t) the desired trajectory for all joints of the mechanism, which can

be evaluated, in most cases, using a kinematic inversion algorithm. The vector

of positions of the actuators qm are linked to the joint position vector q trough

the following relation:
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Figure 4.3: Feedback control

Figure 4.4: Feedforward control

Krq = qm (4.2)

where Kr is a diagonal matrix that takes into account for all the reduction

gears normally used in robotic manipulators. If Kr is a diagonal matrix, it

means that each joint can be moved independently from all the other one be-

longing to the manipulator. Using relation (4.2), the vector of motor torques

τm generated by the actuators can be computed as:

τm = Kr
−1τ (4.3)

The quantity τm is usually computed by a control system, using the data

coming from one or more sensor for each joint. This is the case in which measures

are available is indicated as feedback control (see fig. 4.3), while when measures

are not used or not available, we speak of feedforward control (see fig 4.4).

While feedforward control can be an effective strategy for the control of robotic

systems, it is not dealt with in this work.

Another distinction can be made between control systems for robotic ma-

nipulators with just one or multiple actuators. The generation of a control

input can be made independently for each actuated joint, or in a coordinated

manner. In the first case, the effect of a joint movement on another joint is

treated simply as a disturbance, while in the latter the coupling effects between

joints are taken into account by the control system. Both of this approaches are

legit, the choice between the two of them is demanded on the control designer.

The approach used along this work belongs to the second class (coordinated

control), meaning that the single closed-loop control developed for the five-link

mechanisms moves both the actuators in a coordinated manner, since it relies
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Figure 4.5: Block diagram of a single joint actuation system

on a precise knowledge of the effects of both the actuators on the dynamics of

the whole mechanism.

4.1.1 Closed-loop control

In the simplest case, a robotic manipulator can be interpreted as being composed

by n independent systems, i.e. each joint can be controlled independently using a

SISO controller. Let us consider the case in which the manipulator is controlled

using rotary DC motors, as often happens in practical situations. Therefore

each joint can be represented by the block diagram represented in figure (4.5)

In this block diagram θ is the angular position of the joint, J is the inertia

at the joint, Ra is the armature resistance, and kt and kv are, respectively,

the torque and motor constants. Furthermore, Gv denotes the voltage gain of

the power amplifier so that the reference input is the input voltage Vc of the

amplifier instead of the armature voltage Va. It has also been assumed that

the mechanical (viscous) friction coefficient can be neglected with respect to the

electrical coefficient. Now the input-output transfer function of the motor can

be written as:

M(s) =
km

s(1 + sTm)

where km = Gv/kv and Tm = RaJ/kvkt are, respectively, the voltage-to-

velocity gain and the time constant of the motor. To guide selection of the

control structure, start by noticing that an effective rejection of the disturbance

d on the output θ is ensured by a large value of the amplifier before the point

of intervention of the disturbance and by the presence of an integral action

in the controller so as to cancel the effect of the gravitational component on

the output at the steady state (i. e., constant θ). Therefore the use of a

proportional–integral (PI) control system is a good choice.
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Figure 4.6: Generic control for each independent joint

In this case, as shown in figure (4.5), the control action with position and

velocity feedback is characterized by:

Gp(s) = KP (4.4)

Gv(s) = KV
1− sTv

s
(4.5)

where Gp(s) and Gv(s) correspond to the position and velocity control ac-

tions, respectively. It is worth noticing that the inner control action Gv(s)

is in a form of proportional-integral (PI) control to achieve zero error in the

steady state under a constant disturbance d. This choice of controller brings an

important advantage: the resulting closed-loop transfer function is:

Θ(s)

Θr(s)
=

1
kTP

1 + skTV

KP kTP
+ s2

kmKP kTPKV

(4.6)

It can be noticed that equation 4.6 represents a second order system like:

W (s) =
1

kTP

1 + 2ςs
ωn

+ s2

ω2
n

Therefore, trough a proper choice of the control system parameters, all the

values of the natural frequency ωn and of the damping ς can be obtained. For

more reference on the choice of such parameters, refer to [133].

PD control with gravity compensation

Another control strategy that can be applied to robotic manipulators, and also

to flexible-link ones [134], is the proportional-derivative control with gravity

compensation. Such a controller is introduced here, since a similar approach
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Figure 4.7: PD control with gravity compensation: block diagram

has been used for some of the simulation work presented in chapter 6, where

the effects of gravity compensation is investigated together with PID and MPC

control. The structure of the controller is presented in the block diagram 4.1.1

The structure of the control is quite simple: qd is the desired set-point for the

joint position q, while q̃ is the tracking error. Kp and Kd are the proportional

and derivative gains, respectively. The block diagram g(·) represents a generic

function that implements the gravity compensation, i.e. it provides the value of

the torque needed to compensate the effects of gravity for the actual position q.

Therefore the control action is:

u = g(q) +Kpq̃ −KD q̇ (4.7)

in which the (nonlinear) gravity compensation term is shown together with

proportional and derivative terms. This kind of controller has some advantages,

such as the property of global asymptotic stability for positive values of KP

and KD. In order for this to occur, the gravity compensation must be perfect,

otherwise the aforementioned property cannot be proved.

Optimal Control

Optimal control is a popular choice for the design of closed-loop controllers, both

for rigid and flexible-link manipulators. This kind of controller is quite appealing

for the control of mechanism and manipulators, since it can be easily applied

to MIMO plants with linear models. Nonlinear plants can be treated as well,

but in this work it has been chosen to focus on controls based on linear models.

Moreover, its design is based on a cost function, which can be chosen to enhance
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some properties of the closed-loop system. Therefore, as a matter of example,

an optimal control can be chosen to be optimal in the sense of: minimum time

execution [135] of the task, minimum effort (or ’cheap control’) [136], minimum

energy [137], minimum jerk [138]. Moreover also mixed performance indexes

can be considered, such as minimum time-energy [139], and constraints can be

introduced as well [140]. Other variants such as robust control have been very

popular in the last years [141], counting also some implementation for flexible-

link manipulators [142], [86].

Here some basics on LQ (linear quadratic control) will be given, since it can

be useful to understand the derivation of unconstrained MPC given in the next

pages. Moreover this kind of controller has been used to obtain both numerical

and experimental results presented in chapter 6. The literature on optimal

control is very large, some excellent references are [128], [143], [144], [145].

In the traditional LQG (Linear Quadratic Gaussian) control it is assumed

that the plant to be controlled can be represented (if not perfectly, with a

sufficient level of confidence) by a known linear time invariant (LTI) model,

and that the measurement noise and disturbances are stochastic processes with

known properties. Therefore the plant model can be written as:

ẋ = Ax+Bu+ wd

y = Cx+ wn
(4.8)

where wd and wm are the disturbance and measurement noise, respectively.

As it should be familiar to the reader, x, y and u are the state, the output

and the input to the plant, respectively. The LQG control problem is: find the

optimal control u(t) which minimizes the cost function J :

J = E



 lim

t→∞

1

T

T∫

0

[
xTQx+ uTRu

]
dt



 (4.9)

where Q and R are positive definite weighting matrices. This control is

called LQG, since the model is linear, the cost function is quadratic and the

noise is Gaussian. The solution of this control problem can be found using the

Separation Theorem: first the optimal control problem is solved (as in LQR

control - Linear Quadratic Regulator) without considering noise. In that case

the problem has a simple solution in the form of a state feedback law:

u(t) = −Krx(t) (4.10)
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4.1. CLOSED-LOOP CONTROL CHAPTER 4. MPC

in which Kr is a constant state feedback matrix, whose computation does

not depend on wd and wn. The following step is to find an optimal estimate x̂ of

the state x, in order to minimize the expected value E
{
[x− x̂]T [x− x̂]

}
. The

optimal state estimation can be achieved trough Kalman filtering techniques,

and it is independent form Q and R. Once the two problems are solved inde-

pendently, the feedback regulator can be applied as: u(t) = −Krx̂, being x̂ the

state estimation provided by the state observer.

The LQR control problem consists on finding the feedback law for a given

nonzero initial state of the plant x(0) that brings the state back to x = 0

along a path which optimizes a given performance index. In the case that the

performance index is:

Jr =

∞∫

0

[
x(t)TQx(t) + u(t)TRu(t)

]
dt (4.11)

the optimal solution is, for any initial state, u(t) = −Krx(t), where:

Kr = R−1BTX (4.12)

and X is the solution of the algebraic Riccati equation:

ATX +XA−XBR−1BTX +Q = 0 (4.13)

The Kalman filter has the same structure of a classic (such as Luneberger)

state observer:

˙̂x = Ax̂+Bu+Kf (y − Cx̂) (4.14)

where the optimal value of the gain matrix Kf is given by:

Kf = Y CTV −1 (4.15)

with Y solution of the algebraic Riccati equation:

Y AT +AY − Y CTV −1CY +W = 0 (4.16)

being W and V the power spectral density matrix of disturbance and mea-

surement noise, respectively. Such value for Kf ensure the minimization of

E
{
[x− x̂]T [x− x̂]

}
.

Combining optimal state estimation and optimal state feedback yields to the

definition of a feedback control as described in figure 4.8

70

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



CHAPTER 4. MPC 4.2. PREDICTIVE CONTROL

Figure 4.8: LQG control: block diagram

4.2 Predictive control strategy

A predictive control strategy is, generally speaking, a control loop strategy based

on a prediction model, which allows to compute a control action based also on

a forecast of the plant evolution. This is a general definition, which is needed

to classify the large number of predictive controllers which has been developed

since the seminal work of Richalet [146], which is dated back to 1978. Just to

give an idea of the importance of this class of control systems in both literature

and industrial applications, it is sufficient to say that the paper [90] reports

around 100 industrial applications up to 2002, or that the book [147] has been

cited more than 2000 times since year 2000.

The main idea behind model predictive control is to optimize a metric of the

forecast of process behavior. The forecasting is done, explicitly or not, using a

plant model, therefore the prediction model is the key element of such controller.

As obvious, models are never perfect, so feedback is still necessary. In all the

formulations of predictive control, the dynamic prediction is done in open-loop

[147].

The most common choice for MPC is to use linear models. The earliest

choices were to use input/output, step or impulse response models [146, 148,

149]. The use of simple model has been motivated by the appeal of simpler

71

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



4.2. PREDICTIVE CONTROL CHAPTER 4. MPC

models to control practitioners in industry. However, the most recent technology

for linear MPC is based almost entirely on state-space models:
{

ẋ = Ax+Bu

y = Cx+Du

or the equivalent discrete-time:
{

xj+1 = Axj +Buj

yj+1 = Cxj +Duj

in which x(t), y(t) and u(t) are the system state, output and input, respec-

tively, and j is the discrete time step. Both continuous time and discrete-time

can be used. Without abuse of notation, here continuous and discrete-time

models will be indicated by the same matrix triplet (A,B,C). The popularity

of state-space formulation for MPC is motivated by several reasons, such as the

easy extension form SISO to MIMO problems, or the availability of efficient soft-

ware tools for the analysis and Real-Time computation. Moreover, the choice

of state-space model allows to easily interface with the classical formulation of

optimal control (LQ) and Kalman filtering. From a theoretical prospective, the

significant shift in formulation from the LQ framework came from the introduc-

tion of constraints, particularly on input variable:




ẋ = Ax+Bu

y = Cx+Du

Du ≤ d
Hy ≤ h

or:




xj+1 = Axj +Buj

yj+1 = Cxj +Duj

Duj ≤ d
Hyj ≤ h

in which D, H are the constraints matrices and d, h are positive vectors.

The constraints region boundaries are straight lines. Optimization over inputs

subject to hard constraints leads immediately to nonlinear control, and that

departure from the well-understood and well-tested linear control theory pro-

vided practitioners with an important, new control technology and motivated

researchers to better understand this new framework. Certainly optimal control

with constraints was not a new concept in the 1970s, but the moving horizon im-

plementation of these open-loop optimal control solutions subject to constraints

at each sample time was the new twist that had not been fully investigated.
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CHAPTER 4. MPC 4.2. PREDICTIVE CONTROL

The use of nonlinear models in MPC is motivated by the possibility of im-

proving control by improving the quality of the forecasting.

Determining the settings in which the use of nonlinear models for forecasting

delivers improved control performance is still an open issue. For continuous pro-

cesses maintained at nominal operating conditions and subject to small distur-

bances, the potential improvement would appear small. For processes operated

over large regions of the state space the advantages of nonlinear models appear

larger. The numerical results presented in the last part of this work are also

meant as an evidence of the fact that an MPC based on a linear plant can be

efficiently used for flexible-link mechanisms undergoing large displacements.

Regardless of the model form and identification method, for tutorial purposes

we represent the nonlinear model inside the MPC controller also in state-space

form:

ẋ = f(x,u)
y = g(x)
u ∈ U
x ∈ X

or:

xj+1 = f(xj ,uj)
yj = g(xj)
uj ∈ U
xj ∈ X

If the model is nonlinear, there is no advantage in keeping the constraints as

linear inequalities, so we consider the constraints as membership in more general

regions U , X .

4.2.1 MPC with linear models

Given the complexity and the relative lack of general results for nonlinear pre-

dictive control, in this thesis we will focus entirely on linear MPC. Here, in

order to properly introduce the predictive control strategy, we focus on formu-

lating MPC as an infinite horizon optimal control strategy with a quadratic

performance criterion. We use the following discrete time model of the plant:

xj+1 = Axj +B(uj + d)
yj = Cxj + p

The affine terms d and p serve the purpose of adding integral control. They

may be interpreted as modeling the effect of constant disturbance influencing

the input and the output, respectively.
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4.2. PREDICTIVE CONTROL CHAPTER 4. MPC

Assuming that the state of the plant is perfectly measured, we define MPC

as the feedback law uj = p(xj) that minimizes:

Φ =
1

2

∞∑

j=0

(yi − ȳ)
′

Q(yi − ȳ) + (ui − ū)
′

R(ui − ū) + ∆uj
′

Suj (4.17)

In which ∆uj = uj − uj−1. The matrices Q, R and S are assumed to be

symmetric positive definite. When the complete state of the plant is not mea-

sured, as is almost always the case, the addition of a state estimator is necessary.

The vector ȳ is the desired output target and ū is the desired input target, as-

sumed for simplicity to be time invariant. In many industrial applications, the

desired targets are calculated as a steady-state economic optimization at the

plant level. In these cases, the desired targets are normally constant between

plant optimizations, which are performed on a slower time scale than the one

at which the MPC controller operates. As discussed by Bitmead et al. [150] in

the context of generalized predictive control (GPC), one can pose these types of

tracking problems within the LQ framework by augmenting the state of the sys-

tem to describe the evolution of the reference signal and posing an LQ problem

for the combined system.

For a time invariant set point, the. steady-state aspect of the control prob-

lem, is to determine appropriate values of (ys,xs,us). Ideally, ys = ȳ and

u = ū. Process limitations and constraints, however, may prevent the system

from reaching the desired steady state. The goal of the target calculation is to

find the feasible triple (ys,xs,us) such that ys and us are as close as possible

to ȳ and ū. We address the target calculation below.

Φ =
1

2

∞∑

j=0

z′jQzj + v′
jRvj +∆v′

jS∆vj (4.18)

The original criterion (4.17) can he recovered from (4.18) by making the

mowing substitutions:

zj ← yj −Cxs − ps

wj ← xj − xs

vj ← uj − us

in which ys, xS and us are the steady states satisfying the following relation:

xs = Axs +B(us + d)
ys = Cxsp
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CHAPTER 4. MPC 4.2. PREDICTIVE CONTROL

By using deviation variables, we treat separately the steady-state and the

dynamic elements of the control problem, thereby simplifying the overall anal-

ysis of the controller. The dynamic aspect of the control problem is to control

(y , x , u) to the steady-state values (ys,xs,us) in the face of constraints,

which are assumed not to be active at steady state, i.e. the origin is in the

strict interior of X , U . As it will be addressed in more detail later, when the

constraints are not active, the feedback law is a linear quadratic regulator. With

the addition of inequality constraints however, an analytic form for p(wj) may

not exist. For cases in which an analytics solution is unavailable, the feedback

law is obtained by repeatedly solving the optimal control problem. This strategy

allows us to consider only the encountered sequence of measured states rather

than the entire state space. For a further discussion, see Mayne [151].

If we consider only linear constraints on the input, input velocity and outputs

of the form:

umin ≤ Duk ≤ umax

−∆u ≤ ∆uk ≤ ∆u

ymin ≤ Cxk ≤ ymax

(4.19)

we formulate the regulator as the solution of the following infinite horizon

optimal control problem:

min
[wk,vk]

Φ(xj) =
1

2

∞∑

j=0

z′jQzj + u′
jRuj +∆u′

jS∆uj (4.20)

subject to the constraints:

w0 = xj − xs

vj−1 = uj−1 − us

wk+1 = Awk +Bvk

zk = Cwk

umin − us ≤ umax − us

−∆u ≤ ∆vk ≤ ∆u

ymin − ys ≤ Cwk ≤ ymax − ys

Combining the solution of the target tracking problem and the constrained

regulator, we define the MPC algorithm as follows:

1. Obtain an estimate of the state and the disturbances ⇒ (xj ,p,d)

2. Determine the steady-state target ⇒ (ys,xs,us)

3. Let uj = vj + us

4. Repeat for j ← j + 1
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4.3 Unconstrained Model Predictive Control

In this section an unconstrained formulation of MPC control will be introduced.

The theoretical aspects have been taken from the excellent book by Wang [152].

This kind of formulation as been used as the basis for the development of the

control systems whose performance are investigated in Chapter 6. This formula-

tion has been chosen among the several available in literature for its clarity and

its straightforward implementation. In order to give the clearest explanation of

this formulation, the application to Single-Input Single-Output (SISO) plants

will be initially dealt with. As it will be evident, the extension to SIMO, MISO

and MIMO systems is quite straightforward.

4.3.1 State-space models with embedded integrator

As already highlighted before, the design of an MPC controller is based on a

mathematical object, i.e. the dynamic model of the controlled plant. For the

vast majority of the MPC formulation, and for the case under consideration

here, such dynamical model should belong to the class of linear time-invariant

systems with state space representation. In general all the linear-time invariant

systems can be put into their state-space representation, also using commonly

available software tools such as Matlab. Therefore the choice of this class of sys-

tems does not introduce severe constraints on the controlled plant. For the ease

of calculation and for the improvements on real-time computation, discrete-time

LTI systems with state-space representation is used widely, but similar results

are available for continuous-time systems. This kind of formulation, as we will

see in the next pages, allows to evaluate in a very straightforward manner the

forecast on plant future evolution. On the other hand it should be noticed that

different formulations are available in literature using different inner prediction

model. In particular, MPC refers to predictive control using state-space model,

while GPC (Generalized Predictive Control) [153, 154] refers to the implemen-

tation trough transfer functions. A state-space model has always an equivalent

formulation as a transfer function (and vice versa), but the state-space formu-

lation is more appealing when dealing with MIMO systems, or in general when

dealing with systems represented by a large number of state variable, such as

in the cases analized in this work.
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MPC of SISO systems

Let’s first introduce the formulation of a discrete-time SISO systems:

xm(k + 1) = Amxm(k) +Bmu(k) (4.21)

ym(k) = Cmxm(k) (4.22)

in which u is the input variable (or the control variable); yi is the output

of the system, while xm is the state-space vector whose dimension is n1. k

represents the time. The development of the formulation of MPC of choice

requires to add an integrator to the model above. This can be done simply by

adding to the cited formulation a terms that links directly the output y(k) with

the input u(k) trough:

y(k) = Cmxm(k) +Dmu(k)

In the case under investigation, matrix Dm equals zero, i.e. we deal only

with strictly proper models. This choice complies with the representation of

linearized models that will be introduced in Chapter 6. Evaluating the difference

at both sides of eq. 4.21 one obtains:

xm(k + 1)− xm(k) = Am(xm(k)− xm(k − 1)) +Bm(u(k)− u(k − 1))

We express the change of the state vector as:

∆xm(k + 1) = xm(k + 1)− xm(k) ∆xm(k) = xm(k)− xm(k − 1)

and the change of the control variable as:

∆u(k) = u(k)− u(k − 1)

These are the increments of variables xm(k) e u(k). By operating a change

of variables, the incremental state space becomes:

xm(k + 1) = Amxm(k) +Bmu(k) (4.23)

It should be noticed that the input of the model is the very same u(k), as in

the classic state space system. The next step is to make explicit the relationship
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between the state vector xm(k) and the output y(k). The correct procedure for

this task is:

x(k) =
[
∆xm(k)T y(k)

]T

in which the symbol T represents the matrix transpose. We highlight that:

y(k + 1)− y(k) = Cm(xm(k + 1)− xm(k)) = Cm∆xm(k + 1) =

= CmAm∆xm(k) + CmBm∆u(k) (4.24)

By using eq. 4.23 together with eq. 4.24 the following state-space model can

be computed:

x(k+1)︷ ︸︸ ︷[
∆xm(k + 1)
y(k + 1)

]
=

A︷ ︸︸ ︷[
Am oTm

CmAm 1

]
x(k)︷ ︸︸ ︷[

∆xm(k)
y(k)

]
+

B︷ ︸︸ ︷


Bm

CmBm

8


∆u(k)

y(k) =

C︷ ︸︸ ︷[
om 1

] [ ∆xm(k)
y(k)

]
(4.25)

in which om =

n1︷ ︸︸ ︷[
0 0 . . . 0

]
.

The triplet (A,B,C) is referred as augmented model, and it will be used as

the basic building block for unconstrained MPC.

The following step is to find a way to evaluate the prediction on the outputs

as a function of the future values of the control variable, in order to find the

optimal sequence of control variables. This prediction (and optimization) is

defined for a time window whose length is equal to Np discrete time steps.

Again the formulation refers to SISO systems, but the results are valid also for

MIMO systems.

State and output prediction

Let’s assume that at the sampling time ki, ki > 0, a measure of x(ki) is available.

The value of x(ki) describes the actual state of the plant. In most cases such

value is not directly available: it will be shown later in this chapter how to deal

with these cases. The future trajectory of the control is

[
∆u(ki) ∆u(ki + 1) . . . ∆u(ki +Nc − 1)

]

in which Nc is called control horizon. It should be highlighted that the length

of Nc is the number of values which define univocally the future evolution of
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the plant. From a given x(ki), the prediction of the states of the plant is made

for Np future samples. Therefore Np is the prediction horizon. We indicate the

future states of the plant as:

[
x(ki + 1|ki) x(ki + 2|ki) . . . x(ki +m|ki) . . . x(k + i+Np|ki)

]

in which x(ki + m|ki) is the prediction of the state vector at time ki + m

evaluated starting form x(ki). The length of the control horizon Nc is typically

chosen to be less (or at most equal) to the prediction horizon Np. The forecast

on the plant dynamics is evaluated using the model (A,B,C) sequentially, using

the sequence of values that will be assumed by the control variable:

x(k + 1|ki) = Ax(ki) +B∆u(ki)
x(k + 2|ki) = Ax(ki + 1|k) +B∆u(ki + 1)
= A2x(ki) +AB∆u(ki) +Bu(ki + 1)
...
x(k +Np) = ANpx(ki) +ANp−1B∆uk(ki) +ANp−2B∆u(ki + 1)
+ . . .+ANp−NcB∆u(ki +Nc − 1)

(4.26)

Using eq. (4.22) in the equation above, one obtains the prediction of the

output:

y(ki + 1|ki) = CAx(ki) + CB∆u(ki)
y(ki + 2|ki) = CA2x(ki) + CAB∆u(ki) + CB∆u(ki + 1)
y(ki + 3|ki) = CA3x(ki) + CA2B∆u(ki) + CAB∆u(ki + 1) + CB∆u(ki + 2)
...
y(ki +Np|ki) = CANpx(ki) + CANp−1B∆u(ki) + CANp−2B∆u(ki + 1)
+ . . .+ CANp−NcB∆u(ki +Nc − 1)

(4.27)

It should be noticed that the prediction are formulated from the state avail-

able at time ki, which is xm(ki), and from the future changes of the control

∆u(ki + j), with j = 0, 1, ...Nc− 1:

Y =
[
y(ki + 1|ki) y(ki + 2|ki) y(ki + 3|ki) . . . y(ki +Np|ki)

]T

∆U =
[
∆u(ki) ∆u(ki + 1) ∆u(ki + 2) . . . ∆u(ki +Nc − 1)

]T

The length of Y is Np, while ∆U has Nc elements. Putting together eq.

(4.26) with eq. (4.27) in a single matrix expression, we obtain:

Y = Fx(ki) + Φ∆U (4.28)
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in which

F =




CA
CA2

CA3

...
CANp




Φ =




CB 0 0 . . . 0
CAB CB 0 . . . 0
CA2B CAB CB . . . 0

...
CANp−1B CANp−2B CANp−3B . . . CANp−NcB




Optimization

Given a set-point r(ki) a the sampling time ki, it is assumed that this value will

be kept constant for the whole duration of the optimization window. Under this

assumption, an optimization problem can be formulated in order to evaluate

the optimal vector of increments of the control variable, i.e. ∆U , in order to

minimize a metric of the error between the set-point and the predicted output.

Given the vector of set-point values:

RT
s =

Np︷ ︸︸ ︷[
1 1 . . . 1

]
r(ki)

the cost function J is defined as:

J = (Rs − Y )T (Rs − Y ) + ∆UT R̄∆U (4.29)

The first term has the function of minimizing the distance between the pre-

dicted output and the set-point signal, while the second one is aimed at min-

imizing the changes of the control variable. R is a diagonal matrix built as:

R̄ = rwINc×Nc
(rw ≥ 0). rw it’s the tuning parameter that allows to adapt

the response of the closed-loop system. If rw = 0, the cost function (4.29) can

be read in this way: the aim off the optimization problem is to minimize the

error (Rs−Y )T (Rs−Y ) without caring about the amplitude of ∆U . Meanwhile

choosing for rw to be large allows to penalize large values of ∆U and still to

minimize also the error (Rs − Y )T (Rs − Y ). As in most optimization problems

based on a quadratic function, a proper choice of the weights values is the re-

sult of a trade-off. Once that the cost function J is defined trough the choice of
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weights, the vector of optimal controls ∆U which minimizes J can be calculated

using equation (4.28), starting form:

J = (Rs−Fx(ki))
T (Rs−Fx(ki))− 2∆UTΦT (Rs−Fx(ki))+∆UT (ΦTΦR̄)∆U

(4.30)

Expressing the first derivative of J as a function of ∆U :

∂J

∂∆U
= −2ΦT (Rs − Fx(ki)) + 2(ΦTΦ+ R̄)∆U (4.31)

the necessary condition for the minimum of J is:

∂J

∂∆U
= 0

from which the optimal value of ∆U can be calculated as:

∆U = (ΦTΦ+ R̄)−1ΦT (Rs − Fx(ki)) (4.32)

if we assume that the quantity (ΦTΦ + R̄)−1 exists. Matrix (ΦTΦ + R̄)−1

is usually called Hessian matrix. It should be noticed that Rs is the vector

containing the values of the set-point signal in the form:

RT
s =

Np︷ ︸︸ ︷[
1 1 . . . 1

]
r(ki) = R̄sr(ki)

in which:

RT
s =

Np︷ ︸︸ ︷[
1 1 . . . 1

]

The solution of the optimal control problem is linked to the set-point signal

r(ki)) and to the state variable x(ki) trough the following:

∆U = (ΦTΦ+ R̄)−1ΦT (R̄sr(ki)− Fx(ki)) (4.33)

Closed-loop system

By analyzing the equations derived above, it can be noticed that at time ki the

optimal value of vector ∆U is calculated as:

∆U = (ΦTΦ+ R̄)−1ΦT (R̄sr(ki)− Fx(ki))
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4.3. UNCONSTRAINED MPC CHAPTER 4. MPC

in which the contributions (ΦTΦ+ R̄)−1ΦT R̄s e (ΦTΦ+ R̄)−1ΦTF depends

simply on the parameters of the dynamic model. Therefore, for a time-invariant

system, such values are constant matrices. Moreover, from the principle of

receding horizon, only the first value of ∆U at time ki is actually used in the

closed-loop control. Therefore:

∆u(ki) =

Nc︷ ︸︸ ︷[
1 0 . . . 1

] (
ΦTΦ+ R̄

)−1
ΦT (R̄sr(ki)− Fx(ki))

= Kyr(ki)−Kmpcx(ki)

(4.34)

in which Ky is the first element of:

(ΦTΦ+ R̄)−1ΦT R̄s

and Kmpc is the first row of:

(ΦTΦ+ R̄)−1ΦTF

Equation (4.34) represents the state feedback of a linear time invariant

model. The matrix of feedback gains is Kmpc. Therefore, using the augmented

model:

x(k + 1) = Ax(k) +B∆u(k)

the closed-loop system can be obtained by substituting equation (4.34) into

the expression of the augmented system:

x(k + 1) = Ax(k)−BKmpcx(k) +BKyr(k) (4.35)

= (A−BKmpc)x(k) +BKyr(k) (4.36)

Therefore the eigenvalues of the closed-loop system can be evaluated from

the closed-loop characteristic equation:

det [λI − (A−BKmpc)] = 0

Because of the peculiar structure of matrices C and A, the last column of

F is equal to R̄s, which equals
[
1 1 . . . 1

]T
, therefore Ky equals the last

element of Kmpc. By noticing the state vector x(ki) =
[
∆xm(k)T y(k)

]T
,

and using the definition of Ky, it can be written that Kmpc =
[
Kx Ky

]
,
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Figure 4.9: Block diagram of discrete-time model predictive control

where Kx is the vector of feedback gains connected to ∆xm(k), while Ky equals

to the feedback gain to be applied to the output y(k).

In this way the block diagram in figure (4.9) is completely defined. The block

q−1 represents the backward shift operator. Such diagram shows the structure

of a discrete time MPC with integral action. The block 1
1−q−1 is the discrete

time integrator.

4.3.2 Predictive control of MIMO system

In the previous pages the development of MPC control structure for SISO system

ha been dealt with for the sake of simplicity. That formulation can be extended

naturally also to systems with more than one input and/or output, trough a

careful use of the state-space representation.

We assume that the plant has m inputs, q outputs and n1 states. It is also

assumed that the number of output is less or equal to the number if inputs, i.e.

q ≤ m. Otherwise the formulation that will be shown here will not allow to

control independently every output with a zero steady-state error. In order to

make the formulation more general, also the effects of noise are added to the

plant:

xm(k + 1) = Amxm(k) +Bmu(k) +Bdω(k) (4.37)

y(k) = Cmxm(k) (4.38)
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in which ω(k) is the input disturbance, modeled as an integrated white noise.

This implies that the input noise ω(k) is related to the white noise with zero

average ǫ(k) as in the equation:

ω(k)− ω(k − 1) = ǫ(k) (4.39)

It should be noticed that, form eq. (4.37), also the following relation holds:

xm(k) = Amxm(k − 1) +Bmu(k − 1) +Bdω(k − 1) (4.40)

By defining ∆xm(k)−xm(k−1) and ∆u(k)−u(k−1), and than subtracting

eq. (4.40) to eq. (4.37) we arrive at:

∆xm(k + 1) = Am∆xm(k − 1) +Bmu(k − 1) +Bdω(k − 1) (4.41)

In order to relate the output y(k) to the state variable ∆xm(k), we can

deduce that:

∆y(k + 1) = Cm∆xm(k + 1) = CmAm∆xm(k) + CmBm∆u(k) + CmBdǫ(k)

in which ∆y(k + 1) = y(k + 1) − y(k). By choosing the new state variable

x(k) =
[
∆xm(k)T y(k)T

]T
one obtains:

[

∆xm(k + 1)
y(k + 1)

]

=

[

Am oTm
CmAm Iq×q

] [

∆xm(k)
y(k)

]

+

[

Bm

CmBm

]

∆u(k)+

[

Bd

CmBd

]

ǫ(k)

y(k) =
[
om Iq×q

] [ ∆xm(k)
y(k)

]
(4.42)

in which Iq×q is an identity matrix of size q × q, being q the number of

outputs. om is a matrix whose size is q × n1 with all null entries. In eq. (4.42),

Am, Bm e Cm have size n1 × n1, n1 ×m and q × n1, respectively. In order to

get a simpler notation, we indicate eq. (4.42) as:

x(k + 1) = Ax(k) +B∆u(k) +Bǫǫ(k)
y(k) = Cx(k)

(4.43)

in which A, B e C are the same as in the incremental formulation presented

in eq. (4.42). In the following, the dimension of the augmented state space will

be indicated as n = n1 + q. Now there are two more aspects that should be

investigated: the eigenvalues of the augmented model, and the realization of the

model in the state-space.
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Eigenvalues if the augmented model

The characteristic equation of the augmented model is:

ρ(λ) = det

[
λI −Am oTm
−CmAm (λI − 1)Iq×q

]
= (λ− 1)q det(λI −Am) = 0 (4.44)

in which has been used the property of block triangular matrices of having a

determinant that equals the product of the determinants of the two matrices on

the principal diagonal. Therefore, the eigenvalues of the augmented model are

the eigenvalues of the original dynamic model plus q eigenvalues λ = 1. This

implied that the model includes q integrators. This feature allows to include

integral action to the MPC.

Solution of MPC for MIMO systems

The extension to MIMO problems is quite straightforward, the only things to

pay more attention to are the size of the state, of the control and of the output

vectors. Let’s define the vector Y ∆U as:

∆U =
[
∆u(ki)

T ∆u(ki + 1)T . . . ∆u(ki +Nc − 1)T
]

Y =
[
u(ki + 1|ki)

T y(ki + 2|ki)
T y(ki + 3|ki)

T . . . y(ki +Np|ki)
T
]

Using model (A,B,C), the forecast on the evolution is calculated sequen-

tially starting from the values that will be ideally assumed by the control vector:

x(ki + 1|ki) = Ax(ki) +B∆u(ki) +Bdǫ(ki)
x(ki + 2|ki) = Ax(ki + 1|ki) +B∆u(ki + 1) +Bd(ki + 1|ki)

= A2x(ki) +AB∆u(ki) +B∆u(ki + 1)
+ABǫǫ(ki) +Bdǫ(ki + 1|ki)

...
x(ki +Np|ki) = ANpx(ki) +ANp−1B∆u(ki) +ANp−2B∆u(ki + 1)

+ANp−NcB∆u(ki +Nc − 1) +ANp−1Bdǫ(ki)6
+ANp−2Bdǫ(ki + 1|ki) + . . . Bdǫ(ki +Np − 1|ki)

It is also assumed that ǫ(k) is a white signal with zero average, and that the

predicted value of ǫ(ki + i|ki) is zero. The prediction of the state and of the

output are calculated as the expected values of their respective values, therefore

the effect of noise on the prediction is null. For sake of simplicity, the expected

value symbol is omitted from there to the end of the section.
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Y = Fx(ki) + Σ∆U (4.45)

with

F =




CA
CA2

CA3

...
CANp




Φ =




CB 0 0 . . . 0
CAB CB 0 . . . 0
CA2B CAB CB . . . 0

...
CANp−1B CANp−2B CANp−3B . . . CANp−NcB




The optimal control in its incremental form for the lenght of the optimization

window can be calculated as:

∆U = (ΣTΣ+ R̄)−1(ΣT R̄sr(ki)− ΣFx(ki)) (4.46)

in which matrix ΣTΣ has size mNc ×mNc, Σ
TF has size mNc × n, while

ΣT R̄s equals the last q columns of ΣTF . The weight matrix R̄ is a block

matrix composed by m blocks, with the same size of ΣTΣ. The set-pint signal

is r(ki) =
[
r1(ki) r2(ki) . . . rq(ki)

]T
, i.e. it is made by the q set-point

signals referred to the q outputs.

By using the receding horizon principle, the first m values of ∆U are used

to express the optimal incremental control:

∆u(ki) =

Nc︷ ︸︸ ︷[
Im om . . . om

] (
ΦTΦ+ R̄

)−1 (
ΦT R̄sr(ki)− ΦTFx(ki)

)

= Kyr(ki)−Kmpcx(ki)
(4.47)

in which Im and om are, respectively, the identity and the null matrices of

size m×m.
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Figure 4.10: Unconstrained MPC with state observer: block diagram

4.4 MPC: Constrained formulation

In this section the MPC formulation proposed by Maciejowski [147] will be

recalled. Comparing tho the formulation presented in the previous part of this

chapter, some new concepts, such as the difference between reference and set-

point signals will be introduced. Such design has been used for obtaining some

of the results presented in chapter 6.

4.4.1 The receding horizon concept

Figure (4.11) represents the basic concepts of predictive control. As previously

done, we refer now to a single-input single-output controlled plant. It is also

assumed to work with a discrete time plant and controller, with time denoted

by variable k. The output of the plant is y(k), and the figure represents the past

evolution (prior to time k) of the output. In the same figure also the set-point

trajectory is shown, i.e. the trajectory that the output should follow. The value

of the set-point at time t is represented by s(t). The reference trajectory is
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in general different from the set-point trajectory. The first is defined from the

output y(k) as the trajectory that the plant should follow to reach optimally

the set-point. Therefore the choice of a proper reference trajectory plays an

important role for the definition of the closed-loop response. Typically it is

convenient that the reference trajectory approaches the set-point along an ex-

ponential trajectory. Therefore a ’time constant’ for this exponential function

can be defined. Therefore let Tref indicate this parameter. If the tracking error

at current time is:

ǫ(k) = s(k)− y(k) (4.48)

the reference trajectory can be defined so that the error i steps later is:

ǫ(k + i) = e−iTs/Tref ǫ(k) (4.49)

= λiǫ(k) (4.50)

in which Ts is the sampling time and A = e−Ts/Tref . It should be noticed

that0 < λ < 1. Therefore the reference trajectory can be defined as:

r(k + i|k) = s(k + i)− ǫ(k + i) (4.51)

= s(k + i)− e−iTs/Tref ǫ(k) (4.52)

The notation r(k+i|k) indicates that the reference trajectory depends on the

conditions found at time k. It is possible to make other choices for the reference

trajectory, as a matter of example, it can be imposed for the trajectory to be a

straight line which meets the value of the set-point at a given time.

Let’s again assume that the inner prediction model is linear also for this

simulation. This brings many benefits in terms of theoretical treatment and in

terms of computational efforts. It will be shown in chapter 6 that this choice

allows to obtain very good results in all the test cases under consideration. It is

also assumed that a measure of y(k) is available when the choice of the value of

u(k) is made. This requires for the inner prediction model to be strictly proper,

i.e. that y(k) does depend on the past values of u: u(k − 1), u(k − 2), . . ., but

not on u(k).

In the simplest case the input trajectory can be chosen so that the output

is going to reach the set-point at the end of the prediction horizon, i.e. at time
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Figure 4.11: Predictive control: the basic idea
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k+Hp (beingHp andHc the prediction and the control horizon, respectively). In

this way, borrowing Richalet’s notation [155], we implement a single coincident

point at time k + Hp. There are certainly infinite trajectories of the input

u(k|k) , u(k + 1|k) , . . . , u(k +Hp − 1|k) that can satisfy this goal, we

just need to chose one, such as the one with less effort, as an example.

Figure (4.11) for example shows that the input changes only for three steps,

and after that it remains constant. In this situation, we need to evaluate only

three values: u(k|k), u(k + 1|k), u(k + 2|k). In the same way we could impose

for the input variable to remain constant for all the prediction horizon:

u(k|k) = u(k + 1|k) = . . . = u(k +Hp − 1|k)

Under this circumstance, it is needed to evaluate only a scalar value, which

is u(k|k); since we have to satisfy only the condition y(k + Hp|k) = r(k +

Hp|k), the solution to the problem is unique. Anyway, for any length of the

the control trajectory under evaluation, only its first value if supplied to the

plant. Therefore, let us impose u(k) = u(k|k). At the following sampling time,

the whole procedure composed by the measure of the output, the prediction,

the evaluation of the input trajectory is repeated. After that, a new measure

of y(k + 1) is available, therefore we define a new trajectory for the reference

r(k+i|k+1) with (i = 2, 3, . . .); we operate a forecast on the horizon k+i+1, with

i = 1, 2, 3, . . . , Hp, therefore a new u(k + 1 + i|k + 1), with i = 0, 1, ..., Hp − l

can be evaluated. At last, the new input is fed to the plant: u(k + 1) =

u(k+1|k+1). Since the length of the horizon remains constant, but the horizon

’slides’ forward, such strategy is referred as receding horizon.

Evaluation of optimal control

In the simplest case of a single coincidence point and of a single parameter to

choose in order to define the future evolution of the input, an unique solution

to the control problem exists. More generally, more than one coincidence point

could exist along the prediction horizon, and it might even happen that all the

points k+1, k+2, . . . , k+Hp are coincidence points. Anyway, it is often found

that greater the number of coincidence points is, the greater the number of

unknown parameters, making the exact evaluation of the solution impossible.

In this case it is necessary to perform an approximation. The most common

choice is to look for a minimum square solution, i.e. a solution which minimizes

the sum of the square of errors:
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∑

i∈P

[r(k + 1|k)− ŷ(k + 1|k)]
2

in which P indicates the set of indexes i corresponding to the requested

coincidence points.

Should the simplest problem considered here, i.e. a the case with a single

coincidence point located at k + Hp and with only u(k|k) to be determined.

Conceptually, the following procedure can be used. The embedded model can

be used for predicting the free response ŷf (k +Hp|k), which is the value of the

plant output at the coincidence point in the situation that the input remains

always at the value u(k − 1).

Should S(Hp) represent the response of the plant to a step signal after Hp

steps after the application of such stimulus, the predicted output at time k+Hp

is:

ŷ(k +Hp|k) = ŷf (k +Hp|k) + S(Hp)∆û(k|k) (4.53)

in which:

∆û(k|k) = û(k|k)− u(k − 1) (4.54)

shows the variation from the actual input u(k − 1) to the predicted input

û(k|k). The target is to obtain:

ŷ(k +Hp|k) = r(k +Hp|k) (4.55)

therefore the optimal variation of the input signal is:

∆û(k|k) =
r(k +Hp|k)− ŷf (k +Hp|k)

S(Hp)
(4.56)

Prediction

A way to calculate the prediction of the future control variable z(k+1|i) from the

estimation of the actual state plant x(k|k) must be found to solve the control

problem. For ease of calculation, we base the formulation on the last input

u(k − 1) and on the estimation of its possible future variations ∆û(k + i|k).

This is conceptually the same approach which uses an incremental form for the

prediction model, as for the formulation by Wang [152] already presented in the

previous section of this chapter.
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Let’s consider the simplest case in which the whole state vector is measured,

i.e. x(k|k) = x(k) = y(k) (therefore Cy = I), and in the absence of measurement

noise. The prediction of the plant future evolution is obtained by iterating the

plant model:

x̂(k + 1|k) = Ax(k) +Bû(k|k) (4.57)

x̂(k + 2|k) = Ax(k + 1|k) +Bû(k + 1|k) (4.58)

= A2x(k) +ABû(k|k) +Bû(k + 1|k) (4.59)

...

x̂(k +Hp|k) = Ax̂(k +Hp − 1|k) +Bû(k +Hp − 1|k) (4.60)

= AHpx(k) +AHp−1Bû(k|k) + . . .+Bû(k +Hp − 1|k) (4.61)

The input will change only at the time steps k, k+1, . . . , k+Hu − 1, and it

will remain constant afterwards. Therefore:

û(k + i|k) = û(k +Hu − 1) per Hu ≤ i ≤ Hp − 1

Our aim is to express the prediction in terms of ∆û(k+ i|k). We remember

that ∆û(k + k|k) = û(k + i|k) − û(k + i − 1|k) and that at time k, u(k − 1) is

known. Therefore:

û(k|k) = ∆û(k|k) + u(k − 1)

û(k + 1|k) = ∆û(k + 1|k) + ∆û(k|k) + u(k − 1)

...

û(k +Hu − 1|k) = ∆û(k +Hu − 1|k) + . . .+∆û(k|k) + u(k − 1)

and

x̂(k + 1|k) = Ax(k) +B [∆û(k|k) + u(k − 1)]

x̂(k + 2|k) = A2x(k) +AB [∆û(k|k) + u(k − 1)]

+B [∆û(k + 1|k) + ∆û(k|k) + u(k − 1)]︸ ︷︷ ︸
û(k+1|k)
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= A2x(k) + (A+ I)B∆û(k|k) +B∆u(k + 1|k) + (A+ I)Bu(k − 1)

...

x̂(k +Hu|k) = AHux(k) + (AHu−1 + . . .+A+ I)B∆û(k|k)

· · · = +B∆û(k +Hu − 1|k) + (AHu−1 + . . .+A+ I)Bu(k − 1)

Notice the change here:

x̂(k +Hu + 1|k) = AHu+1x(k) + (AHu + . . .+A+ I)B∆û(k|k)

. . .+ (A+ I)B∆û(k +Hu − 1|k)

. . .

x̂(k +Hp|k) = AHpx(k) + (AHp−1 + . . .+A+ I)B∆y(k|k)

. . .+ (AHp−Hu + . . .+A+ I)B∆u(k +Hu − 1|k)

+(AHp−1 + . . .+A+ I)Bu(k − 1)

Rewriting all in matrix form:




x̂(k + 1|k)
...

x̂(k +Hu|k)
x̂(k +Hu + 1|k)

...
x̂(k +Hp|k)




=




A
...

AHu

AHu+1

...
AHp




x(k) +




B
...∑Hu−1

i=0 AiB∑Hu

i=0 A
iB

...∑Hp−1
i=0 AiB




u(k − 1)

︸ ︷︷ ︸
past

+




B · · · 0
AB +B · · · 0

...
. . .

...∑Hu−1
i=0 AiB · · · B∑Hu

i=0 A
iB · · · AB +B

...
...

...∑Hp−1
i=0 AiB · · ·

∑Hp−Hu

i=0 AiB







∆û(k|k)
...

∆û(k +Hu − 1|k)




︸ ︷︷ ︸
future

(4.62)

The controlled variable prediction can be evaluated trough:

ẑ(k + 1|k) = Czx̂(k + 1|k) (4.63)
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ẑ(k + 2|k) = Czx̂(k + 2|k) (4.64)

. . .

ẑ(k +Hp|k) = Cxx̂(k +Hp|k) (4.65)

or




ẑ(k + 1|k)
...

ẑ(k +Hp|k)


 =




Cz 0 · · · 0
0 Cz · · · 0
...

...
. . .

...
0 0 · · · Cz







x(k + 1|k)
...

x(k +Hp|k)


 (4.66)

A little note on equation (4.62) must be made. Such equation includes the

evaluation of Ai, with sometimes large values of i. This can lead to serious

numerical problem, especially in the case of an unstable plant, in which case

some entries of matrix Ai are very large in comparison with some others. This

effect worsen with the increase of i. The most convenient strategy is to operate

one iteration at time.

4.4.2 MPC control law

The formulation of an MPC control law must of course be originated from a

cost function to be minimized by the same control. Among the large number of

choices available, here the following function is taken into consideration:

V (k) =

Hp∑

i=Hw

‖ẑ(k + i|k)− r(k + 1)‖
2
Q(i) +

Hu−1∑

i=0

‖∆u(k + i|k)‖
2
R(i) (4.67)

Which can be rewritten as:

V (k) = ‖Z − T (k)‖
2
Q + ‖∆U(k)‖

2
R (4.68)

with
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Z(k) =




ẑ(k +Hw|k)
...

ẑ(k +Hp|k)


 T (k) =




r̂(k +Hw|k)
...

r̂(k +Hp|k)




∆U(k) =




∆û(k|k)
...

∆û(k +Hu − 1|k)




(4.69)

The weigh matrices Q and R are composed by:

Q =




Q(Hw) 0 · · · 0
0 Q(Hw + 1) · · · 0
...

...
. . .

...
0 0 · · · Q(Hp)


 (4.70)

R =




R(0) 0 · · · 0
0 R(1) · · · 0
...

...
. . .

...
0 0 · · · R(Hp)


 (4.71)

Recalling that Z has the form:

Z(k) = Ψx(k) + Υu(k − 1) + Θ∆U(k) (4.72)

with appropriate matrices Ψ, Υ and Θ. Let’s define:

E(k) = T (k)−Ψx(k)−Υu(k − 1) (4.73)

This vector can be thought as measure of the ’tracking error’, since it ex-

presses the difference between the desired trajectory and the ’free response’ of

the system, i.e. the the response of the system in absence of future changes of

the input. This happens when ∆U(k) = 0. If E(k) was effectively equal to zero,

it might be chosen that ∆U(k) = 0.

It can be stated that:

V (k) = ‖Θ∆U(k)− E(k)‖
2
Q + ‖∆U(k)‖

2
R (4.74)

=
[
∆U(k)TΘT − E(k)T

]
Q [Θ∆U(k)− E(k)] + ∆U(k)TR∆U(k) (4.75)
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= E(k)TQE(k)− 2∆U(k)TΘTQE(k) + ∆U(k)T
[
ΩTQΘ+R

]
∆U(k) (4.76)

If V (k) has the form:

V (k) = const−∆U(k)TG +∆U(k)TH∆U(k) (4.77)

with

G = 2ΘQE(k) (4.78)

and

H = ΘTQΘ+R (4.79)

and both G and H are not a function of ∆U(k), the optimal value of ∆U(k)

can be calculated by the null condition on the gradient of V (k). From eq. (4.77)

it is found that:

∆∆U(k)V = −G + 2H∆U(k) (4.80)

therefore the set of optimal future control changes is:

∆U(k)opt =
1

2
H−1G (4.81)

It should be noticed that in practical situations only the first value of this

vector is actually fed to the plant, according to the receding horizon principle.

Therefore, if the plant has l inputs, we use only the first l rows of the vector

∆U(k)opt. Such vector can be represented as:

∆u(k)opt =

[
Il, 0l, . . . , 0l︸ ︷︷ ︸

(Hu−1)times

]
∆U(k)opt (4.82)

in which Il is the identity matrix of size l× l and 0l is a zero matrix with size

l× l. It must be highlighted also that here ∆u(k)opt can be used here instead of

û(k|k)opt, since we have found a solution which is applied at time k. It might

happen that the solution just found corresponds to a stationary point which is

not the minimum. By taking the derivative of the gradient of ∆∆U(k)V (4.80)

with respect to a ∆U(k) the Hessian of V is obtained:

∂2V

∂∆U(k)2
= 2H(ΘTQΘ+R) (4.83)
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It has been chosen that Q(i) ≥ 0 for every i, and this imples that ΘTQΘ ≥ 0.

Therefore if R > 0, the Hessian is positive definite, which guarantees that the

solution found before is the minimum of V . This applies when R(i) > 0 per

ogni i.

If it is chosen that R = 0 for some (or all) the i, it happens that R ≥ 0, but

not that R > 0. If R = 0, it is necessary that ΘQTQΘ > 0 for the existence of

a minimum and for the existence of H−1.

In the other cases, i.e. when R ≥ 0, it must be checked that ΘTQΘ+R > 0.
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4.4.3 Formulation as minimum square

The optimal solution, as found in eq. (4.81), should not be evaluated by taking

the inverse of H. Matrix Θ and H are rarely well conditioned. Therefore

particular numerical procedures should be used. The easiest way is to define a

minimum square problem. Since Q ≥ 0 and R ≥ 0, we can use matrices SQ e

SR which are the respective ’square roots’:

ST
QSQ = Q ST

RSR = R

Without going into details, ∆U(k)opt is the minimum square solution of

equation:

[
SQ Θ∆U(k)− E(k)

sR∆U(k)

]
= 0 (4.84)

or, equivalently of:

[
SQΘ
sR

]
= U(k) =

[
SQE(k)

0

]
(4.85)

Equations in the form Aθ = b can be solved efficiently using the QR algo-

rithm. If using Matlab, the syntax is: θopt = A\b.

Remembering that:

∆u(k)opt = [Il, 0l, . . . , 0l]H
−1ΘTQE(k) (4.86)

and:

E(k) = T (k)−Ψx(k)−Υu(k − 1) (4.87)

The only part of the solution which changes at every time step is the track-

ing error E(k). Therefore an unconstrained predictive control system can be

represented as in figure (4.12). The block labeled as KMPC is defined by:

KMPC = [Il, 0l, . . . , 0l]H
−1ΘTQ (4.88)

We point out that the ’correct’ way of computing KMPC is (again using

MATLAB notation, including the ’:’ operator to pick out the first l rows of the

solution):

Kfull =

[
SQΘ
SR

]
\

[
SQ

0

]
(4.89)
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Figure 4.12: Structure of unconstrained control

KMPC = Kfull(1 : l, :) (4.90)

It is clear from the figure that the controller is a linear time-invariant system

in this case. So it is possible to compute its frequency response, stability margins

etc. Note that the controller is, in general, dynamic. It is not just ’state

feedback’, except under very special circumstances (refer to previous section).

The matrixKs that can be computed computed by the Model Predictive Control

Toolbox function smpccon is related to KMPC as follows:

Ks = KMPC







I
I
...
I


 ,−Ψ,−Υ


 (4.91)

so that:

∆u(k)opt = Ks



T (k)
x(k)

u(k − 1)


 (4.92)

Constrained Formulation

Here we deal with the case when constraints are present. Inequality constraints

are imposed on the control vector u(k), on its change rate ∆u(k) and on plant

controlled outputs z(k) as:
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∆umin ≤ ∆u(k) ≤ ∆umax

umin ≤ u(k) ≤ umax

zmin ≤ z(k) ≤ zmax

k ∈ [1, 2, . . . , Hp] ; (4.93)

or, taking the whole horizon as 3 vectors:

∆Umin ≤ ∆U ≤ ∆Umax

Umin ≤ U ≤ Umax

Zmin ≤ Z(k) ≤ Zmax

(4.94)

The constraints of Equation (4.94) can always be written as:

E

[
∆U(k)

1

]
≤ 0 (4.95)

F

[
U(k)
1

]
≤ 0 (4.96)

G

[
Z(k)
1

]
≤ 0 (4.97)

Now all the constraints must be expressed as function of ∆U . Suppose that

F has the form:

F = [F1, F2, . . . , FHu
, f ]

where each Fi is of size q ×m and f has size q × 1, so that (4.96) can be

written as:

Hu∑

i=1

Fiû(k + i− 1|k) + f ≤ 0

Since

û(k + i− 1|k) = u(k − 1) +

i−1∑

j=0

∆û(k + j|k)

we can write (4.96) as

Hu∑
j=1

Fj∆û(k|k) +
Hu∑
j=2

Fj∆û(k|k) + . . .+ FHu
∆û(k +Hu − 1|k)

+
Hu∑
j=1

Fju(k − 1|k) + f ≤ 0

Now define Fi =
∑Hu

j=1 Fj and F = [F1, . . . , FHu
]. Then (4.96) can be written

as:
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F∆U ≤ −F1u(k − 1)− f (4.98)

where the right-hand side vector is known at time k. In this way equation

(4.96) has been converted on a linear inequality constraint on ∆U(k).

A similar thing must be done also for eq. (4.97). Using eq. (4.72), (4.97)

can be rewritten as:

G

[
Ψx(k) + Υu(k − 1) + Θ∆U(k)

1

]
≤ 0

Now letting G = [Γ, g] where g is the last column of G, this is the same as:

Γ [Ψx(k) + Υu(k − 1)] + ΓΘ∆U(k) + g ≤ 0

or

Γ [Ψx(k) + Υu(k − 1)] ≤ −ΓΘ∆U(k)− g (4.99)

The last step is to put eq. (4.95) in the form:

W∆U(k) ≤ w (4.100)

Assembling inequalities (4.98),(4.99) and (4.100) yields to:




F
ΓΘ
W


∆U(k) ≤




−Fiu(k − 1)− f
−Γ [Ψx(k) + Υu(k − 1)− g]

w


 (4.101)

The cost function to be minimized is the same stated before, i.e. V (k).

Therefore the optimization problem to solve can be formulated as:

minimize ∆U(k)T (H)∆U(k)− GT∆U(k) (4.102)

subject to the inequality (4.101). Noticing that the problem has the form

min
θ

1

2
θTΨθ + φT θ (4.103)

subject to:

Ωθ ≤ ω (4.104)

which is a standard optimization problem, known as quadratic program-

ming (QP in short) and many standard algorithms are available for solving it
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efficiently. Moreover, since H ≥ 0, the problem is also convex, meaning that

the cost function has only has one minimum. Therefore there is no chance that

a local minimum is mistaken as a global minimum. The choice and the de-

velopment of the solution procedure are not dealt with in this work, since it

would go beyond the purposes of this thesis. The simulation presented in the

last chapter have been implemented with the aid of Matlab’s Model Predictive

Control Toolbox, which represents a very valuable tool for the control system

designer.
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5
Development of a Hardware-in-the-Loop testbed

for FLMs

5.1 Introduction

This chapter deals with the development and the experimental validation of a

Hardware-In-the-Loop (HIL) simulator of flexible-link mechanisms. The core

of the simulator is a highly accurate FEM nonlinear dynamic model of planar

mechanisms. The accuracy of the proposed simulator is proved by comparing

the response of the virtual model with the response of the real mechanism by

using the same real controller. Results are provided by the use of classical con-

trollers real-time capability of the dynamic model is guaranteed by a symbolic

manipulation of the equations that describe the mechanism, in order to avoid

the numerical inversion of the large mass matrix of the system.

5.1.1 Hardware-In-the-Loop systems

Real-Time systems can be used efficiently for the development and the fast

prototyping phased during the development of a control system. Let’s consider

a basic example of this approach, the development of a car engine control unit

(CU). The traditional approach for this kind of product is:

1. Software implementation of the engine’s dynamic model

2. Software implementation of the control system

3. Software simulation of the closed-loop system (engine+CU)
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4. Hardware implementation of the control system

5. Experimental tests using the CU prototype and the engine

For the first two steps a simulation suite can be used (such as Matlab

Simulink), or low-level languages can be used (like C or Fortran) to develop

the simulators for both the plant and the control unit. During this phase,

an unlimited number of tests can be run, experimenting different control sys-

tems and different implementation of the engine simulators. This phase usually

leads to the choice and definition of a proper control system. Just after that,

a physical prototype of the CU must be developed, in order to verify its cor-

rect functionality. The last phase can easily lead to big problems, since it is

necessary to effectively control the real car engine. This kind of experimental

tests are usually expensive both in terms of time and money. At the same

time, some particular testing conditions are hard to replicate, such as extreme

environmental conditions or operation in case of faulty device. Moreover, the

experimental testbed is in many case prone to mechanical failure, especially if

improper control actions are taken. A possible solution to all this problems

is the use of Hardware-In-the-Loop (HIL) systems. The Hardware-In-the-Loop

approach consists of the use of a simulated real-time model of the plant, whose

accuracy and complete I/O replication of the real plant allows to substitution

of the plant with the simulator. In this way, a seamless transition from pure

simulation to full hardware tests can be implemented. In particular, a HIL

simulator is a valuable tool for the tuning of closed-loop control strategies for

this class of mechanisms, since it allows to reduce the safety risks and the time

needed to fine tune the real-time controllers. The experimental tests of control

strategies for vibration reduction in flexible-link mechanisms (FLMs) give rise

to some technical problems. FLMs are quite prone to mechanical failure, which

occurs, for example, if strong torques warp the links as a consequence of an

unsuitable control strategy. This also represents a potential safety risk for the

operator. Replacing a broken link is a time-consuming task, since it is needed

to attach a new strain gauge bridge to the beam, and to calibrate the strain

gauge amplifier. Moreover the small differences often encountered between two

links can reduce the reproducibility of the experiments.

One way to solve the problem can be found in Hardware-In-the-Loop (HIL)

simulation. This technology allows the complete and right interaction of a real

device (the controller) with a simulated one (the FLM).
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Figure 5.1: Experimental tests: traditional approach
8

In this case, the software that implements the dynamics of a flexible-link

mechanism can be executed on a PC-based device and, through an I/O interface,

the interaction with the real control system can be established. By using this

method, many tests to get a suitable tuning of the control device can be done

without involving the real mechanism, thus reducing the risk of mechanical

failure as a result of an improper setup. A HIL simulator is a valuable tool to

give an evaluation of the performance of the control unit under investigation, in

particular it can be used to test its real-time capability. Many modern control

techniques, such the very popular Model Predictive Control, are very demanding

in term of computational power, so their Real-Time implementation can be

very critical when high bandwidth and high complexity processes are involved.

The proposed device can be used also to perform an in-depth analysis of the

robustness of the control system under test. In many application, especially

when model-based control is concerned, it is necessary to evaluate how the

control unit would behave in the presence of mismatches between the modeled

and the real plant. These test can be easily implemented with the aid of a

Hardware-In-the-Loop simulator of the plant, simply by adding some parametric

mismatches, nonlinearities, noise, etc. to the simulation model. Among the

advantages of the use of HIL simulators, lower implementation costs must be

mentioned. Generally, and also in the considered case, the cost of the hardware
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Figure 5.2: Experimental tests: Hardware-In-the-Loop approach

needed to set-up a simulator like the proposed one is one fraction of the cost of

building a real prototype. Moreover, it should be noticed that a careful design

of an HIL test-bench allows to perform a seamless transition from the HIL to

the traditional experimental setup, in the case that the HIL simulator has the

very same physical connection to the control unit.

Other advantages of the HIL approach are:

◦ reproducibility of experiments

◦ the ability to perform tests which would otherwise be impossible, imprac-

tical and unsafe

◦ a shorter time required for experimental testing

◦ testing the effects of component faults

◦ long-term durability testing

Hardware-In-the-Loop technology is experiencing a wide diffusion in many

industrial fields, in the wake of its early but successful introduction in the

aerospace [156] and automotive [157] research areas. More recently many pa-

pers have been written on the subject of HIL simulator for mechatronic systems,

such as [158, 159] on the use of HIL in machine tool design, [160] on the design
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of mobile robots and [161, 162, 163] on the analysis and synthesis of robotic sys-

tems. However, to the authors’ best knowledge, there are no papers available

in literature on the development or the use of Hardware-In-the-Loop simulators

for mechanisms with link flexibility.

One requirement of the dynamic model used for the HIL simulation is the

Real-Time capability, since it is necessary to make it interact with real-world

signals, as the input and outputs of the control system are used in the feedback

loop. This is a challenging problem, since the FLM dynamic model is both non-

linear and high order. It involves large and badly conditioned matrices whose

computation requires a large amount of resources [126]. Moreover, the structure

of the model and its parameters make the dynamic equation ill-conditioned.

The proposed simulation can also be used for Real-Time SIL (Software-

In-the-Loop) simulations [164, 165]. This strategy involves the interaction of

two software devices, that in this case would simulate the mechanism and the

control unit, respectively. This approach, while certainly valid, is less useful

for our purposes than the HIL approach, since our target is to provide a full

validation of the hardware implementation of the control system. In fact, unlike

the SIL, the HIL technology allows to test the control unit as a whole system,

composed by its hardware components (processor, memory ,I/O devices) and

its firmware.

Next section provides a brief explanation of the FLM dynamic model, while

the main characteristics of the test bench are exposed in detail. In Section

3, some details of the Real-Time implementation will be introduced. In the

fourth section, the experimental results are presented. Here the validity of this

approach is investigated by comparing the response of the HIL simulator with

the response of the FLM to the same real controller. Two classical control

strategy are tested: a usual PI controller and an Optimal LQY regulator.

Here two well-known control strategies are applied to the simplest flexible-

link mechanism, namely the 1-link FLM, but the authors’ aim is to address

their future work to extending the capabilities of the proposed simulator to the

4-link FLM already analyzed in [106] and to use such a simulator to test the

capabilities of the Model-Predictive Control proposed in [105, 103].

5.2 Reference mechanism

The mechanism for the HIL simulation is a flexible-link manipulator. The link

is a square-section metal rod actuated by a brushless AC motor. It can swing in
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Table 5.1: Structural and dynamics characteristics of the flexible rod

Symbol Value

Young’s modulus E 230 · 109 [Pa]
Flexural stiffness EJ 191.67 [Nm4]
Beam width a 1 · 10−2 [m]
Beam thickness b 1 · 10−2 [m]
Mass/unit length m 0.7880 [kg/m]
Flexible Link length l 1.5 [m]
Strain sensor position s 0.75 [m]
First Rayleigh damping constant α 4.5 · 10−1 [s−1]
Second Rayleigh damping constant β 4.2 · 10−5 [s−1]

the vertical plane and its rigid configuration depends on the angular position q.

The FLM prototype is depicted in Figure 6.51. The Structural and dynamics

characteristics of the flexible mechanism can be found in Table 6.4.

Evidence of exhaustive experimental tests allows to choose the suitable num-

ber of finite elements needed to describe the mechanism’s dynamics accurately.

The main frequencies of the flexible rod have been inferred by analyzing the

spectrum of the vibration when the rod is excited by tapping its end with a

steel hammer. This experimental data is then compared with the response of

the HIL simulator to the same stimulus. Such conditions can be reproduced by

locking the rotation of the rigid degree of freedom q and providing a sequence

of impulsive forces to the last node of the FLM.

Figure 5.2 shows the results of this comparison. The black line draws the

FFT of the strain-gauge signal, acquired through a Hottinger Baldwin Messtech-

nik KWS 3073 amplifier. The gray line shows the FFT of the corresponding

displacement of the HIL simulator, for the node at the mid-span of the link.

Experimental tests allow to choose the correct number of finite elements and

show that just 4 elements can describe the overall dynamics of the link with good

accuracy, as proved in Fig. 5.2. The HIL simulator can take into account, with

negligible errors, the first three modes of the real mechanism (namely 4.5 Hz,

28 Hz, 81 Hz) and, with lesser but still sufficient precision, the modes at 167

Hz and 274 Hz. It should be pointed out that the modes of high order are less

important for the description of the elasto-dynamics of FLM, since they have a

very fast decay-time. As such, the resulting nodal displacement is a vector of
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Figure 5.3: The mechanisms used for experimental tests

12 elements:

u =
[
u1 u2 u3 . . . u11 u12

]′
(5.1)

The strain measured can be directly linked to the angular displacement u6,

located at the third node, as it can be seen in Fig. 5.5. From this choice of

finite elements, the state vector x that describes the system has 26 components,

and the size of the mass matrix of the whole dynamic system (see Eq. (2.10))

is 26× 26.

The accuracy of the Hardware-In-the-Loop simulator has been increased

including the non-ideal behavior of the real plant. Additive white Gaussian

109

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



5.2. REFERENCE MECHANISM CHAPTER 5. HIL TESTBED FOR FLM

0 100 200 300 400 500
−150

−100

−50

0

50

Frequency (Hz)

|Y
(f)

| [
db

V
]

 

 
HIL simulator
experimental

Figure 5.4: Frequency spectrum of strain signal: comparison between experi-
mental results and HIL simulation

Figure 5.5: Finite-element discretization: nodal displacements

noise have been added to both the simulated strain-gauge signal and to the

simulated signal of the encoder. The contribution on strain-gauge signal is

crucial, since this kind of signal is affected by large amount of noise, due to the

strain-gauge amplifier high gain. Moreover this signal is highly affected by the

noise irradiated by the motor driver power supply. The gain of the simulated

strain gauge amplifier has been set to 200, meaning that an elastic displacement

of 0.01 radians would produce an analog signal with 2 Volts amplitude.

The dynamics of the motor driver and of the actuator have been modeled

as a first order low-pass filter with time constant τm, and the moment of inertia

of the motor Jm has also been included. Such values, which are reported in
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Table 5.2: Dynamic characteristics of the actuator

Symbol Value

Motor time constant τm 3 [ms]
Motor shaft inertia Jm 0.0021 [kg m2]
Coulomb friction coefficient µ 0.1
Driver torque analog command gain Gd 0.4 [Nm]/[V ]

Table 2, have been evaluated experimentally to refine the accuracy of the simu-

lated dynamic model. The two Rayleigh damping coefficients listed in Table 1

have been also determined experimentally, by comparing the decay time of the

vibration of the real mechanism with the one of the HIL simulator.

5.3 HIL implementation

The goal of the Hardware-In-the-Loop simulator is to make the real controller

and the simulated model interact with each other, without any need of change

on the structure and/or the tuning of the controller. As such, the dynamic

model must meet two main requirements: (a) high accuracy (b) real-time (RT)

capability. The accuracy allows to mask the virtual model to the controller and,

undoubtedly, allows to make the experiments consistent. The dynamic model

described above has been investigated by the same authors and its accuracy

has been demonstrated in recent papers by comparing the results of several

experimental tests with the corresponding simulation’s results [47].

The need for the RT capacity arises from the mentioned interaction be-

tween real and simulated signals. This requires the dynamic model running on

the RT target must have a constant updating frequency to allow the correct

synchronization among the signals. These constraints ask for some algebraic

manipulations on the dynamic model.

We briefly recall the matrix formulation for the dynamics of a planar flexible-

link mechanisms (see Chapter II):
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Figure 5.6: The HIL test bench: PXI-based simulator and Real-Time controller

[
f

ST f

]
=

[
−2MG − αM− βK −MṠ −K

ST (−2MG − αM) −STMṠ 0

]


u̇

q̇

u




+

[
M I

STM ST

] [
g

F

] (5.2)

The last equation can be rewritten as:




M MS 0 0

STM STMS 0 0

0 0 I 0

0 0 0 I







ü

q̈

u̇

q̇


 =




M I

STM ST

0 0

0 0



[

g

F

]
+

+




−2MG − αM− βK −MṠ −K 0

ST (−2MG − αM) −STMṠ 0 0

I 0 0 0

0 I 0 0







u̇

q̇

u

q




or, in a more compact form:

M̃(x, t)ẋ = Φ(x,F, t) (5.3)

where:

x = [u̇, q̇,u,q]T
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and

Φ(x,F, t) =




M I

STM ST

0 0

0 0



[

g

F

]
+




−2MG − αM− βK −MṠ −K 0

ST (−2MG − αM) −STMṠ 0 0

I 0 0 0

0 I 0 0


x

M̃(x, t) =




M MS 0 0

STM STMS 0 0

0 0 I 0

0 0 0 I




From Eq.(5.3), it can be seen that the updating equation of the dynamic

system involves a large, non-linear and time-dependent matrix, M̃(x, t), which

needs to be inverted at every iteration.

ẋ = M̃(x, t)−1Φ(x,F, t) (5.4)

It should be point out that, owing to the specific choice of the constraints on

the flexible displacements u, the matrix M̃ is always nonsingular.

To speed up the computation of ẋ and improve the updating time, it is nec-

essary to make explicit the vector ẋ, by computing its components algebraically.

This operation can be done off-line and improves the updating time drastically,

since the computation of Eq.(9) becomes a mere numerical substitution during

the run-time operations. The main drawback of this approach is that a large

amount of memory is required to memorize all the components of the vector.

An optimized C-code routine corresponding to Eq. (5.4) further improves

the real-time (or even faster-than-real-time) capacity.

The RT simulation of the whole system, including sensors, actuators and

drivers runs on a National Instruments PXI device. It integrates a standard

PC-based CPU with a high performance I/O board, so it is well suited for both

control and measurement applications.

In particular, the HIL simulator has been implemented on a 1042Q PXI

chassis with a PXI-8110 controller, a PXI-6259 analog I/O board and a PXI-

6602 counter board, all made by National Instruments R©.

The dynamic equation, originally written in C language, can be easily in-

cluded in a LabVIEW RT project.

In order to evaluate the maximum refresh frequency of the HIL simulator, a

large number of tests has been done. The aim was at evaluation of the maximum

time required for the computation of equation (5.4).
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The results show that the mean time required is T = 0.61831428 ms, eval-

uated with the precision of 4 × 10−8 s. As a consequence, the model’s refresh

frequency for all the experimental tests presented in this paper has been set to

1 kHz. This sampling frequency is sufficient to describe with a good accuracy

all the first seven modes of vibration of the flexible link. The computational

weight of the model could be reduced by using a more efficient programming

technique, for example by using Fortran instead of C code. However, the main

limit to the approach proposed here is the computational burden of the symbolic

computation of the explicit form of eq. (5.4). So far, using Matlab routines on a

standard PC, the author has succeeded only at computing the explicit dynamics

for a single flexible link, since all the attempts on trying to replicate the pro-

cedure for a flexible four-bar linkage have failed, due to the greater complexity

of the equation involved for such mechanisms. However better results might

be obtained in the future in the wake of the use of a more powerful hardware

platform or of a more suitable software.

5.4 Experimental validation of the HIL simula-
tor

A set of experimental tests has been conducted to prove the effectiveness of

the HIL simulator. In particular, the simulator has been validated by using

classical controllers while the comparison between the open-loop responses of

the real and the simulated plant is necessary missing. This depends on the

gravity force that makes unstable the plant. It must be pointed out that, for

each experimental test, the same (real) controller has been used both for the

real mechanism and the simulated one, without any change on its setup. In the

next subsection the simulator is validated by comparing the step response of the

real and the simulated mechanism, when the controller implements a simple PI

regulator. After that, the same comparison is done by using a LQY regulator.

5.4.1 Validation with PI closed-loop position control

In this section, the real controller implements a simple PI regulator with a feed-

forward gravity-compensation action. The block diagram of the control system

is depicted in Fig. (5.7). Figure (5.8) shows the comparison between the angular

position of the real mechanism and the HIL simulator. The reference signal is

a 3 degrees wide step. It can be seen that the two positions are almost equal.
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Figure 5.7: PI position control: control diagram

In Figs. (5.9) and (5.10) the torque commands and the strain gauge signals are

compared, respectively. In Fig. (5.9), the small difference between the real and

the simulated signals is due to the approximation of the link curvature with the

nodal displacement u6. All the figures demonstrate the effectiveness of the HIL

simulator. As such, it can simulate with a good accuracy the behavior of the

real mechanism. A PID control system might have been used as well, but the

choice of a simple PI control has been motivated for its damping properties: a

less damped system is more demanding on the accuracy of the HIL test bench.

5.4.2 Validation with LQ closed-loop position and vibra-
tion control

In this section a further proof of the accuracy of the Hardware-In-the-Loop

simulator is given, by comparing with each other the responses of the real and

the HIL-simulated plant by using a LQ position-vibration controller with an

integral action. A graphic representation of the control’s loop structure is shown

in Fig. (5.11).

Owing to the space constraints of this paper, just a basic overview of this

controller will be given. A complete explanation of this controller can be found

in [128].

The design of such a controller is based on a linear state-space model of

the FML which has been obtained through a classical linearization procedure

of Eq.(5.3). The resulting state-space model can be written as:

{
ẋ(t) = Ax(t) +Bz(t)
y(t) = Cx(t)

(5.5)

where A ∈ R
26 × R

26, B ∈ R
26 × R

1, C ∈ R
2 × R

26 are time-invariant

matrices.
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Figure 5.8: PI position control: experimental validation of the angular position
closed-loop response

In order to provide an integral action to the controller, the state-space model

must be augmented. The tracking error can be defined so that its time derivative

obeys the following differential equation:

ẇ = r(r)− y(t) = r(t)−Cx(t) (5.6)

where r(t) is the desired trajectory that the plant output y(t) should follow.

In this way w(t) is the integral of the tracking error. An augmented state vector

x̂ can be defined such as: x̂ =

[
x

w

]
, then the augmented state equation is:

ˆ̇x(t) =

[
A 0
−C 0

]

︸ ︷︷ ︸
ˆA

x̂+

[
B

0

]

︸ ︷︷ ︸
ˆB

z+

[
0
r

]

︸ ︷︷ ︸
d

(5.7)

while the augmented output equation is:

y = [ C 0 ]
︸ ︷︷ ︸

ˆC

x̂ (5.8)

The LQY controller calculates the optimal control sequence τ(t) which min-

imizes the performance index J , defined as:

116

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



CHAPTER 5. HIL TESTBED FOR FLM 5.4. VALIDATION

0 5 10 15 20
−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

time  [s]

to
rq

ue
  [

N
m

]

 

 

experimental
HIL

Figure 5.9: PI position control: experimental validation of the torque closed-
loop response

J =
1

2

∞∫

0

{
(y− r)

T
Qy (y− r) +wTQww+ zTRz

}
dt (5.9)

The first term inside the integral minimizes the absolute value of the tracking

error of free coordinate q and the elastic displacement, whereas the second takes

into account the absolute value of integral error of q. The last one minimizes the

system input, namely the torque applied to the link. Qy is a diagonal matrix

of weights, while Qw and R are simple scalar values. The value of the control

variable can be found as:

z(t) = −Kxx−Kww +Krr (5.10)

where the optimal value of the gain matrices Kx, Kw, Kr are found through

the solution of the algebraic Riccati equation. The control strategy explained

above can be applied only when a measure of the whole state x is available. In

this application, there are only two measured values, so that a state observer

must be used. Here a standard Kalman asymptotic estimator has been chosen.

An estimation of x(k) and xm(k) (where x(k) is the state of the plant model

and xm(k) is the state of the measurement noise model) can be computed from

the measured output ym(k) through:
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Figure 5.10: PID position control: experimental validation of the strain gauge
signal closed-loop response - detailed view of the transient

[
x̂(k|k)
x̂m(k|k)

]
=

[
x̂(k|k − 1)
x̂m(k|k − 1)

]
+ L(ym(k)− ŷm(k))

[
x̂(k + 1|k)
x̂m(k + 1|k)

]
=

[
Ax̂(k|k) +Bz(k)

Ãx̂m(k|k)

]

ŷm(k) = Cmx̂(k|k − 1)

(5.11)

The gain matrix L is designed by using Kalman filtering techniques, see

[127].

The response of the HIL simulator and of the mechanism when the LQ

position and vibration control is used are reported in Figs. (5.12 – 14) and in

Figs. (5.15 – 17). Two different tunings of the control system have been used

to show how the HIL simulator can respond to different control parameters.

LQ control: experimental validation

The first experimental validation using the LQ optimal control with integral

action is done using the following tuning parameters: Qy =

[
1000 0
0 50

]
and

Qw = 100.

The initial position of the mechanism is 90 deg., and the reference signal is
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Figure 5.11: LQY with integral action position and vibration control: control
diagram

a step that moves form 90 to 94 degrees. The response of the mechanism and

the HIL simulator are compared in Fig. 13. As it can be seen, the responses are

very similar each other. The small discrepancies are the result of the limited

accuracy of the brushless motor torque control. A more accurate comparison

would require to effectively measure the torque produced by the actuator.

The values of the torque computed by the real-time control system are com-

pared in Fig. 14. Again, the accuracy of the HIL simulator is confirmed by the

likeness of the two torque profiles.

The accuracy of the proposed Hardware-In-the-Loop simulator in terms of

vibration response is shown in Fig. 15.

It should be noted that the LQ controller needs the HIL simulator have

a higher level of accuracy comparing to the requirements of the previous PI

control, since it also relies on the elastic displacement for the computation of

the control action.

The second experimental validation is done by setting the following param-

eters: Qy =

[
500 0
0 100

]
and Qw = 50.

As it can be seen from Figs. 5.15,5.16,5.17, the likeness of the two responses

exhibited in the previous test is kept at the same level also after altering the

tuning of the control system. Some discrepancies are visible in figures 5.14

and 5.17, in particular it can be seen that the amplitude of the vibration is

not perfectly reproduced by the HIL simulator. This behavior, that was not

detected using the PID control system (see fig. 5.10), might be due to both some

inevitable mismatches between the model and the actual mechanisms, both to

the less then perfect state estimation, that is reflected trough the controller’s
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Figure 5.12: Optimal control: experimental validation of the angular position
closed-loop response

action to the closed-loop response.
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Figure 5.13: Optimal control: experimental validation of the torque closed-loop
response
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Figure 5.14: Optimal control: experimental validation of the strain gauge signal
closed-loop response - detailed view of transient
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Figure 5.15: Optimal control: experimental validation of the angular position
closed-loop response
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Figure 5.16: Optimal control: experimental validation of the torque closed-loop
response
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Figure 5.17: Optimal control: experimental validation of the strain gauge signal
closed-loop response - detailed view of transient
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6
MPC control: experimental results

Vibration suppression in flexible link manipulator is a recurring problem in most

robotic applications. Solving this problem would allow to increase many times

both the operative speed and the accuracy of manipulators. In this chapter an

innovative controller for flexible-links mechanism based on MPC (Model Pre-

dictive Control) with constraints is proposed. So far this kind of controller has

been employed almost exclusively for controlling slow processes, like chemical

plants, but the authors’ aim is to show that this approach can be successfully

adapted to plants whose dynamical behavior is both nonlinear and fast chang-

ing. Therefore in this chapter such controller will be applied to control both the

position and elastic displacements of different examples of flexible-links mecha-

nisms. The mechanisms under investigation are:

• single-link mechanism with gravity

• four-bar mechanism

• five-bar mechanism

The effectiveness of this control system will be compared to the performance

obtained with other classical control systems, such as PID and linear quadratic

regulators.

6.1 MPC control of a four-bar linkage

In this section a model predictive control with constraints is proposed for vibra-

tion control in a four-link flexible mechanism. The choice of this control strategy
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has been motivated by different factors. First, the prediction ability based on

an internal model can be a very effective advantage in fast-dynamic systems.

Then MPC is well suited to MIMO plants (in this case the mechanical system

will be modeled as a SIMO plant), since the outputs are computed by solving

a minimization problem which can take account of different variables. Another

strong plus of this control strategy is represented by its ability to handle con-

straints on both control and controlled variables. This can be very effective

in real-world control strategies were actuators limitations, such as maximum

torque, or maximum speed of motors cannot be neglected.

The MPC controller has been implemented in software simulation using

Matlab/SimulinkTM. Exhaustive simulations have been made to prove the ac-

curacy, the effectiveness and the robustness of this control approach. An FPGA

implementation of this MPC controller is now being studied, following the re-

sults proposed by Ling in [97]. The control system proposed in this paper will

be employed to control both the position and the vibration in a four-link flex-

ible mechanism laying on the horizontal plane. The crank is actuated by a

torque-controlled electric motor, while the vibration phenomena are measured

in the mid-span of the follower link. This work follows a previous work, [103],

in which the same authors have experimentally tested the effectiveness of this

kind of control system for controlling the position and the vibration in a single-

link flexible mechanism. The robustness of the controller with respect to the

modeling uncertainties is proven by exhaustive simulations, while the effects of

choosing different tuning parameters are also shown investigated. Numerical

results of a comparison between the proposed MPC controller and a classical

PID controller are presented as well.

6.2 Reference mechanism

The mechanism chosen as the basis of the simulations is a four-link mechanism,

made by three steel rods, see fig. 6.2. The fourth link of the mechanism is the

ground link. The section of the rods is square, and their side is 6 mm wide. These

three rods are connected in a closed-loop planar chain employing four revolute

joints. The first and the third link (counting anticlockwise) are connected to the

chassis, which can be considered to be perfectly rigid. The rotational motion

of the first link, which is the shortest one, can be imposed through a torque-

controlled actuator. The whole chain can swing along the horizontal plane, so

the effects of gravity on both the rigid and elastic motion of the mechanism can
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be neglected. The length of the links and the other geometrical dimensions of

the mechanism has been chosen to replicate the actual mechanism prototype.

Figure 6.1: The four-link mechanism used for simulations

The crank, whose length is L1 = 0.3728m, has been modeled, like the cou-

pler, with a single finite-element (Fig. 6.2). For the follower, two finite elements

have been used, since it is the longest one. Increasing the number of finite

elements would certainly improve the overall accuracy of the model, but also

includes some drawbacks, in particular it increases the computational effort re-

quired for the simulation. Each link described with 1 finite-element has 6 elastic

degrees of freedom, whereas the one described by 2 finite-element has 9 degrees

of freedom. After putting together the 3 links on the frame, considering the

constraints fixed by the kinematic couplings and neglecting one of the nodal

displacements in order to make the system solvable (see [1]), the resulting flex-

ible system is described by 12 nodal elastic displacements and one rigid degree

of freedom.

Table 6.1: Kinematic and dynamic characteristics of reference mechanism

symbol value

Young’s modulus E 210× 109 [Pa]
Flexural inertia moment J 11.102× 10−10 [m4]
Beams width a 6× 10−3 [m]
Beams thickness b 6× 10−3 [m]
Mass/unit of length of links m 272× 10−3 [Kg/m]
Crank length L1 0.3728 [m]
Coupler length L2 0.525 [m]
Follower length L3 0.632 [m]
Ground length L4 0.3595 [m]
Rayleigh damping constants α 8.72× 10−2 [s−1]

β 2.1× 10−5 [s]
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Figure 6.2: Elastic displacements in the four-link mechanism

6.3 Linear state-space dynamic model

The dynamic model presented in chapter 2 is strongly nonlinear, due to the

quadratic relation between the nodal accelerations and the velocities of the

free coordinates. Thus it cannot be used as a prediction model for a linear

MPC controller. In order to develop a state-space form linearized version of the

aforementioned dynamic system a linearization procedure has been developed

by Gasparetto in [166]. Here this procedure will be briefly recalled.

From the basics of system theory, a linear time-invariant model expressed in

state-space can be written as:

{
ẋ(t) = Flinx(t) +Glinv(t)
y(t) = Hlinx(t) +Dlinv(t)

(6.1)

where x(t) is the state vector, y(t) is the output vector, v(t) represents the

input vector and Flin, Glin, Hlin and Dlin are time-invariant matrices. Taking

x = [u̇, q̇,u,q]T as the state vector, linearized state-space form of the dynamic

model in (6) can be written as:

Alinẋ = Blin x+ Clinτ (6.2)

Now a steady equilibrium configuration xe where u = ue under the system

input v = ve can be chosen. In the neighborhood of this point holds:
{

x(t) = xe +∆x(t)
v(t) = ve +∆v(t)

(6.3)
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Bringing this relations into (2.80) the following relationship turns out:

Alin(xe)∆ẋ = Blin(xe +∆x)(xe +∆x) + Clin(xe +∆x)(ve +∆x) (6.4)

After some steps that can be found in major detail in [166], Alin and Blin

matrices in (6.2) can be written as:

Alin =




M MS 0 0

STM STMS 0 0

0 0 I 0

0 0 0 I


 (6.5)

Blin =




−2MG − αM− βK 0 −K 0

ST (−2MG − αM− βK) 0 0 0
I 0 0 0

0 I 0 0


 (6.6)

Clin remains unchanged after the linearization process, since it is composed

of only zeros and ones. The standard form of the state-space system can be

easily found from Alin, Blin and Clin:

{
∆ẋ = Flin∆x+Glin∆v

y = Hlinx+Dlinv
(6.7)

where:

Flin = Alin
−1Blin

Glin = Alin
−1Clin

(6.8)

6.3.1 Accuracy of the linearized model

In order to estimate the accuracy of the linearized model, a simple comparison

between the impulsive responses for linear and nonlinear models will be set. A

more detailed investigation on the accuracy of the linear model can be found on

the previous work by Caracciolo et al. [86]. The mechanism will be fed with a

5 Nm torque impulse applied to the crank. The initial configuration has been

arbitrarily chosen as q0 = 0 (but the effectiveness of the linearization model

holds for any configuration of choice). Here a comparison of the two nodal

displacements u2 and u10 is set, but the results extend also to all the other

nodal displacements belonging to the model.

As it can be seen from Figure 6.3 the linearized model shows a very high

level of accuracy as far as the rigid rotation q is concerned. Figure 6.3.b shows

that the error increases as the mechanism moves from the linearization config-

uration, nevertheless it remains very low. After two seconds of simulation the
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Figure 6.3: Crank angular position q. (a) Comparison of the nonlinear and
linearized system impulsive responses. (b) Error in per cent vs. time. (c) Error
in per cent vs. angular motion from the ”equilibrium” configuration

error between the linear and nonlinear dynamic responses is still lower than

0.1%. Notice that the error reaches the threshold of 0.1% when the crank an-

gular position has moved more or less 40 degrees from the original position

(Figure 6.3.c). The response of the two models show more discrepancies if the

nodal elastic displacements ui are considered. In this situation the kinematic

and dynamic nonlinearities affect more heavily the differences between the two

responses.

Figure 6.4 shows the comparison of the nonlinear and linearized system

impulsive responses in terms of the nodal displacement u2. As it can be seen

from Figure 6.4.a the differences are negligible during the transient. Nevertheless

they increase as the mechanism moves from the ”equilibrium” configuration

(Figures 6.4.b and 6.4.d) . In particular the differences on u2 between the

linearized and the nonlinear models are less than the ±20 per cent as long as

the motion from the original position is kept less than 80 degrees (Figure 6.4.c).

A similar behavior can be observed for the all the other displacements. In

particular Figure 6.5 shows a comparison on the nodal displacement u10. Here

the differences between the linearized and the nonlinear models are less than

the ±20 per cent as long as the motion from the original position is kept less

than 40 degrees (Figure 6.5.c). This deterioration may be due to the nonlinear

effects on the sensitivity matrix S(q). From the graph in Figure 6.4.b it can be

seen that the absolute linearization error converges to a zero value: it should be

stated that this error does not affect the closed-loop control system when it is

less than the minimum value that can be measured the acquisition system.
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Figure 6.4: Comparison of the nonlinear and linearized system impulsive re-
sponses for the nodal displacement u2. (a) Transient responses. (b) Steady
state responses. (c) Error in per cent vs. time. (d) Error in per cent vs.
angular motion from the ”equilibrium” configuration.
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Figure 6.5: Nodal displacement u10. (a) Comparison of the nonlinear and lin-
earized system impulsive responses. (b) Absolute error vs. time. (c) Error in
per cent vs. angular motion from the ”equilibrium” configuration.

6.3.2 State observer

The MPC controller that will be presented and discussed in next sections re-

quires for the whole state vector x to be available at each sampling time. Nev-

131

Tesi di dottorato di Paolo Boscariol discussa presso l’Università degli Studi di Udine. 
Soggetta alle licenze creative commons (http://creativecommons.org/choose/). 

Sono comunque fatti salvi i dirittidell’Università degli Studi di Udine di riproduzione per scopi di ricerca e didattici, con citazione della fonte.



6.3. LINEAR MODEL CHAPTER 6. MPC RESULTS

ertheless in practical applications it is impossible to measure all the 12 nodal

displacements (and their time derivatives) belonging to the state vector. Hence

the need of the state observer to obtain an estimate of the full state vector from

a subset of it. Here a standard Kalman asymptotic estimator has been chosen.

An estimation of x(k) and xm(k) (where x(k) is the state of the plant model

and xm(k) is the state of the measurement noise model) can be computed from

the measured output ym(k) trough:

[
x̂(k|k)
x̂m(k|k)

]
=

[
x̂(k|k − 1)
x̂m(k|k − 1)

]
+M(ym(k)− ŷm(k))

[
x̂(k + 1|k)
x̂m(k + 1|k)

]
=

[
Ax̂(k|k) +Buu(k)

Ãx̂m(k|k)

]

ŷm(k) = Cmx̂(k|k − 1)

(6.9)

The gain matrix M is designed using Kalman filtering techniques, see [127].

Figures 6.6-6.9 demonstrate the effectiveness of the proposed observer, by com-

parison of the impulsive responses of the nonlinear system and the observer. An

error on the observer initial state has been assumed, in this way the nonlinear

system and the observer started from different initial conditions. In particular

each component on the observer initial state vector was different from that of

the nonlinear system both in magnitude and in phase: the observer initial con-

dition has been overestimated of 30 per cent, and the sign was changed too.

It can be seen that the observer is able both to reduce in few milliseconds the

initial error and to keep it below the 10 per cent. Therefore the observer can

reproduce with a minimal error the full state vector of the system from the

knowledge of u10 and q.

6.3.3 Results of the Model Predictive Controller

In this section the effectiveness of the developed MPC controlled is tested in a

simulation environment. This controller acts as a MISO (Multiple-Input, Single-

Output) system: the MPC relies on the knowledge of the instantaneous values

of the displacements u10 and crank angular position q. u10 and q are the two

controlled variables, while the torque applied to the crank acts as the control

variable. The tuning of the MPC depends on 5 variables:

1. weight on u10: w10

2. weight on q: wq
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Figure 6.6: Displacement q. (a) Comparison of the nonlinear system and ob-
server impulsive responses. (b) Error in per cent vs. time
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Figure 6.7: Nodal displacement u2. (a) Comparison of the nonlinear system
and observer impulsive responses. (b) Error in per cent vs. time

3. sampling time: Ts

4. prediction horizon: Hp

5. control horizon: Hc

Then constraints on both control and controlled variables should to be taken

into account. Here inequalities constraints have been used:

1. u10min
≤ u10 ≤ u10max
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Figure 6.8: Nodal displacement u10. (a) Comparison of the nonlinear system
and observer impulsive responses. (b) Error in per cent vs. time
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Figure 6.9: Nodal displacement u12. (a) Comparison of the nonlinear system
and observer impulsive responses. (b) Error in per cent vs. time

2. qmin ≤ q ≤ qmax

3. τmin ≤ τ ≤ τmax

The overall behavior of the controller depends on a large set of variables.

While τmin and τmax depends on actuator peak torque, all the others parameters

can be tuned quite freely. As a simple rule of thumb, the inequalities constraints

should be chosen thinking about the desired performance of the closed-loop

system, but always taking care of not setting them too tight, otherwise the

system may behave unexpectedly.
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Values of Ts, Hp and Hc should, in practical applications, be chosen accord-

ing to the available computational resources. Every choice of Ts requires to

solve the optimization problem 1/Ts times every second, and the computational

cost of every evaluation is directly proportional to both Hp and Hc.

Referring to [97], Ling proved that a 1.5 million gates FPGA can handle

values of Ts around 20 ms without using particular optimization strategies and

high-level FPGA programming (the dynamic system size was 2, Ts = 20ms,

Hc = 3, Hp = 10). On the other side, Bleris in [93] proved that using more

specialized hardware and optimization techniques allows to set Ts as low as 1

ms (the size of the dynamic system was 4, Hc = 3, Hp = 10).

The model obtained from linearization (evaluated on the initial configuration

of the mechanism) will be used to develop the MPC linear controller. Then the

MPC will be employed to control the position of the nonlinear mechanism,

keeping as small as possible the deformations during the overall motion. The

tuning of the MPC controller is chosen to be: Ts = 1ms, Hp = 55 and Hc =5.

By using these values very high performances can be obtained both in terms of

the crank angular position tracking and of the vibrations damping. The final

angular position is reached in a very short time (more or less 100 ms), while the

elastic displacements reaches a negligible level after less than 500 ms.
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Figure 6.10: Angular position of the crank q. (a) Response of the MPC control
(b) Error on q

In Figure 6.12 the mechanism is shown at t = 0, in t = 0.120 s and in

t = 1 s, hence respectively before the motion, during the transient, and when

the mechanism is steady at its final configuration. The elastic displacements,
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Figure 6.11: Elastic displacements measured in the local reference frame em-
ploying the MPC control. (a) Elastic displacement u9 (b) Elastic displacement
u10
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Figure 6.12: Mechanism configurations: initial, during the motion, final. Elastic
deformation is displayed with a ×10 gain

calculated using some interpolation functions, are amplified 10 times in order

to make links deformation more evident. As it can be seen in Figure 6.12, the

largest displacements are the located along the crank, while the vibration along

the follower are kept small by the control action.
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6.3.4 Robustness

In order to verify the robustness of the proposed control scheme, exhaustive

tests have been made. A set of simulations have been made employing the same

control system on different perturbed nonlinear model. The purpose of these

perturbation is to mimic the effects of uncertainties in the model. A great deal

of experimental tests have been made with uncertainties of different sign (i.e.

+20%, -20%) on the parameters that have greater influence on the response of

the nonlinear model, such as the value of the length of the first link L1, the linear

mass density m of the links, the elastic modulus E. Moreover, further tests have

been made by altering the accuracy of the torque provided by the closed-loop

control system: in this way the torque fed to the motor differs to both the

optimal torque value computed by the MPC controller and the torque used by

the state observer to estimate the actual state of the plant. This approach to

robustness analysis has been used in other works, such as [167], where different

non-nominal plant are employed to show the capabilities of the proposed control

over a classical one by means of software simulation tests.

In Figure 6.13 the effects of altering the linear mass density m of all the

links belonging to the mechanism are tested. As it can be clearly seen, an

underestimation of the linear mass density by the controller does not bring the

closed loop to an unstable behavior: when the actual mass of the links is 30%

more than the nominal case the response of the system gets more damped. The

same variation in the other direction (−30%) of the m parameter does not lead

to instability, as it just increases the overshoot of the angular position tracking.

In the two perturbed cases the influence on the vibration damping is quite

subtle, especially when the transient is over.

The change to the parameter L1, which represents the length of the first

link, can be harmful to the stability of the closed-loop system, as can be seen in

Figure 6.14. A 30 % overestimation of the parameter L1 has little or no effects

on the response of the system: in this case the evolution of variables q and u10

are the same as the nominal plant’s one. In case of a 20 % underestimation of

L1 (here the actual length of the link is 20 % longer than the same link of the

modeled plant) the closed-loop system is no more stable: the evolution of the

values represented in Figure 6.14 resembles the evolution of an unstable plant.

The closed-loop system retains its performance even in presence of a mis-

match between the actual and the estimated elasticity of the links, which is

represented by the means of the elastic modulus E. In Figure 6.15 it can be
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Figure 6.13: Robustness analysis to the change of linear mass density m. (a)
Angular position q. (b) Elastic displacement u10 measured in the local reference
frame.
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Figure 6.14: Robustness analysis to the change of length of the first link L1 (a)
Angular position q. (b) Elastic displacement u10 measured in the local reference
frame.

seen that altering this value of a ± 30 % factor does not affect the performance

of the control system: this means that the proposed controller is robust to a

change of the vibration modes of the plant.

In Figure 6.16 the effects of a gain error in the estimation of the applied

torque is tested. As can be seen in Figure 6.16 the performance of the closed-loop

system are almost not affected by a ±30 % factor. In case of an overestimation
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Figure 6.15: Robustness analysis to the change of elastic modulus E (a) Angular
position q. (b) Elastic displacement u10 measured in the local reference frame.

of the applied torque (the actuator provides less torque than the desired one)

the response of the system is slower. When the torque is underestimated by the

observer and by the control system, the closed-loop response has more overshoot

but the plant remains stable.
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Figure 6.16: Robustness analysis to the change of applied torque: (a) Angular
position q. (b) Elastic displacement u10 measured in the local reference frame.

In Figure 6.17 the results of three tests are displayed in the same graphs:

the nominal plant is first controlled with the nominal torque, then a + 30 %

gain error is introduced, then also an additive white gaussian noise is added to
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Figure 6.17: Robustness analysis to the change of applied torque and noisy
torque: (a) Angular position q. (b) Elastic displacement u10 measured in the
local reference frame.

the torque. Again, the MPC controller shows its robust behavior: even when

noise is added the response of the system has just a small degradation of the

performances.

6.4 Effects of Hc, Hp and fc on the closed-loop
system

In this section the effects of choosing different values for the tuning parameters

of the MPC controlled are investigated by the means of simulation tests. In

Figure 6.18 the effectiveness of the controller is evaluated for different values

of the sampling frequency of the control system, in order to test the effects of

using a control system with less computational demands. It can be seen that the

performance of the system are less satisfactory for fc=100 Hz. This performance

reduction might be due to the the lesser efficacy of the system observer at lower

frequency, since this has been tuned for a 1 ms refresh time.

In Figure 6.19 the effects of choosing different control horizon is investigated:

it can be seen that this tuning parameter has a limited effect on the response

of the closed-loop system. In particular reducing the control horizon Hp to 5

introduces a small degradation of the performances: the overshoot is slightly

increased and the transient response is a little slower. Hc can be increased up

to the length of the prediction horizon (here Hp = 55) but this choice does not
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Figure 6.18: Response of the control system at with different sampling fre-
quency: 1 Khz and 100 Hz(a) Angular position q. (b) Angular position q: zoom
view (c) Elastic displacement u10 measured in the local reference frame (d)
Elastic displacement u9 measured in the local reference frame.

improve the performances of the controller. In practical situations Hc should

be kept quite small, since a longer control horizon increases the computational

weight of the minimization problem solved by the MPC controller.

Changing the length of the prediction horizon Hp has little or no effects on

the performance of the controller when dealing with a nominal plant, since it

affects mainly the robustness of the closed-loop system. Here some results on

a perturbed plant are presented, just to show that a longer prediction horizon

can be used to increase the robustness of the controller. In Figure 6.20 the

results of a set of experimental test are presented: the original control system

(with Hp=55 and Hc=15) is employed to control a plant with some parametric

mismatches: in the model used for prediction there is a 10 % overestimation of

the length of the first link L1, a 30 % overestimation of the linear mass density of

the links m and of the Young’s modulus E, while the torque actually applied to

the plant is 30 % more than the desired one. It can be seen that this perturbed
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Figure 6.19: Analysis of the effects of different control horizon Hc: (a) Angular
position q. (b) Elastic displacement u10 measured in the local reference frame.

plant is no more stable when the prediction horizon is Hp=55. By increasing

this value (in Figure 6.20 the results are presented for Hp=155 and Hc=255)

stability and good performance can be obtained. It should also be noticed that

increasing the prediction horizon has less effects on the increasing of the overall

computational weight required by the MPC controller than the increasing of the

control horizon Hc.
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Figure 6.20: Analysis of the effects of different prediction horizon Hp on a
perturbed version of the plant: (a) Angular position q. (b) Elastic displacement
u10 measured in the local reference frame.
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6.4.1 Position Control (PID): simulation results

Here a PID control is implemented and tested: the simulation results are used

to compare the proposed MPC controller with a traditional and commonly used

control technique. The target of the tuning of the PID is to move the mechanism

at the same speed that can be obtained with the MPC controller. This is because

the maximum amplitude of the vibration phenomena are directly proportional

to the moving speed of the mechanism.
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Figure 6.21: Comparison of the response of the system with PID and MPC
control. (a) Angular position q. (b) Elastic displacement u10.

As it can be seen in Figure 6.21 PID control has a very subtle effects on vi-

bration damping in a four-link mechanism. Looking at Fig. 6.21 it can be seen

that PID allows the mechanism to follow with high speed and no permanent er-

ror the reference trajectory, but a noticeable overshoot (≈ 35 %) is still present.

This overshoot phenomenon can be eliminated, but at the cost of reducing the

rise time of the system, namely decreasing the overall speed of the mechanism.

A comparison of the effective time required to keep the vibration under certain

tresholds are presented in Table 6.2, but it also can be clearly seen from 6.21.b

that the MPC controller has a superior vibration reduction capability.

Comparison of effective vibration damping

Here a comparison of the damping effects obtained with the PID control, the

MPC controller with fc = 1kHz and the MPC controller with fc = 100Hz is

presented. Considering the time required to keep transverse displacement inside
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Table 6.2: Comparison of vibration damping times and % overshoot

Controller |∆u10| < 1mm |∆u10| < 0.1mm |∆u10| < 0.02mm overshoot %

PID 244 ms 1860 ms 3215 ms 34.74
MPC @ 1 kHz 119 ms 294 ms 480 ms 2.54
MPC @ 100 Hz 140 ms 1530 ms 2645 ms 0.7

a ±1 mm, both MPC behave considerably better than the PID: this requires

a 244 ms to respect this limit, while the two MPC need only 119 ms and 140.

Then, PID takes 1.86 s to reduce vibration below 0.1 mm and 2.65 s to get

under 0.02 mm, while the ”slow” MPC requires respectively 1.53 s and 2.645 s.

The best performances can be obtained with the MPC operating at 1 kHz: 294

ms after the reference step u10 is kept below 0.1 mm and after a mere 480 ms

below 0.02 mm. PID has 34.74 % overshoot, which can be unaxceptable in some

practical situations. The ”fast” MPC has a mere 2.54 % overshoot, meanwhile

the slower MPC has even less overshoot (0.7 %), but it should be pointed out

that the slow MPC controller has also a slightly slower rise time than the MPC

operating at 1 kHz.

Conclusion

A high accuracy FEM-based dynamical model of a four-bar flexible link mech-

anism has been presented in this section. This model has been employed in

software simulation environment to investigate the effectiveness of MPC control

strategy for vibration damping in flexible closed-loop planar mechanisms. In

order to implement the control system, a linearized model of the dynamic sys-

tem has been developed. This linearized state-space model is capable of a high

precision approximation of mechanism dynamic behavior, on both position and

vibration dynamics. A constrained Model Predictive Control (MPC) system has

been employed to control both the angular position and the vibrations of the

mechanism. The optimal performance have been tested on the nominal plant,

meanwhile a robustness analysis has been conducted by the means of exhaustive

tests conducted on different perturbed plants. The performances of this control

systems have been then compared to the ones that can be obtained trough a

standard PID control. MPC control has proved to be very effective both for

reference position tracking and vibration suppression, and has exposed a good

level of robustness to uncertainties on the plant and to mismatches between the

actual and the measured control variable.
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6.5. TRAJECTORY TRACKING AND VIBRATION SUPPRESSION IN A

5-LINK MECHANISM

6.5 Trajectory tracking and vibration suppres-
sion in a 5-link mechanism

In this section the system under investigation is a 5-bar linkage controlled with

an MPC controller. The aim of this study is to make the mechanism move the

end-effector of the mechanism along a predefined trajectory. In particular, ex-

tensive simulation results are presented to show precisely how the main tuning

parameters of the MPC controller (Hp and Hc) influence the trajectory tracking

of the closed-loop system. Also a reference lookahead strategy is implemented,

and the advantages brought by this choice are shown trough simulations. Track-

ing in the joint space is investigated as well.

6.5.1 Reference mechanism

The mechanism under consideration is the two dofs manipulator shown in Figure

6.22, carried out at the Mechatronics Laboratory. It is made up of four steel rods

connected in a closed-loop chain by using five revolute joints. The motion of the

cranks (namely the first and the fourth link counting anti-clockwise) is governed

by two torque-controlled actuators. The ground link can be considered to be

perfectly rigid without affecting the accuracy of the model. The mechanical

characteristics of the mechanism are shown in Table 6.1. As it can be seen,

the links are very thin (their square section is just 6 mm wide) so the whole

mechanism is quite prone to vibration.

Figure 6.22: Five-link manipulator (Mechatronics Lab, University of Udine)
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Figure 6.23: Elastic displacements and angular position in the five-link mecha-
nism

The second and the third link have been modeled with two beam elements,

since they are the longest. Increasing the number of finite elements in each

link will certainly improve the overall accuracy of the model, however this also

increases the computational effort required to execute the simulations. Each

link that has been modeled with a single-beam element has 6 elastic degrees of

freedom, whereas the 2 finite-element link has 9 degrees of freedom. The overall

FEM model is described by 24 nodal displacements, as it can be seen in Figure

6.23. However, in order to make solvable the dynamic system in eq. (2.80), nodal

displacements from u19 to u24 must be forced to zero, see [1]. Therefore, the

overall motion of the mechanism is described by 18 nodal elastic displacements

(u = [u1, u2, . . . , u18]
T ) and two rigid degrees of freedom (q = [q1, q2]

T ).

Table 6.3: Kinematic an dynamic characteristics of the flexible link mechanism

symbol value

Young’s modulus E 200× 109 [Pa]
Flexural inertia moment J 1.08× 10−10 [m4]
Beams width a 6× 10−3 [m]
Beams thickness b 6× 10−3 [m]
Mass/unit of length of links m 0.282 [kg/m]
Length of first link L1 0.3 [m]
Length of second link L2 0.6 [m]
Length of third link L3 0.6 [m]
Length of fourth link L4 0.3 [m]
Ground length L5 0.3 [m]
Rayleigh damping constants α 8.72× 10−2 [s−1]

β 2.1× 10−5 [s]
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6.5. TRAJECTORY TRACKING AND VIBRATION SUPPRESSION IN A

5-LINK MECHANISM

6.5.2 Linearized model

The dynamic model in eq. (2.80) is nonlinear, since matrix Ṡ contains the

values of the velocities q̇ of the free coordinates (i.e. Ṡ = Ṡ(q̇,q)), which

yield a quadratic term q̇2 in the velocities of the free coordinates, see [166].

As such, it cannot be used as a prediction model for linear MPC controllers.

In order to obtain a linear version of the dynamic system, the linearization

procedure developed by Gasparetto in [166] has been followed. From the basics

of system theory, a linear time-invariant model expressed in state-space form

can be written as:

{
ẋ(t) = Flinx(t) +Glinw(t)
y(t) = Hlinx(t)

(6.10)

where x(t) is the state vector, y(t) is the output vector, w(t) represents the

input vector and Flin, Glin and Hlin are time-invariant matrices. The input

w(t) for the system is a vector that includes the torques applied to the first

and the fourth link: w(t) = [τ1, τ2]
T , being τ1 and τ2 the torques provided by

the actuators. The state vector is x(t) = [u̇1, . . . , u̇18, q̇1, q̇2, u1, . . . , u18, q1, q2]
T .

The output vector is y(t) = [u1, u18, q1, q2]
T , since this is the subset of the

state that is available to the control system as measured variables. In practical

applications, u1 and u18 are measured by means of strain gauges, while q1 and

q2 can be measured by using rotary encoders.

Equation (2.80) can be written in the following form:

A(q, q̇, t)ẋ(t) = B(q, q̇, t)x(t) +C(q, q̇, t)w(t) (6.11)

to point out that the matrices involved in eq. (6.11) are time-variant and they

depend also on q and q̇, i.e. the position and the velocity of the degrees of

freedom. Matrices A(q, q̇, t), B(q, q̇, t) and C(q, q̇, t) can be linearized around

an equilibrium point xe, yielding from eq. (6.12) to eq (6.13):

Alinẋ(t) = Blinx(t) + Clinw(t) (6.12)

After some steps that can be found in detail in [166], Alin and Blin in Eq.

(6.12) can be written as:

Alin =




M MS 0 0

STM STMS 0 0

0 0 I 0

0 0 0 I




x=xe

(6.13)
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Blin =




−2MG − αM− βK 0 −K 0

ST (−2MG − αM− βK) 0 0 0

I 0 0 0

0 I 0 0




x=xe

(6.14)

Clin =




I

ST

0

0




x=xe

(6.15)

So equation (2) can be rewritten in terms of Alin, Blin and Clin as:

{
ẋ(t) = A−1

linBlinx(t) +A
−1
linClinw(t)

y(t) = Hlinx(t)
(6.16)

State observer

The algorithm used by the MPC requires the whole state vector x be available

at every iteration of the controller. Since in practical situations it is impossible

to measure all the 18 nodal displacements that belong to the state vector, a

state observer must be used. As already done to produce the results presented

in the previous section, a Kalman asymptotic estimator has been used. An

estimation of x(k) and xm(k) (where x(k) is the state of the plant model and

xm(k) is the state of the measurement noise model) can be computed from the

measured output y(k) through:





[
x̂(k|k)
x̂m(k|k)

]
=

[
x̂(k|k − 1)
x̂m(k|k − 1)

]
+M(y(k)− ŷ(k))

[
x̂(k + 1|k)
x̂m(k + 1|k)

]
=

[
Fx̂(k|k) + Fww(k)

F̃x̂m(k|k)

]

ŷ(k) = Hx̂(k|k − 1)

(6.17)

M, Fw, F̃ have been designed using Kalman filtering techniques. In this

way, the state observer can give an accurate estimation of the full state x from

the knowledge of u1, u18, q1 and q2. This observer presents a very high level of

accuracy: some results that prove its performances are shown in Figures (6.25

- 6.27). The results shown in this graph have been derived by stimulating the

nonlinear plant with the impulsive torques, as shown in Figure 6.24. These

graphs compare the actual nodal displacement and angular positions with their

estimated values.
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Figure 6.24: Torques applied to derive plots in Figures 6.25, 6.26, 6.27

Here the results are shown only for two rigid rotations and one nodal dis-

placement, but the likeness holds also for all the other nodal displacements

belonging to the state vector.
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Figure 6.25: (a) Comparison of actual and estimated angular position, estima-
tion error for q1 (b) absolute error on q1

6.5.3 MPC control: numerical results of trajectory track-
ing in the joints space

In this section the effectiveness of the proposed control strategy for simultane-

ous path following and vibration reduction will be demonstrated and discussed,

by showing the results of several simulations obtained in MATLAB/Simulink

environment. The effectiveness of the MPC controller as a regulator has already
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Figure 6.26: (a) Comparison of actual and estimated angular position, estima-
tion error for q2 (b) absolute error on q2
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Figure 6.27: (a) Comparison of actual and estimated nodal displacement, esti-
mation error for u8 (b) absolute error on u8

been proven in [103], [105], but here the focus moves from regulation problem to

tracking problem. Moreover, it should be pointed out that the problem of posi-

tion control in a multi dofs system is non-trivial, since a lack of synchronization

between the motion of the axis leads to severe worsening to the accuracy. For

this reason, a reference lookahead strategy has been included in the predictive

control, and the effective improvement is shown. Effects of different choices for

some of the tuning parameters of the controller, namely the two horizons Hp

and Hc, are investigated in terms of accuracy of reference tracking and vibration

damping by the means of extensive sets of simulations.

To test the capabilities of the MPC controller for both position control and

vibration damping, some tests have been conducted feeding the controller with

two reference signals for q1 and q2, as they can be seen in Figure 6.30. In
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Figure 6.28: Structure of the MPC controller

Figure 6.29: Closed-loop system

these tests, the mechanism performs two high-speed rotation of the first and

the fourth link: q1 rotates of 45 degrees, while q2 rotates of 30, degrees in 500

ms. As it can be seen in Figure 6.30, the closed-loop system exhibits optimal

performances: the reference tracking is very good and has almost no delay.

The torques provided by the two actuators are displayed in Figure 6.31. In

Figure 6.30, it can be seen that the closed-loop system damps very efficiently

the vibration that arises in the mechanism when the two angular position q1

and q2 have discontinuous velocities and accelerations.

6.5.4 Effects of the reference lookahead and control tuning

The promptness in reference tracking exhibited in Figure 6.30 is heavily influ-

enced by the reference lookahead system used by the MPC controller. As already

stated in Eq. (18), the optimal control sequence is calculated ad every iteration
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Figure 6.30: Closed-loop performances: (a) evolution of angular positions q1 and
q2 (b) angular displacements u1 and u18 for reference tracking in the operational
space

in order to minimize (also) the quadratic norm ‖Z(k)− T (K)‖
2
, which is the

quadratic norm of the tracking error, i.e. of E(k) = Z(k)−T (K), in which Z(k)

and T (k) are the evolution of controlled outputs and the reference from actual

time k to k +Hp.

When reference look-ahead is not implemented, the future reference values

are estimated simply by: r(k+ i) = r(k) ∀i ∈ [1, Hp− 1], so T (k) = r(k), which

is the exact prediction only for constant or step-changing reference signals. The

enhancing in terms of reference tracking obtainable with reference lookahead can

be seen in Figure 6.32: the same test presented in Figure 6.30 is here compared

with the results obtained without reference lookahead. It can be seen that the

adoption of a lookahead strategy reduces the delay of the response. This effects

is even more evident when the change rate of the reference trajectory and the

prediction horizon are increased.

The tuning of the MPC controller is also influenced by the values of the

weights used in the minimization problem (see eq. 17) as the diagonal entries

of matrices Q and R. These weights are:

• wτ1 and wτ2 : weights on the two torques applied to the first and the third

link, respectively

• wδτ1 and wδτ2 : weights on the change rate of the two torques applied to

the first and the third link, respectively

• wu1
, wu18

: weights on the two controlled nodal displacements u1 and u18,
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Figure 6.31: Closed-loop performances: torques τ1 and τ2 applied by the two
actuators

respectively

• wq1 , wq2 : weights on the angular positions q1 and q2, respectively

Then, the behavior of the controller depends also on the length of the two

horizons: the prediction horizon Hp and the control horizon Hc. For all the

tests conducted, the sampling frequency is Ts = 1 ms. The tuning for the test

shown in Figures 6.30,6.31,6.32 is: wτ1 = wτ2 = wδτ1 = wδτ2 = 0.1; wu1
= 3000,

wu18
= 2000, wq1 = 4000, wq2 = 7000, Hp = 10, Hc = 5.

Influence of the control horizon Hc on closed-loop performance

In oder to show how the choice of the control horizon and the prediction hori-

zon affects the closed-loop response, extensive sets of simulations have been

conducted. A few results are displayed in Figures 6.33 and 6.34, in which the

effects of altering only the length of the control horizon are reported. From

Figure 6.33 it can be seen that altering the control horizon has a limited effect

on the reference tracking of the two angular positions q1 and q2: with lower

values of Hc the angular movement appears to be slightly less accurate. The

parameter Hc influences mainly the readiness of the system in terms of vibration

reduction: as can be inferred from Figure 6.34 the choice of higher values of the

control horizon lead to higher vibration peak but with a more fast damping.

This effect can be thought as a higher gain of the controller. Results are shown

with Hc up to 5, since further increase does lead to little or no improvements.
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Figure 6.32: Comparison of reference tracking with and without reference looka-
head (a),(b) angular position q1 (c),(d) angular position q2
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Figure 6.33: Effects of different values of the control horizon Hc (Hp = 10): (a)
angular position q1 of the first link (b) angular position q2 of the fourth link
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Figure 6.34: Effects of different values of the control horizon Hc (Hp = 10): (a)
angular displacement u1 along the first link (b) angular displacement u18 along
the fourth link
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Influence of the prediction horizon Hp on closed-loop performance

In Figures 6.35 and 6.36 the effects of altering the prediction horizon Hp are

shown. From those graphs it can be inferred that Hp influences mainly the

damping performances of the closed-loop system. From Figure 6.35, that vibra-

tion of u1 and u18 require more time to be damped when choosing shorter Hp.

At the same time, the reference tracking of q1 and q2 is more accurate when

Hp is higher. Here the results are shown with Hp up to 20, since it has been

proven that the performance enhancing is very slight when going beyond this

threshold.
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Figure 6.35: Effects of different values of the prediction horizon Hp (Hc = 10):
(a) angular displacement u1 (b) angular displacement u18
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Figure 6.36: Effects of different values of the prediction horizon Hp (Hc = 10):
(a) angular position q1 of the first link (b) angular position q2 of the fourth link
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The previous observations can be summarized by the graphs in Figure 6.37,

which report the results of several simulations obtained by changing the values

of the prediction and control horizons. A large number of tests have been

conducted by performing the same tests whose results are displayed in Figures

10 and 11, but here the prediction horizon ranges from 3 to 20, and the control

horizon ranges from 1 to Hp, since it makes no sense to set Hp > Hc. All

the values of the other parameters of the controller are kept the same as the

previous simulations. For sake of simplicity, two indices have been defined, as

follows:

k1 = ‖∆q(t)‖∞
k2 = ‖∆q(t)‖∞ with t ∈ [0.9s, 1s]

(6.18)

being ∆q(t) the tracking error, i.e. ∆q(t) = ‖qD(t)− q(t)‖, in which

qD(t) = [q1D(t), q2D(t)] and q(t) = [q1(t), q2(t)] are the desired and actual

angular positions of the cranks, respectively. The index k1 describes the infinity

norm of the quadratic error. Namely, it measures the error (evaluated in the

joint space) between the desired and the actual position of the controlled cranks,

while the index k2 is defined as the infinity norm of the tracking error at the

end of the test. Therefore it is closely related to the steady-state error. As it

can be inferred by comparing the two graphs, the value of Hp affects in different

ways the mentioned indices.

In Figure 6.37a it can be seen that the maximum path error can be minimized

by choosing Hp = 14 and Hc > 4 . It can also be noticed that the maximum

tracking error is highly sensitive to the prediction horizon, as long as the ratio

between Hc and Hp is sufficiently high. In Figure 6.37b the value of performance

index k2 is plotted versus Hp and Hc: it can be seen that, in order to reduce

the steady-state error, Hp should be chosen to be around 7. Again, Hc has less

influence than Hp on the performances of the closed-loop system when position

accuracy is the main concern.

6.5.5 Evaluation of robustness

Exhaustive numerical tests have been conduced to test the robustness of the

controller to mismatches between the plant and its model used for prediction and

observation. This approach to robustness evaluation has been employed in other

papers, such as [168, 105]. Simulation results show that the MPC controller can

withstand severe plant-model parametric mismatches. In Figures 6.38 and 6.39

the response of the nominal plant is compared to the response of two different
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Figure 6.37: Effects of different values of Hp and Hc: (a) performance index k1
(b) performance index k2

mismatched plants. In the perturbed plant, some fundamental parameters have

been changed, such as the elastic modulus E and the linear mass density m

of the links. Moreover two uncorrelated noise signals have been added to the

torques. These two noisy disturbance act as severe unmeasured noises, since the

state observer cannot measure them. The three plotted simulation in Figures

(6.38,6.39) refer to: (1) plant with E and m reduced by 20%, uncorrelated

torque noise with PSD = 1 ×10−4; (2) plant with E and m increased by 20%,

uncorrelated torque noises with PSD = 1 ×10−4; (3) nominal plant.
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Figure 6.38: Comparison of the response of the nominal and of two perturbed
plants with added noise: (a) angular position q1 of the first link (b) angular
position q2 of the fourth link
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Figure 6.39: Comparison of the response of the nominal and two perturbed
plants with added noise: (a) angular displacement u1 (b) angular displacement
u18

The MPC controller shows a robust behavior: even when noise is added

the response of the system has just a small degradation of the performances,

nevertheless the stability as been preserved. As it is evident in Figure 6.39,

the increased level of vibration are caused solely by the torque disturbances,

since the reference tracking of q1 and q2 (see Figure 6.38) has an almost unde-

tectable degradation, and the closed-loop system retains its stability. It should

be pointed out that the magnitudes of both the additive noises and the para-

metric mismatches artificially added to the closed-loop system are far beyond

the unavoidable mismatches that arise in typical experimental tests.

6.5.6 Numerical investigation of end-effector trajectory
tracking

In the previous sections the effectiveness of the proposed control strategy has

been proved for tasks defined in the joint space. Nevertheless, the manipulator

tasks are defined, in general, in the operational space. In such a space the control

requirements become much stricter, since small errors in joint position could

cause large errors in the end-effector position, owing to the kinematic structure

of the manipulator. In this section a suitable test-bench will be carried out

to prove the effectiveness of the proposed control approach for a task defined

in the operational space, as well. The end effector (assumed to be fixed to the

joint C) should move from the position C0 (-100mm, 460mm) toward position Cf

(400mm, 460mm) following the straight line which passes between the mentioned
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points (Figure 6.40). The movement must be executed in T = 1 s and the

vibrations as well as the position errors should be kept as small as possible.
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Figure 6.40: Reference trajectory for the end effector in the operational space

The trajectory in the Cartesian space has been planned by using a 3rd degree

polynomial function, whose coefficients have been set by the constraints on the

final and initial positions and the related velocities (forced to zero). Figure 6.41

shows the resultant joints position, velocity and acceleration, obtained trough

the inverse kinematic algorithm. It can be observed that the desired motion

of each controlled joint is wider than 80 degrees. Therefore, the task looks to

be heavy since the movement has to be completed very quickly (T = 1 s). In

Figure 6.42 four surfaces show the sensibility coefficients wij end-effector C of

the ERLS as a function of the rigid coordinate’s values q1 and q2, defined by

the following equation:

Ċ = SC(q)q̇ =

[
w11 w12

w21 w22

]

(q1,q2)

[
q̇1
q̇2

]
(6.19)

The curves in black show the wij values corresponding to the planned tra-

jectory. It can be seen that for the chosen trajectory the sensibility coefficients

vary rather slowly. This behavior helps the effectiveness of the assumed linear
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Figure 6.41: Actual qi and planned qiD trajectories: positions (a), velocities(b)
and acceleration (c)

observer, even if the mechanism moves far away from the linearization configu-

ration.

Figure 6.41 proves the efficiency of suggested control approach, by displaying

the real versus planed trajectories, while Figure 6.43 shows the related u1 and

u18 nodal displacements and proves the MPC effectiveness in keeping small

the manipulator vibration. It can be shown that both position and velocity

trajectories are followed quite accurately, while some discrepancies appear as

far as the acceleration signals are concerned. Figure 6.44 shows the end-effector

tracking error that the manipulator makes while following the trajectory. It can

be shown that the latter is always less than 0.6 mm for T = 1 s. It increases up

to the middle region of the desired trajectory and decreases towards the final
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Figure 6.42: Evolution of sensitivity coefficients for the end effector position
along the planned trajectories: (a) w11 (b) w12 (c) w21 (d) w22

position. This behavior can be easily explained if the controller behavior, which

tends to slow down any velocity change, so as to reduce the vibration amplitude,

is considered. Therefore, the MPC smooths the trajectories and delays the

trajectory tracking. Its action affects the movements of the rigid coordinates

in two different ways, owing to the complex behavior of the mechanism. As

a result, errors on q1 and q2 cause an amplified error on current end-effector

position, following eq. 32:

∆C =

[
w11 w12

w21 w22

]

(q1,q2)

[
∆q1
∆q2

]
(6.20)

The controller effects on vibration minimization become more comprehensi-

ble by looking at Figures 6.44 and 6.45. Figure 6.44 displays the tracking error

when the task is executed in a shorter time. Since, in this case, changes in

velocity and acceleration are greater than in the previous simulation, the MPC

controller delays much more the path following. On the other hand, Figure
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Figure 6.43: Nodal displacements u1 and u18

6.45 shows what happens if the MPC weights on the vibration amplitude are

changed. It can be seen that by augmenting the weights on the deformations,

a clear degrading effect occurs on the end-effector accuracy. Therefore, much

attention must be paid in selecting the MPC weights: the behavior of the overall

mechanism strongly depends on their values and a suitable trade-off between

the requirements on trajectory error and vibration reduction must be found.

Figure 6.46 shows the effects of different choiches on the interpolating func-

tion. It is well known that for a compliant mechanism, discontinuities on the

reference trajectory should be limited to derivatives of the highest order and,

in any case, these should be kept as small as possible. Figure 6.47 seems to

contradict this guideline: increasing the interpolating function order (therefore,

reducing the discontinuities to the highest order derivatives) decreases the con-

troller performances. This behavior might be interpreted by considering that

any increment of the interpolating function order increases the maximum val-

ues of the velocities and acceleration increase as well. Therefore, it requires a

heavier controller action which raises the delay on the path following.
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Figure 6.44: Path following errror of the manipulator end-effector C along the
desired trajectory with different task execution times
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Figure 6.45: Effects on the trajectory error of increments on deformation weights
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Figure 6.46: Effects of the interpolating function on the trajectory error
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Figure 6.47: Velocities (a) and acceleration (b) of q1 and q2 with 3rd, 5th and
7th order interpolation functions

6.5.7 End effector tracking of a closed trajectory

Simulation results: trajectory tracking
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Figure 6.48: (a) Trajectory in the Cartesian space; (b) Trajectory and position
errors of the joints

In this subsection, the effectiveness of the MPC as a suitable controller for

multi-actuated flexible-link manipulators will be proven and discussed by inves-

tigating the behavior of the 5-R mechanism by a different task, which consists

on tracking the circumference with the center in Cc = [0.150m, 0.510m]T and

radius rc = 0.10m: C : X(θc) = Cc + rc
[
cos θc sin θc

]T
, θc ∈ [0, 2π]

The trajectory has been planned as in [169]. This procedure, indeed, allows

for the computation of the optimal trajectory depending on jerk and execution
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time. Figure 6.48.(a) shows the trajectory in the Cartesian space, while Figure

6.48.(b) shows the trajectories of the related joints. The MPC controller has

been tuned with the following values: Hp = 5, Hc = 5,wu1
= wu18

= 2 × 103,

wq1 = wq2 = 4× 104.
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Figure 6.49: (a) Nodal displacements u1, u18; (b) Input torques
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Figure 6.50: (a) Sensibility’s coefficients; (b) Position error

The main simulation results are shown in Figures 3 through 5. In particular,

Figure 6.48.b shows the angular positions of cranks q1 and q2 and their corre-

sponding errors. It should be pointed out that the joint errors are never more

than 1.2 tenths of degree, which proves the considerable performance of the

controller. At the same time, the elastic displacements u1 and u18 are shown in

Figure 6.49.a. By comparing Figure 6.49.a with Figure 6.49.b (where the input

torques are shown); it is possible to evaluate the capabilities of such a controller
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much more clearly. The vibration affecting the nodal displacements is, indeed,

kept very minimal and the main displacements can be attributed largely to the

accelerating torques input; therefore, the MPC controller is able to reduce vibra-

tion as well. As far as the position errors in the Cartesian space are concerned,

the MPC seems to be a little less high-performance (Figure 6.50.b). This can be

imputed to the kinematic structure of the mechanism, as well as to the physio-

logical behavior of the proposed controller. The kinematics of the manipulator,

indeed, amplifies the joint errors as follows: ∆C = SC(q)∆q = [wij ] ∆q, where

SC(q) is the sensibility coefficients’ matrix of the end-effector. It should be

noted that this matrix depends on the current manipulator configuration. As

such, the amplification of the joint errors varies as the manipulator changes

configuration. Figure 6.50.a shows the values of the four elements of SC . By

considering the joint errors of Figure 6.48.b and the coefficients of Figure 6.50.a,

it is possible to infer the error of the end-effector shown in Figure 6.50.b. As

a result, in order to reduce the position error in the Cartesian space, a high-

performance control action must be settled on the joints. This issue is dependent

on the physiological behavior of the controller, which can only handle the end-

effector position through the kinematic structure of the manipulator. Neither

does a position’s feedback exist nor does the MPC controller have an internal

kinematic model of the structure. The kinematic model would enormously com-

plicate the controller and would require a much higher computational effort. A

better solution for MPC control is currently being investigated by the authors.

It will permit forcing the axes to behave in a more synchronized way. Although

the resulting trajectory will be slightly slowed down , the position performance

appears to be very promising.

6.5.8 Conclusions

In this section a predictive control strategy has been proposed as an effective

solution to the problem of simultaneous trajectory tracking and vibration sup-

pression for compliant mechanisms with multiple actuators. The control system

is based on receding horizon strategy, reference lookahead and accurate predic-

tion model. The mechanism chosen to validate trough extensive sets of numer-

ical simulations the effectiveness of the controller is a flexible five-link planar

mechanism. Numerical results are provided to investigate the effects of different

choices for the tuning parameters on vibration damping and reference track-

ing in both the joint space and the operational space. The effects of choosing
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different trajectory planning algorithms for point-to-point motion in the opera-

tional space are investigated as well. Moreover an evaluation of the robustness

of the controller to severe parametric mismatches is provided by the means of

exhaustive simulations. It has been proved that the control system is very ef-

fective in both trajectory tracking and vibration suppression even in high-speed

and extensive movement range task, and it is robust to both parametric mis-

matches between the actual and the modeled plant and to unmeasured input

disturbances.
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6.6 Experimental validation of MPC control

This section presents an experimental validation of the Model Predictive Control

scheme (MPC) for active vibration damping in flexible-link robotic manipulators

(FLM). The design of this controller is based on an accurate dynamic model of

the mechanisms, able to take into account the coupled rigid-flexible dynamics

of the system. Experimental results on a single-link manipulator affected by

gravity force show that the proposed controller achieves a good position tracking

performance and an effective vibration suppression. The evaluation of such

a controller is done experimentally by comparing it with classical controllers

with the performance of a Linear Quadratic (LQ) control with integral action.

Experimental results confirm the far better accuracy of the proposed Model

Predictive Control.

6.6.1 Experimental setup

The plant used to evaluate the effectiveness of the proposed predictive control

strategy is a single-link flexible mechanism. It is made by a long and thin steel

rod, actuated by a brushless motor. No reduction gears are used, so one end

of the link is rigidly coupled to the motor shaft. The flexible link can rotate

on the vertical plane, so the mechanism dynamics is heavily affected by the

gravity force. The structural and dynamic characteristics of the flexible rod

can be found in Table 6.4. Owing to the overall dimensions, the mechanism

has a limited movement range (around ±25 [deg]) from the vertical position.

The motion of the link is governed trough an Indramat DKC-MKD brushless

servo drive system. This drive is used as a torque generator, i.e. the instant

value of the torque applied by the motor can be controlled by using an analog

signal. Such a signal is supplied by a National Instruments PCI-6259 DAQ

board, controlled by a Core 2 Quad PC. The angular position is measured by

a 4000 cpr quadrature encoder is read with a National Instruments PCI-6602

board. The strain gauge signal is measured with the same PCI-6259 board used

to generate the torque reference signal, as it is visible in Figure 6.52. The data

acquisition and the control softwares run over the LabVIEW Real-Time OS.

The dynamic model can be described with a good accuracy it with four finite

elements. This discretization is sufficient to describe accurately the first four

modes of vibration: 23 Hz, 63 Hz, 124 Hz, 206 Hz. Higher order modeds can be

neglected as they have low energy and high damping values.
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Figure 6.51: The flexible-link mechanism used for experimental tests

6.7 State observer

The control strategy explained above can be applied only when a measure of

the whole state x is available. In this application, there are only two measured

values, so a state observer must be used. Here a Kalman asymptotic estimator

has been chosen. An estimation of x(k) and xm(k) (where x(k) is the state of

the plant model and xm(k) is the state of the measurement noise model) can

be computed from the measured output ym(k) as:

[
x̂(k|k)
x̂m(k|k)

]
=

[
x̂(k|k − 1)
x̂m(k|k − 1)

]
+ L(ym(k)− ŷm(k))

[
x̂(k + 1|k)
x̂m(k + 1|k)

]
=

[
Ax̂(k|k) +Bz(k)

Ãx̂m(k|k)

]

ŷm(k) = Cmx̂(k|k − 1)

(6.21)

The gain matrix L has been designed by using Kalman filtering techniques
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Table 6.4: Structral and dynamics characteristics of the flexible rod

Symbol Value

Young’s modulus E 230× 109 [Pa]
Flexural stiffness EJ 191.67 [Nm4]
Beam width a 1× 10−2 [m]
Beam thickness b 1× 10−2 [m]
Mass/unit length m 0.7880 [kg/m]
Flexible Link length l 1.5 [m]
Strain sensor position s 0.75 [m]
First Rayleigh damping constant α 4.5× 10−1 [s−1]
Second Rayleigh damping constant β 4.2× 10−5 [s−1]

(see [127]).

The design of both the estimator and the prediction model is based on a

linear state-space model of the FLM which has been obtained by applying the

linearization procedure developed in [166] to Eq. (6). The resulting state-space

model can be rewritten as:

{
ẋ(t) = Ax(t) +Bz(t)
y(t) = Cx(t)

(6.22)

where A ∈ R
26 × R

26, B ∈ R
26 × R

1, C ∈ R
2 × R

26 are time-invariant ma-

trices. The state vector x includes all the nodal displacements and the angular

position q, as well as their time derivatives:

x(t) = [u1, u2, . . . , u13, q, u̇1, u̇2, . . . , u̇13, q̇]
T

The output vector of the LTI system consists of two elements: y(t) = [u6, q]
T ,

being u6 the rotational displacement at the midspan of the link. The input

vector z(t) includes the torque applied to the link as single element.

A comparison of measured and estimated values of the link curvature is re-

ported in Figure 6.54. As it can be seen, the value of the elastic displacement

can be evaluated with a good accuracy. It must be pointed out that the state

observer has the availability of only the quadrature encoder signal and the nom-

inal torque applied to the rod. In this way, the robustness of the closed-loop

system can be improved, since the measure of the strain gauge signal is heavily

affected by noise. Moreover, the reduced number of sensor make this control

strategy suitable to most robotic manipulators for industrial use, since sensors
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Figure 6.52: Experimental setup

Figure 6.53: MPC control: block diagram

such as accelerometers and strain gauge bridges are usually unavailable on these

systems.

6.8 Experimental results: MPC control

The proof of the accuracy of the controller is given in this section. The position

regulation and the vibration damping are evaluated from the results of two

different experimental tests. In the first test, indicated as ”Test 1” in Table 6.5

and in Figures 6.55(a-c), the reference angular position signal is an ideal step

that decreases form +15 [deg] to −15 [deg]. As it can be seen in figure 6.55(a)

the 30-degrees movement is performed in 2 seconds, with a very small overshoot
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Figure 6.54: State observer; (a) measured and estimated strain gauge signals
(b) estimation error
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and without any steady state error. As it is clear form Figure 6.55(c), the value

of the torque command is kept inside the allowable range of the actuator. The

closed-loop system shows a good damping, since the vibration is kept below the

minimum detectable amplitude within 3 seconds from the transient. Vibration

damping can be improved at the cost of a scarce degradation of the accuracy on

the angular position accuracy. In ”Test 2” the weight on the angular position,

Q(1, 1), is reduced by 33 %, while the weight on vibration amplitude, Q(2, 2) is

increased by 33 %, with respect to ”Test 1”. At the same time, the prediction

horizon is changed from 400 to 500. The increasing of Hp leads to a more

damped response, and can improve the robustness of the system, as highlighted

in [106]. Moreover, the vibration damping can be enhanced by increasing the

weight on u and reducing the weight on q. As it is evident form figure 6.55(d),

the tracking of the angular position is less fast, but the overshoot is reduced.

Vibration damping is slightly improved from Test 1, as it can be seen in figure

6.55(e). In the Test 2 the range of the position reference is reduced to 20 degrees

to show how the performance of the MPC controller is not affected by the width

of the reference step signal.

In all the tests, the angular position is evaluated by the quadrature en-

coder mounted on the motor shaft, while the strain signal is measured using a

Hottinger Baldwin Messtechnik KWS 3073 strain gauge signal amplifier, as in

Figure 6.52.

Table 6.5: MPC tuning parameters

q0 [deg] qf [deg] Hp Hc Q(1, 1) Q(2, 2) R

Test 1 15 -15 400 10 300 3000 1
Test 2 -10 10 500 10 200 4000 1
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Figure 6.55: MPC control: closed-loop response to a step position reference.
Test 1 (a,b,c) and Test 2 (d,e,f)
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6.9. EXPERIMENTAL RESULTS: COMPARISON BETWEEN MPC AND

LQ PERFORMANCE

6.9 Experimental results: comparison between
MPC and LQ performance

In this section the performance of the proposed MPC controlled are evaluated

by comparing them with those of a Liner Quadratic controller with an integral

action. All the tests have been conducted by providing the angular position

reference signal with ideal steps of different amplitudes.

Figure 6.56: LQ control with integral action: block diagram

Here just a brief overview of the Linear Quadratic (LQ) control strategy for

flexible link mechanism is given. Such a controller is used to set up a com-

parison between the MPC controller and a classic control system based on the

same model and the same controlled variables. In this way the features of the

predictive control strategy can be clearly highlighted.

A graphic representation of the control’s loop structure is reported in Figure

6.56. Owing to the space constraints of this paper, just a basic overview of this

controller will be given (for more details see [128]).

In order to add an integral action into the LQ controller, the state-space

model must be augmented. The tracking error can be defined so that its time

derivative obeys to the following differential equation:

ẇ(t) = r(r)− y(t) = r(t)−Cx(t) (6.23)

where r(t) is the desired trajectory that the plant output y(t) should follow.

In this way, w(t) is the integral of the tracking error. An augmented state vector

x̂ can be defined such as: x̂ =

[
x

w

]
, then the augmented state equation is:
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ˆ̇x(t) =

[
A 0
−C 0

]

︸ ︷︷ ︸
ˆA

x̂+

[
B

0

]

︸ ︷︷ ︸
ˆB

z+

[
0
r

]

︸ ︷︷ ︸
d

(6.24)

while the augmented output equation is:

y = [ C 0 ]
︸ ︷︷ ︸

ˆC

x̂ (6.25)

The LQ tracking controller calculates the optimal control sequence z(t)

which minimizes the performance index J defined as:

J =
1

2

∞∫

0

{
(y− r)

T
Qy (y− r) +wTQww+ zTRz

}
dt (6.26)

The first term inside the integral minimizes the absolute value of the tracking

error and the elastic displacement. Whereas, the second term takes into account

the absolute value of integral error of q. The last one minimizes the system input:

in this case the torque applied to the link.

In this case Qy is a diagonal matrix of weights, while Qw and R are scalar

values. The control action obeys to:

z(t) = −Kxx−Kww +Krr (6.27)

where the optimal value of the gain matrices Kx, Kw, Kr are found trough

the solution of a suitable Riccati equation.

Here, a comparison of the closed loop performance by using the LQ and the

MPC controller is set. The two control systems are tuned to obtain the same rise

time. As it can be seen from figure 6.57(a), the LQ control has a poor accuracy

on the position tracking: the overshoot is 1.3 degrees wide and the settling time

is more or less 3 seconds long. The improved angular tracking error of MPC is

highlighted by the much smaller settling time (less than 1 second) and by the

negligible overshoot, as it can be seen in figure 6.57(b).

As far as the vibration damping is concerned, the MPC again performs bet-

ter: the elastic displacement is kept below the minimum detectable amplitude

range ±70 [mV] after less than 2 seconds from the change in reference, while

the same occurs for the LQ controller after more than 5 seconds. The compar-

ison between the two controllers is limited to a 5-degree-wide step, since the

LQ controller cannot preserve satisfactory performance over this reference step
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Figure 6.57: LQ vs MPC: (a) comparison of angular position tracking (b) com-
parison of strain gauge signal

without a strong slowing down of the closed-loop response of the system. The

strain signal is very noisy. Figure 6.57(b) shows how the strain signal if affected

by a periodic disturbance which occurs every 1.2 seconds. This disturbance is

due mainly to the noise irradiated from the motor power supply and by the mo-

tor driver. It must be pointed out that this large amount of disturbance does

not affect the performance of neither the LQ nor the MPC controller, since the

state estimator used in both cases does not rely on this measurement.

6.10 Conclusion

AnMPC controller for the simultaneous position and vibration control of flexible-

link mechanisms has been implemented and tested on a real single-link mecha-

nism. It has been proved that the proposed control strategy can be very effec-

tive, and it outperforms classical control strategies, such as the Linear Quadratic

(LQ) optimal control investigated here, both in terms of tracking of angular po-
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sition tracking and vibration damping.

The state estimator used for all the experimental tests has been shown to

be capable of providing an accurate estimation of the plant dynamics with a

very limited set of sensors. Such an estimator needs the measure of the angular

position only and the torque applied by the brushless motor. For this reason, the

proposed controller can be easily adapted to most of the industrial manipulators,

which usually do not have sensors for measuring the elastic displacement of the

links.
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Conclusion

In this thesis, the subject of control of flexible links robots has been treated

and solutions for some of the problems related to it have been presented and

evaluated. The problem of dynamic modeling and simulation have been ap-

proached using a highly accurate nonlinear dynamic model based on Finite Ele-

ment Model (FEM) and and Equivalent Rigid Link System (ERLS). It has been

verified that such model can produce accurate results even if a small number

of elements is used. Such results are used as the basis for the development of a

Real-Time simulator of flexible-link mechanisms, which constitutes the core of

an Hardware-In-the-Loop testbench for single-link mechanisms affected by grav-

ity. The experimental validation of the proposed HIL simulator is performed by

comparing the response of the real and of the simulated system using the same

real-time controller. The comparison shows a good agreement of results.

The problem of feedback control of flexible-link mechanisms is dealt trough

the use of predictive control technique. In particular, two different strategies

of Model Predictive Control (MPC) are used to simultaneously control the po-

sition and the deflection of fast flexible link mechanisms. Both an constrained

and an unconstrained formulation are investigated. Results are provided for a

single-link mechanisms, for a four bar linkage and a five-bar mechanisms. The

capability MPC to produce a forecast on the plant dynamics can provide, as

shown trough extensive numerical and experimental tests, results which outper-

forms classical control strategies (PID) and model-based control, such as linear

quadratic optimal control.

Moreover, the problem of choosing the most suitable trajectory planning
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algorithm and the best values for the control tuning parameters has been in-

vestigated trough several numerical trials. Such problem has been formulated

as and end-effector tracking system with vibration damping. A five-bar mecha-

nisms has been chosen as the testbench for this application. Results indicated

that generally, higher values of the prediction horizon lead to an improved vibra-

tion damping and to a slower response of the control system. High bandwidth

can be restored by the use of small control horizon, therefore by ’concentrating’

the control action in a limited lapse of time. The choice of the weights for the

cost function on which MPC is based, can be operated as in the linear quadratic

control framework, at least as long as the weighting matrices are kept constant

along the prediction and control horizons.

Also experimental results have been produced to show the superior capabili-

ties of MPC to perform high-speed movements with limited vibration trough the

comparison with traditional control strategies, such as PID and optimal linear

quadratic control.

Future development of this work could include an analysis of the stabil-

ity properties of the proposed control systems. Such task however appears

to be quite complex, given the nonlinear characteristics of flexible-link mecha-

nisms. The development of new predictive control strategies especially tailored

for flexible-link mechanisms is possible as well, and this research could lead to

improve even the very good results shown in this work. The design of the control

systems used for this work has been based on linearized models, but a nonlinear

model can be used as well, therefore leading to a Nonlinear Model Predictive

Control (NMPC) formulation. However, such task is made quite complex by

the difficulty of solving nonlinear optimization control problems with complex

plant dynamics, as in the case of flexible-link mechanisms. In this cases the con-

vergence of the optimization procedure is not guaranteed, given the non convex

nature of the problem, especially if real-time capability is required.
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A
Appendix: Finite Elements for the analysis of

elastic beams

A.1 Finite Elements for the analysis of elastic
beams

In this section a discretization based on Finite Elements will be applied to elas-

tic beams. The discretized beam will be used as the main building block for

representing both the static and the dynamic behavior of flexible-link mecha-

nisms. Finite Element has been chosen as an effective way to bring into finite

dimension an otherwise infinite-dimension problem, such as the dynamics of an

elastic element. The theoretical results on the theory of elasticity is based on

the Ritz analysis. An excellent reference can be found in the book [170].

A.1.1 The beam element

A beam can be defined as a straight element, delimited by two nodes (placed at

the two ends), at which the beam element exchanges forces with the surround-

ings. The beam element is usually associated with a local reference frame (x, y),

in which x is the longitudinal axis and y is normal to x. The behavior of the

beam element can be thought as the superposition of three basic elements:

• truss element

• beam element

• torsion bar
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APPENDIX A. APPENDIX: FINITE ELEMENTS FOR THE ANALYSIS

OF ELASTIC BEAMS

The behavior as torsion bar will not be analyzed here, since the dynamic

model that will be introduced in the next section neglects this kind of solic-

itation. Therefore, from here to all the rest of this work, it will be intended

that all the torques acting on the mechanisms will have an axis of application

perpendicular to the plane in which the flexible-link mechanism moves.

Truss element

The behavior of a beam subject to only longitudinal forces can be effectively

described as a truss element element. In particular, our aim is to describe the

elastic displacement of the two endpoint of the beam along the x axis. Let us

consider a single beam, and fix one of its endpoints (the ’left’ one, for example).

If a force with magnitude F is applied along the positive direction of the x axis

(as in figure A.1.1), the elastic displacement along the element, ux(x), can be

calculated as:

ux(x) =
F

EA
x

in which F is the static force, A the area of the section of the beam, E the

elastic constant of the material which constitutes the beam.

Figure A.1: Truss element

More generally, the finite element method is based on the definition of some

specific functions ux(x) in the form:

ux(x) =
∑

fi(x)αi (A.1)

Therefore the elastic displacement is represented by a linear combination

of some functions fi(x) weighted by the coefficients αi. The functions fi(x)

are called Ritz functions and the coefficients αi are called Ritz coefficients.

The number of Ritz coefficients and function is always equal to the number of
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degrees of freedom off the beam element. Referring to the previous example, the

interpolating function is simply x, weighted by an unitary coefficient. The more

general formulation which includes the forces acting longitudinally on both the

ends of the rod is presented in the following.

Interpolating function for the truss element

Given a longitudinal element whose length is L, a linear solution can be chosen

as:

ux(x) = α0 + α1x (A.2)

The coefficients α0 and α1 can be calculated in order to impose that the

Ritz solution for the two nodes equals the elastic displacements u1 and u2 at

the two nodes. In this way it will be obtained that:

u1 = ux(0) = α0

and

u2 = ux(L) = α0 + α1L

The resulting system of equation is:

[
α0

α1

]
=

[
1 0

−1/L
1/L

] [
u1

u2

]
(A.3)

Rewriting it as:

ux(x) =
[
1 x

] [ α0

α1

]

and using A.3, one obtains:

ux(x) = (1− x/L)u1 + (x/L)u2 (A.4)

This result represents a Ritz function, which can be used to evaluate the

elastic displacement for a generic point belonging to the a beam, on which

a constant force acts along its longitudinal direction. The two interpolating

functions:

h1(x) = 1− x/L h2(x) = x/L (A.5)

should be used as explained here: h1(x) represents the elastic displacement

inside the beam when u1 is unitary and u2 equals zero. The elastic displacement

in the symmetric situation (u1 = 0 and u2 = 0) is measured by h2(x), instead.
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Figure A.2: Elastic displacement for a truss element with a fixed end

A.1.2 Stiffness matrix

Let us consider the same beam elements on which the two longitudinal static

forces F1 and F2 are acting on both the nodes. The elastic displacement ǫxx =

dux/dx = (−1/L)u1 + (1/L)u2 will be constant, since a linear description has

been chosen for the interpolating function. The virtual displacement is therefore:

δux(x) = (1− x/L)δu1 + (x/L)δu2

while the virtual deformation is:

δǫxx = dδux/dx = (−1/L)δu1 + (1/L)δu2

By applying the virtual works principle to this situation, one obtains:

∫

L

dδux(x)

dx

dux(x)

dx
EAdx = F1δux(0) + F2δux(L) (A.6)

Introducing the deformation, the virtual deformation and the virtual dis-

placements of the point of application of the force, we obtain, given the choice

of interpolating functions made before:

∫

L

[(−1/L)δu1 +(1/L)δu2][(−1/L)u1 +(1/L)u2]EAdx = F1δu1 +F2δu2 (A.7)

Chosing δu1 6= 0 and δu2 = 0 yields:
∫

L

(−1/L)[(−1/L)u1 + (1/L)u2]EAdx = F1

Chosing δu1 = 0 and δu2 6= 0 brings:
∫

L

(1/L)[(−1/L)u1 + (1/L)u2]EAdx = F2
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After the evaluation of the integrals in the two equations above, one obtains

the linear system:

[
EA/L −EA/L
−EA/L EA/L

] [
u1

u2

]
=

[
F1

F2

]
(A.8)

The resulting matrix is the stiffness matrix of the element, usually denoted

by the K symbol. It allows to evaluate the displacements of the nodes of the

beam element as a function of the forces acting on the two nodes. In fact,

equation A.8 can be rewritten as:

Ku = F (A.9)

or, inverting K:

u = K−1F (A.10)

with u = [u1, u2]
′ and F = [F1, F2]

′ as the vector of elastic displacements

and external forces, respectively. The evaluation of the displacements for all

the points belonging to the beam requires to use the matrix of interpolating

functions H(x). The equation to use is:

ux(x) = H(x)u (A.11)

with H including the interpolating function defined in A.5:

H(x) = [h1(x), h2(x)] (A.12)

A.1.3 Equivalent nodal loads

Some situations requires to analyze the effects of a generic force whose distribu-

tion is not limited to the two nodes. Since we want to keep the ’compatibility’

to the kind of formulation provided in equation A.9, a vector of equivalent nodal

forces will be used to represent the equivalent effects of distributed loads. In

order to do this, we consider the equation of virtual works:

∫

L

δǫxxǫxxEAdx =

∫

L

δuxfxdx+
∑

i

Fixδuix (A.13)

The work of the distributed force can be calculated using the interpolating

functions. This brings to:
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∫

L

δux(x)fx(x) =

∫

L

δuTHT fx(x)dx (A.14)

The vector P of equivalent nodal loads can be defined as:

P =

∫

L

HT (x)fx(x)dx (A.15)

The use of P allows us to rewrite equation A.13 as:

δuTKu = δuTP+ δuTF (A.16)

so the resulting equilibrium of forces is:

Ku = P+ F (A.17)

From the equations derived before, it can be seen how a distributed load fx

can be ’transformed’ into an equivalent concentrated vector of loads P, whose

value should be added to the vector of nodal forces F. The equivalence between

P and fx is established in order to conserve the produced work. In the simple

case of a struct-and-tie element subject to a constant solicitation fx(x) = c

acting on the whole element along the longitudinal direction, vector P can be

evaluated through the equation:

P =

∫

L

[
1− x/L
x/L

]
cdx =

[
cL/2
cL/2

]
(A.18)

Figure A.3: Equivalent nodal load for a 2 d.o.f. truss element
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Mass matrix

Here, in order to completely define the truss element, we define its mass ma-

trix. Let’s consider a beam element constituted by an isotropic material whose

volumetric mass density is ρ. Therefore the mass per unit of length of the beam

element is m = ρA, being A the area of its section. Taking the second derivative

of the displacement ux(x) = H(x)u one obtains:

üx(x) = H(x)ü (A.19)

We can consider the inertial forces −müx(x) distributed along the beam

element as a function of the nodal accelerations ü:

finertia = −mH(x)ü (A.20)

and evaluate the corresponding equivalent nodal loads:

Pinertia = −

∫

L

HT (x)H(x)ümdx (A.21)

Since Pinertia = −Mü, we can obtain a relation that can be used to express

the mass matrix M:

M =

∫

L

HT (x)H(x)mdx (A.22)

which becomes, for the struct and tenon element:

M =

∫

L

[
1− x/L
x/L

] [
1− x/L x/L

]
mdx =

[
mL/3 mL/6
mL/6 mL/3

]
(A.23)

A.1.4 The beam element

As explained before, an accurate description of elastic beams requires to take

into account also the flexural behavior of the rods. In particular here the aim is

to find a formulation able to describe the effects of moments acting on the beam,

and also of forces not acting along the longitudinal direction of the element.

According to the procedure used before, here we investigate the stiffness

matrix, the mass matrix, the vector of equivalent nodal loads and the interpo-

lation functions. In particular, here we start from the definition of the matrix

of interpolating functions H. Now we are considering a 4 degrees of freedom

(d.o.f.) element, which are: lateral displacements on the two nodes, and angular
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Figure A.4: 4 d.o.f. beam element

displacements at the same nodes. Since there are 4 d.o.f., the deformation of

the beam element can be defined as a third degree polynomial function:

u(x) = α0 + α1x+ α2x
2 + α3x

3 (A.24)

Similarly to the procedure adopted for the struct-and-tenon we can express

the relation between the Ritz coefficients and the degrees of freedom of the

beam, yielding to this matrix relation:




1 0 0 0
0 1 0 0
1 L L2 L3

0 1 2L 3L2







α0

α1

α2

α3


 =




u1

u2

u3

u4


 (A.25)

The inverse relation between the ui and the αi is:




α0

α1

α2

α3


 =




1 0 0 0
0 1 0 0

−3/L2 −2/L 3/L2 −1/L
2/L3 1/L2 −2/L3 1/L2







u1

u2

u3

u4


 (A.26)

Using equation (A.24) together with (A.26):

u(x) =
[
1 x x2 x3

]



1 0 0 0
0 1 0 0

−3/L2 −2/L 3/L2 −1/L
2/L3 1/L2 −2/L3 1/L2







u1

u2

u3

u4




(A.27)

Therefore the relation between the lateral displacement and the nodal dis-

placement is:

u(x) = h1(x)u1 + h2(x)u2 + h3(x)u3 + h4(x)u4 (A.28)

with the four interpolating functions:
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h1(x) = 1− 3(x/L)2 + 2(x/L)3

h2(x) = x− 2x2/L+ x3/L2

h3(x) = 3(x/L)2 − 2(x/L)3

h4(x) = −x
2/L+ x3/L2

(A.29)

The interpolating functions are plotted in figure A.5. The first interpolating

function allows to evaluate the deformation of the beam element when the lateral

displacement at the left node is unitary and all the other three displacements

equals zero. The same applies symmetrically for h2(x). h3(x) and h4(x) allows

to evaluate the deformation when the tangent of the angle of rotation of the first

and second node is unitary, respectively, and all the other nodal displacements

are equal to zero.

Figure A.5: Interpolating function for the 4 d.o.f. beam element

Stiffness matrix

Again, the stiffness matrix can be evaluated starting from the matrix of inter-

polating function H(x) = [h1(h), h2(x), h3(x), h4(x)] and its second derivative

of the longitudinal coordinate x. We indicate such derivative as H′′(x). By

defining the vector of the generalized nodal loads:

FT = [f1,m2, f3,m4]
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we can express the equation of virtual works as:
∫

L

δuTH′′TH′′uEJdx = δuTF (A.30)

in which, taking each time only one nonzero element of δuT , one obtains the

equilibrium equation:
∫

L

H′′TH′′EJdx)u = F

therefore the stiffness matrix for the 4 d.o.f. element is:

K =

∫

L

H′′T (x)H′′(x)EJdx (A.31)

Calculating each element of such matrix yields:

K =
EJ

L3




12 6L −12 6L
6L 4L2 −6L 2L2

−12 −6L 12 −6L
6L 2L2 −6L 4L2


 (A.32)

Equivalent loads vector and mass matrix

The vector of equivalent nodal loads, useful when distributed loads are present,

can be in the general situation calculated from the definition:

P =

∫

L

HT (x)f(x)dx (A.33)

which takes different forms according to the particular configuration taken

into consideration. When a transversal distributed load f(x) = c is present,

equation (A.33) takes the form:

P =

∫

L




h1(x)
h2(x)
h3(x)
h4(x)


 f(x)dx =




cL/2
cL2/12
cL/2
cL2/12


 (A.34)

Following the same procedure already used for the struct-and-tenon element,

the following mass matrix M can be evaluated:

M =

∫

L

HT (x)H(x)mdx =
mL

420




156 22L 54 −13L
22L 4L2 13L −3L2

54 13L 156 −22L
−13L −3L2 −22L 4L2


 (A.35)
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A.1.5 Artbitrary Orientation

The matrices M, K and P as expressed in the previous paragraphs can only

describe the behavior of a beam placed with an axis along the x-axis. In order to

take into consideration an arbitrary orientation, both the nodal displacements

and the forces acting on the beam element must be referred to a reference system

external to the beam. Therefore, from here to the end of the entire work, we

will refer to a local reference frame or to a global reference frame. The first is

referred to the single beam taken into consideration, while the latter refers to

an arbitrary reference frame which is external to the flexible element.

Let’s take into consideration a 4 d.o.f. element, as displayed in figure (A.6):

Figure A.6: D.o.f. in the local reference frame

Let’s consider also two reference systems, the local system L, whose orienta-

tion is fixed to the beam, and a global reference frame G, which forms an angle

γ with L. γ is measured in anti-clockwise direction from the axis xG to the axis

xL, as it can be seen in figure (A.7). The relation between the force Fi and the

displacements ui in the local reference frame L is expressed trough the stiffness

matrix KL:

KLuL =




EA/L 0 −EA/L 0
0 0 0 0

−EA/L 0 EA/L 0
0 0 0 0







u1

u2

u3

u4




L

=




F1

F2

F3

F4




L

In order to express the rotation of the vectors of forces and displacement in

the global reference frame G, the following relation can be used:

uG = TGLuL =




cos γ − sin γ 0 0
sin γ cos γ 0 0
0 0 cos γ − sin γ
0 0 sin γ cos γ




The rotation matrix TGL allows to ’move’ from the local to the global refer-

ence frame. Therefore it can be called: ’local-to-global’ rotation matrix. Such
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matrix expresses the rotation of a rigid body around the z axis. More reference

on rotation matrix can be found in the excellent book [171]. The inverse re-

lation is obtained by taking the ’global-to-local’ rotation matrix (TLG) as the

transpose of TGL:

uL = TT
GLuG

with

TT
GL = TLG

This very same matrix can also be used to ’rotate’ the stiffness matrix, the

vector of external loads and the mass matrix (KG, FG and MG) trough the

relations:

MG = TGLMLT
T
GL

KG = TGLKLT
T
GL

PG = TGLPL

(A.36)

Figure A.7: Global and local reference frames

A.1.6 Matrices for the 6 d.o.f. beam

In order to describe the behavior of a 6 d.o.f. beam elements, it is necessary

to merge the description of the struct-and-tenon element and of the 4 d.o.f.

element. As a first step, we enumerate the the 6 d.o.f. in the local reference

frame as in figure (A.8). The longitudinal displacements are take as the first

and fourth element of the displacement vector u, while the lateral displacement
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(measured along the y axis) are taken as the second and the fifth. The angular

d.o.f., i.e. the rotations around the z axis, are taken as the third and sixth

element.

Figure A.8: 6 d.o.f. beam element: nodal displacements

The principle of superimposition of effect allows to express the stiffness ma-

trixKL just by merging the expressions ofK in equations (A.8) and (A.32). The

same applies for the mass matrix evaluated in the local reference frame, ML,

whose expression is derived from equations (A.23) and (A.35). The resulting

matrices are:

ML = mL




1/3 0 0 1/6 0 0
0 156/420 22L/420 0 54/420 −13L/420
0 22L/420 4L2/420 0 13L/420 −3L2/420
1/6 0 0 1/3 0 0
0 54/420 13L/420 0 156/420 −22L/420
0 −13L/420 −3L2420 0 −22L/420 4L2/420




(A.37)

KL =

















EA/L 0 0 −EA/L 0 0
0 12EJ/L3 6EJ/L2 0 −12EJ/L3 6EJ/L2

0 6EJ/L2 4EJ/L 0 −6EJ/L2 2EJ/L
−EA/L 0 0 EA/L 0 0

0 −12EJ/L3
−6EJ/L2 0 12EJ/L3

−6EJ/L2

0 6EJ/L2 2EJ/L 0 −6EJ/L2 4EJ/L

















(A.38)

The expression of the stiffness and of the mass matrix in the global reference

frame can be derived, as in equation (A.36), using the local-to-global rotation

matrix:
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TGL =




cos γ − sin γ 0 0 0 0
sin γ cos γ 0 0 0 0
0 0 1 0 0 0
0 0 0 cos γ − sin γ 0
0 0 0 sin γ cos γ 0
0 0 0 0 0 1




(A.39)
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