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Abstract

Power line communications stands for the communication technologies that aims to exploit

the power delivery network for data transmission. The power delivery network was not

designed for communications at high frequencies, therefore power line communication (PLC)

experiences high attenuation, deep fading effects and large noise impairments. For the design

of the next generation PLC algorithms and devices, the perfect knowledge of the PLC channel

is fundamental.

In this work we present a comprehensive overview of the characterization and modeling

of the PLC channel. We mainly focus on the broadband in-home scenario, and we extend

the analysis to the medium voltage (MV) lines. The latter scenario is of particular interest

for smart grid applications that require robust low data rate communications.

In the first part of this work, we focus on the channel characterization. We present the

statistical characterization of a database of PLC channels that we collected during an exper-

imental measurement campaign in Italy. We study the normality of the channel frequency

response, the distribution of the phase and the statistics of the average channel gain (ACG)

and the root-mean-square delay spread (RMS-DS). Furthermore, we show the relation be-

tween the ACG and the RMS-DS, and between the coherence bandwidth and the RMS-DS.

We infer the relation between the channel statistics and the geometrical distance between

the transmitter and the receiver outlet. We aim to define the PLC coverage similarly to

the wireless context. In this respect, we study the maximum achievable rate of the measured

channels. We also study the gain in terms of achievable rate provided by the extension of

the signalling band from 2-100 MHz to 2-300 MHz.

Then, we focus on the medium voltage lines. We consider a MV network where a channel

measurement campaign has been carried out. We firstly describe the MV test network. We

study the statistics of the MV channels in terms of both RMS-DS and ACG and we identify

three channels that are representative of the worst average and best case in terms of maximum

achievable rate. Finally, we exploit the results of the statistical analysis on RMS-DS lines to

design a impulsive-ultra wideband (I-UWB) system for low data-rate command and control

applications. We describe the I-UWB system model, and we infer the performance assuming

perfect knowledge of the channel response and the synchronization instant at the receiver
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Abstract

side. Finally, we introduce the non-idealities and we compare practical receiver algorithms.

In the second part of this work, we address channel modeling from both the bottom-up and

the top-down perspective. Firstly, we present a novel bottom-up random channel generator

that is based on a random topology generation algorithm and an efficient method to compute

the channel transfer function in complex networks. The bottom-up approach is fundamental

when the topological information is required, as, for instance, in the study of relaying. Then,

we propose a multiconductor extension of the model. We validate the method comparing the

simulation to the measures, and we exploit the tool to infer the performance improvement

provided by the use of multiple output transmission schemes in PLC. Finally, we present

a novel fitting procedure to initialize a random top-down channel generator in order to re-

produce the statistics of a set of measured channels. Basically, we describe the multipath

propagation and the coupling effects with an analytical model. We introduce the variability

into a restricted set of parameters, and, finally, we fit the model to a set of measured chan-

nels. The proposed model enables a closed-form description of both the mean channel transfer

function and the statistical correlation function. As an example of application, we apply the

procedure to a set of in-home measured channels in the band 2-100 MHz whose statistics is

available in the literature. The measured channels are divided into nine classes according to

their channel capacity. We provide the parameters for the random generation of channels

for all nine classes, and we show that the results are consistent with the experimental ones.

Finally, we merge the classes to capture the whole heterogeneity of in-home PLC channels.

In detail, we introduce the class occurrence probability, and we present a random channel

generator that targets the ensemble of all nine classes. The statistics of the composite set

of channels is also studied, and it is compared to the results of experimental measurement

campaigns in the literature.
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Chapter 1
Introduction

The communication technology that exploits the power delivery network to convey data is

commonly referred to as power line communication (PLC). PLC is broadly deployed and,

recently, it has been recognized as a key technology to enable the communications within the

smart grid [1]. The last node of the smart grid is the home, where PLC is suitable for both

home entertainment, with data-rates about 200 Mbps, and home-automation, with lower

data-rates but higher robustness and reliability.

The idea of using the power delivery network for communication purposes dates back

to 1918. Initially, PLC was intended for command and control applications over high and

medium voltage lines [2]. The modulation was similar to AM, the range of frequencies was

of few kHz and the transmission was limited to phone communications. Nowadays, the use

of advanced modulation schemes, as orthogonal frequency division multiplexing, and the

extension of the signaling frequency enables communications up to 1 Gbps at the physical

layer, as specified by the HomePlug AV standard [3]. Further improvements require the

perfect knowledge of the communication medium. In this respect, the characterization of

the PLC channel is fundamental.

In the literature, a lot of effort has been spent to improve the knowledge of the PLC

channel in the range of frequencies of interest for the communication purposes. One of the

first attempts was presented in [4]. The work targets the broadband frequency range up

to 60 MHz and it is based on experimental measurements. More recently, a study on the

PLC channel up to 100 MHz was presented in [5]. The analysis is based on a measurement

campaign that was performed in France. The database consists of 144 channel responses that

were collected in the frequency domain. The measured channels were classified according to

their capacity into nine classes and, for each class, a closed form expression was provided

to model the mean channel frequency response profile. Furthermore, in [3], the classes were

described in terms of statistical metrics, i.e., the coherence bandwidth and the root-mean-

square delay spread. The latter is broadly deployed for the characterization of the PLC

channel. In [6], the statistics of the PLC channel was studied, compared to that of coaxial
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Chapter 1 - Introduction

cables and phone lines, and it was shown that, in PLC, the RMS delay spread is negatively

related to the average channel gain (ACG). The work targeted the 1.8-30 MHz frequency

range and it focused on the US scenario. In [7], the statistical analysis presented in [6] was

extended to a database of 200 measures that were performed in Spain. Results confirmed the

log-normal distribution of the RMS-DS, as suggested in [6], but not the normal distribution

of the ACG in dB. From the analysis of the same database, in [8] - [9], it was shown that the

PLC channel exhibits a linear and periodically time-variant (LPTV) behavior that is due to

the first-stage of the power supplier circuitry of the domestic appliances connected to the

power delivery network.

Except to [3], that also considers medium voltage lines, all the previous works focus on

the broadband in-home scenario, where PLC is typically deployed for high-speed commu-

nications. Concerning the narrowband frequency range, say, below 500 kHz, an in-depth

study of the channel characteristics was reported in [10]. The work addressed the statistics

of the channel frequency response and the line impedance. The latter is the load that is seen

by the transmitter modem and it is important because it determines the actual amount of

transmitted power that is injected into the power delivery network.

In the outdoor scenario, the utility companies fostered the use of PLC to enable the

remote automatic meter reading and the management of the network through command-

and-control applications. To this aim, narrowband PLC solutions are generally preferred,

as proved by the multitude of commercial standards [11] [12]. An accurate characteriza-

tion of the outdoor PLC channel was performed by the Open PLC European Research

Alliance (OPERA), and the results were presented in [13]. Basically, the work provides

an experimental characterization of the channel and the noise on both the low voltage and

the medium voltage side of the distribution grid. More recently, the line impedance of the

low-voltage distribution grid was investigated in the narrowband frequency range [14] and it

was shown that it achieves very low values, namely, few Ohms. This result is important for

the design of the analog front-end of the PLC transmitter.

From the experimental characterization of the channel, and from the analysis of common

practices and norms, accurate PLC channel models can be derived. The models allow gen-

erating channel responses that are consistent with the experimental ones. Two approaches

can be followed.

The first is referred to as bottom-up approach. The bottom-up approach computes the

channel transfer function between two outlets of the power delivery network by exploiting the

transmission line (TL) theory under the transverse electro-magnetic (TEM) or quasi TEM

mode assumption. The bottom-up approach ensures strong connection with physical reality

since it uses all the topological information of the network. Both time domain and frequency

domain bottom-up approaches were proposed in the literature. The former exploits the

multipath propagation model and it describes all the reflection effects encountered by the

transmitted signal [15]. The latter tackles the same propagation problem in the frequency
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domain with a calculation method that uses the ABCD [16], [17] or the scattering matrices

[18]. The bottom-up approach requires the perfect knowledge of the underlying topology and

it yields the channel response between two outlets, once the latter have been specified. Now,

in most of cases, the actual channel response between two given outlets is not of interest.

For the design and testing of the communication algorithms, a random channel generator is

generally preferred because it provides a more complete insight on the heterogeneous nature

of the PLC channel. The bottom-up approach admits a statistical extension for the random

channel generation. In this respect, two main issues arise. First, the need of a statistically

representative topology model. Second, an efficient method to compute the CTF since this

task can be computationally intense for complex networks. A first attempt toward the

random channel generation following the bottom-up approach was presented in [17] for the

American indoor scenario that satisfies the National Electric Code (NEC) wiring norms.

Furthermore, the bottom-up approach can be exploited to model the PLC channel in the

presence of more than two conductors. In general, with NC conductors, NC − 1 communi-

cation channels are available between two nodes, which suggests the use of some form of

multiple-input multiple-output (MIMO) communication. The channels are dependent be-

cause cross-talk effects take place. Besides the experimental MIMO channel characterization

as it was done in [19], [20] and more recently in [21], it is important to develop a model and

a simulator for the channel response, taking into account all of the reflection and transmis-

sion effects that are due to line discontinuities. In [22], a bottom-up MIMO PLC channel

simulator was described. It is the MIMO extension of the two-conductor TL theory channel

simulator presented in [23] which, in turn, exploits the method of the modal expression for

the electrical quantities.

The bottom-up approach requires a large amount of information on the underlying topol-

ogy and, further, it is computationally intense. The dual approach overcomes these limita-

tions and it is referred to as top-down.

With the top-down approach, the channel response is obtained by fitting a certain para-

metric function with data coming from the measurements. The first attempt was presented

in [24]. Later, in [25], the channel frequency response was modeled taking into account the

multipath nature of the signal propagation and the losses of the cables. In [26], the model

was extended in statistical terms and a top-down random channel generator was provided.

Some other top-down random channel generation algorithms were presented in the litera-

ture. In [27], a statistical model for the PLC channel impulse response was derived from the

statistics of the delay spread and the attenuation of the set of measured channels that was

presented in [28]. Conversely, the channel generation in the frequency domain was addressed

in [29]. Basically, the method generates channel responses that show the same distribution

of peaks and notches of the measured channels. The work targeted the extended frequency

range up to 100 MHz. The main disadvantage of the method is that the position and the

height of the peaks and notches is strongly modified by the interpolation in frequency of the
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channel transfer function, as it was pointed out in [30].

We performed research activity on both the statistical characterization and modeling of

the PLC channel. In this work, we collect the main findings. In the following section, we

present the outline of the work. Then, in Section 1.2, we provide a brief overview of the

scientific articles that we published on scientific journals and conference proceedings. The

papers document the main results of the research activity that we carried out.

1.1 Main Contributions and Outline of the Work

In this work, we provide several scientific contributions that go beyond the current state-of-

the-art on both the PLC channel statistical characterization and modeling. We improve the

knowledge of the channel from experimental basis, and we develop reliable channel models

and random channel generators based on both the bottom-up and the top-down approach.

Furthermore, we exploit our own research results to explore novel topics, as relaying in

PLC, and to provide the optimal design of non-conventional communication schemes for

application in PLC. We refer to these latter applications as use-cases (of the research results).

The main findings of the research activity are the followings.

In-Home Statistical Characterization

We study the statistics of the PLC channel in the broadband frequency range. We performed

an exhaustive statistical analysis of one among the largest set of measurements that has ever

been reported in the literature. We carried out the measurement campaign in Italy, and we

collected more than 1200 acquisitions. We address the statistics of the broadband channel

response in terms of the classical scalar metrics, as the delay spread or the average channel

gain, and we exploit the statistical tests, the kurtosis and the skewness to infer the normality

of the channel frequency response. Furthermore, we investigate the line impedance and we

study the relation between the line impedance components and the amplitude of the channel

frequency response in dB.

Compared to the previous statistical characterizations in the literature, the work that

we present is novel because, first, it provides a more complete insight up to 100 MHz, for

instance, w.r.t. the work in [29] that addresses the same frequency range. Second, we

present the first analysis ever documented on the in-home line impedance in the broadband

frequency range. Third, we investigate the relation between the statistics of the channel

and the geometrical distance between the transmitter and the receiver. In this respect, we

note that we laid the groundwork for defining the coverage in PLC as it is done in wireless.

Finally, we discuss the datarate improvement provided by the bandwidth extension in the

ultra broadband frequency range up to 300 MHz. The latter result is of particular interest

because it is entirely based on experimental data in real-life scenarios. Previous works deal
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with the band extension beyond 100 MHz, but they all study PLC channels in confined

environments, as the laboratory [31].

Medium Voltage Statistical Characterization

We investigate the MV PLC channel from an experimental perspective. We discuss the

feasibility of broadband PLC communications over MV lines. The network that we consider

is a real-life network. For consistency and the sake of comparison with the in-home statistical

analysis, we focus on the RMS-DS and the ACG. Furthermore, we identify three channels

that are representative of the worst, average and the best case, respectively.

The literature lacks of comparable results. So far, most of the efforts were spent on the

analysis of single section MV cables [32] and only few works provide the results of measure-

ment campaigns [33]. Furthermore, the real-world campaigns consider the low frequency

range, namely up to few MHz, where PLC standards typically operate. A bottom-up ana-

lytical model for MV networks up to hundreds of MHz was presented in [34]. Basically, it

focuses on overhead power line networks, for which it provides the MV channel response by

introducing the effect of the lossy ground into the multipath propagation model [25]. The

model requires a deep knowledge of the network that is typically not available in practice.

Therefore, realistic broadband MV channel responses can be obtained only from measure-

ments. In this respect, the statistical characterization that we present herein is new and of

interest. For instance, it enables the future development of ad-hoc top-down channel models

for this application scenario.

Use Case: The Design of I-UWB

We propose the use of I-UWB for robust and low data rate communications over power lines.

PLC standards confine low data rate communications in the narrowband frequency range,

say, below 500 kHz. Indeed, I-UWB spreads the information symbols over a transmission

band that is larger than necessary. A first attempt toward the use of I-UWB in the in-home

PLC scenario was presented in [26], but it was focused on multiuser high-speed communica-

tions. Herein, we target the command-and-control applications that require a datarate lower

than 1 Mbps. It follows the novelty of the contribution.

The advantage provided by the use of I-UWB instead of narrowband multicarrier schemes

are the followings. First, I-UWB requires a low transmission PSD level that ensures coexis-

tence and compatibility. Second, I-UWB is more robust to narrowband noise impairments.

Finally, the complexity of a I-UWB system is lower, at least at the transmitter side, than

that of a multicarrier communication system, as orthogonal frequency division multiplex-

ing (OFDM).

We exploit the results of the statistical characterization in the MV scenario to design the

I-UWB system. Furthermore, we study the performance of practical receiver schemes with
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different implementation complexity (and performance).

Bottom-up Channel Model

We present a novel random indoor topology model that we derived from the observation

of in-home European wiring practices and norms. The model describes how outlets are

arranged in a topology and are interconnected via intermediate nodes that we refer to as

derivation boxes. Furthermore, we provide an efficient channel frequency response (CFR)

computation methodology that we refer to as voltage ratio approach (VRA). Herein, we

summarize the main relations of the VRA, and we use them to discuss the differences with

the more common ABCD matrix method. We also describe a three per-unit-length (p.u.l.)

parameters model for the characterization of the power line cables. Finally, we exploit the

simulator to study relaying in PLC.

The proposed statistical PLC channel simulator is a powerful tool that allows fast gen-

eration of CFRs, yet keeping connection with physical reality. It provides a theoretical

framework to infer the statistical characteristics of the channel.

In [17], a bottom-up channel model was presented for the US scenario, that fulfills national

electric code (NEC). The main differences between [17] and the model that we present

herein are the followings. First, they target different scenarios. Second, we generate random

topology realizations that accounts for the physical arrangement of the outlets according

to what we observed in practice. Differently, in [17], the physical position of the outlets is

neglected, and the model returns only the electrical scheme of the power delivery network. In

this respect, we note that the euclidean distance between two outlets (determined by their

physical arrangement) differs from the length of the electrical connection between them.

Thus, the knowledge of the electrical scheme is not sufficient to provide a clear insight of

the topology. For instance, the physical arrangement of the outlets is fundamental to define

coverage. Finally, we adopt VRA instead of the ABCD matrix method.

MIMO Extension of the Bottom-up Channel Model

We propose a multiconductor transmission line extension of the bottom-up channel model

that we discussed in the former section. The method is based on the VRA approach, i.e.,

an efficient method to compute the channel response. Therefore it can handle large and

complex multiconductor networks. We perform the experimental validation of the algorithm.

We provide the p.u.l. parameters of two types of cable and we validate the procedure on two

experimental test beds. We show that some pronounced mismatches can be found between

simulations and measurements in the presence of ribbon cables. In this respect, we propose

using an improved cable model.

We exploit the model to show the performance improvement provided by the use of

multiple-output schemes. We perform the analysis in terms of maximum achievable rate,
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and we compare the standard single-input single-output (SISO) to MIMO. Furthermore, we

propose the use of selection diversity (SD) or maximum ratio combining (MRC) single-input

multiple-output (SIMO) schemes. Basically, SIMO transmissions can be obtained by adding

a second receiver between the protective earth (PE) and the neutral wire yet signaling only

between the phase and the neutral wire. SIMO schemes provide (channel) diversity gain

and they exploit the cross-talk effects that enable the signal propagation over the PE wire.

Compared to MIMO, SIMO do not increase the complexity of the receiver, and do not signal

over the PE wire.

Top-down Channel Model

We propose a novel fitting procedure to initialize a random top-down channel generator

based on the statistical extension of the multipath propagation model in [25]. The top-down

channel generator was firstly presented in [26]. We start from the experimental channels

reported in [29], whose statistics is provided, and we obtain the values of the constant

coefficients of the model. We note that the knowledge of some metrics, rather than the

actual measurements, is sufficient to apply the procedure. As a final result, we show that

the whole statistics of the generated channels is close to that of the experimental ones.

This validates the procedure. Furthermore, we point out that the fitting procedure is not

a function of the targeted experimental channels. Therefore, it can be applied to initialize

the top-down generator for different scenarios, e.g., medium voltage lines or narrowband

channels.

The combination of the top-down channel generator and the fitting procedure is an

original contribution. In the literature, a lot of efforts has been spent on top-down channel

modeling. Two contributions are of particular interest, namely, [29] and [27]. In [29], a

random top-down channel generator was presented and it requires the actual measures to be

configured. Now, since this information is rather complex to be obtain, the method in [35]

is not as flexible as the one that we propose. In [27], a time-domain channel generator was

presented. The method is too simplistic and, in most of cases, it yields to unrealistic channel

responses yet keeping connection to the statistics of the measured channels.

1.1.1 Organization of the Work

The organization of the work reflects the twofold nature of the research activity that we

carried out and the main findings as we presented in the former sections. The work is

divided in two sections. In the first part, we deal with the statistical characterization of the

channel. In Chapter 2, we present the results of the in-home statistical characterization.

In Chapter 3, we deal with MV channels. Then, in Chapter 4, we present I-UWB, and we

discuss the optimal system design for medium voltage lines.

In the second part, we deal with the channel modeling. In Chapter 5, we present the
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bottom-up channel model that we developed and we study the relaying in PLC. In Chapter

6, we discuss the multiconductor extension of the model. Finally, in Chapter 7, we deal with

the top-down channel model and the fitting procedure. The conclusions follow.

1.2 Publications

In this section we collect the contributions that we published on scientific journals and

conference proceedings.

Journal papers

J1 A. M. Tonello, F. Versolatto, “Experimental Characterization of the PLC Channel

Statistics in the Broadband Frequency Range,” to be submitted to IEEE Trans. Power

Del., 2012.

J2 A. M. Tonello, M. Antoniali, and F. Versolatto, “Time-Frequency Characterization of

the PLC Noise,” to be submitted to IEEE Trans. on Electromag. Compat., 2012.

J3 M. Antoniali, A. M. Tonello, F. Versolatto, “Optimal Receiver Impedance Design

for SNR Maximization in Broadband PLC,” submitted to Journal of Electrical and

Computer Engineering, 2012.

J4 A. M. Tonello, F. Versolatto, M. Girotto,“Multi-Technology Coexistent Communica-

tions on the Power Delivery Network,” submitted to IEEE Trans. Power Del., 2012.

J5 A. M. Tonello, F. Versolatto, B. Bejar, S. Zazo, “A Fitting Algorithm for Random

Modeling the PLC Channel,” IEEE Trans. on Power Del., vol. 27, no. 3, pp. 1477–

1484, 2011.

J6 F. Versolatto, A. M. Tonello, “An MTL Theory Approach for the Simulation of MIMO

Power-Line Communication Channels,” IEEE Trans. on Power Del., vol. 26, no. 3,

pp. 1710–1717, 2011.

J7 A. M. Tonello, F. Versolatto, “Bottom-Up Statistical PLC Channel Modeling - Part

I: Random Topology Model and Efficient Transfer Function Computation,” Trans.

Power Del., vol. 26, no. 2, pp. 891–898, 2011.

J8 A. M. Tonello, F. Versolatto, “Bottom-Up Statistical PLC Channel Modeling - Part

II: Inferring the Statistics,” Trans. Power Del., vol 25, no. 10, pp. 2356–2363, 2010.
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Conference papers

C1 F. Versolatto, A. M. Tonello, “PLC Channel Characterization up to 300 MHz: Fre-

quency Response and Line Impedance,” to appear in Proc. IEEE Global Commun.

Conf. (GLOBECOM), 2012.

C2 F. Versolatto, A. M. Tonello, “On the Relation Between Geometrical Distance and

Channel Statistics in In-Home PLC Networks,” in Proc. IEEE Int. Symp. on Power

Line Commun. and Its App. (ISPLC), 2012.

C3 A. M. Tonello, F. Versolatto, B. Bejar, “A Top-Down Random Generator for the In-

Home PLC Channel,” in Proc. IEEE Global Commun. Conf. (Globecom), 2011.

C4 A. M. Tonello, S. D’Alessandro, F. Versolatto, C. Tornelli, “Comparison of Narrow-

Band OFDM PLC Solutions and I-UWBModulation over Distribution Grids,” in Proc.

IEEE Smart Grid Commun. Conf. (SmartGridCom), pp. 149–154, 2011.

C5 F. Versolatto, A. M. Tonello, M. Girotto, C. Tornelli, “Performance of Practical Re-

ceiver Schemes for Impulsive UWB Modulation on a Real MV Power Line Network,”

in Proc. IEEE Int. Conf. on Ultra-Wideband (ICUWB), pp. 610–614, 2011.

C6 A. M. Tonello, M. Antoniali, F. Versolatto, S. D’Alessandro, “Power Line Commu-

nications for In-Car Application: Advanced Transmission Techniques,” in Proc. 5th

Biennial Workshop on DSP for In-Vehicle Systems, 2011.

C7 S. D’Alessandro, A. M. Tonello, F. Versolatto, “Power Savings with Opportunistic

Decode and Forward over In-Home PLC Networks,” in Proc. IEEE Int. Symp. on

Power Line Commun. and Its App. (ISPLC), pp. 176–181, 2011.

C8 F. Versolatto, A. M. Tonello, “A MIMO PLC Random Channel Generator and Ca-

pacity Analysis,” in Proc. IEEE Int. Symp. on Power Line Commun. and Its App.

(ISPLC), pp. 66–71 2011.

C9 A. M. Tonello, F. Versolatto, C. Tornelli, “Analysis of Impulsive UWB Modulation on

a Real MV Test Network,” in Proc. IEEE Int. Symp. on Power Line Commun. and

Its App. (ISPLC), pp. 18–23, 2011.

C10 S. D’Alessandro, A. M. Tonello, F. Versolatto, “Power Savings with Opportunistic

Decode and Forward over In-Home PLC Networks,” in Proc. IEEE Int. Symp. on

Power Line Commun. and Its App. (ISPLC), pp. 176–181, 2011.

C11 A. M. Tonello, F. Versolatto, S. D’Alessandro, “Opportunistic Relaying in In-Home

PLC Networks,” in Proc. IEEE Global Commun. Conf. (Globecom), 2010.
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C12 F. Versolatto, A. M. Tonello, “Analysis of the PLC Channel Statistics Using a Bottom-

Up Random Simulator,” in Proc. Int. Symp. on Power Line Commun. and Its App.

(ISPLC), pp. 236–241, best student paper award, 2010.

C13 A. M. Tonello, F. Versolatto, “New Results on Top-down and Bottom-up Statistical

PLC Channel Modeling,” in Proc. Third Workshop on Power Line Communications,

pp. 11–14, 2009.

10



Chapter 2
Preliminary Definitions

We aim to characterize the power line communication (PLC) channel in statistical terms. We

mainly focus on the frequency domain. We target the channel frequency response (CFR),

i.e., the ratio between the voltage at the receiver and the transmitter port, and the line

impedance, i.e., the load that is seen by the transmitter. Concerning the channel, we provide

a concise description in terms of average channel gain (ACG) coherence bandwidth (CB) and

maximum achievable rate. Furthermore, we study the statistics as a function of the frequency

in terms of kurtosis and skewness. Finally, exploit the normality tests to infer the statistical

distribution of the channel. Hence, we extend the analysis to the time domain, and we

target the channel impulse response (CIR). Again, we aim to provide a concise description

of the channel in terms of root-mean-square delay spread (RMS-DS) and channel delay (CD).

Furthermore, we relate the statistical metrics to the distance between the transmitter and

the receiver outlet.

In this chapter, we provide the definitions of the quantities that we consider, and the

statistical metrics that we study. The remainder of the chapter is divided as follows. In

Section 2.1, we introduce the CFR, the line impedance and the CIR. In Section 2.2, we

describe the classical metrics that are considered in PLC. Finally, in Section 2.3 we present

advanced statistical tools that we exploit for the analysis of the CFR accordingly to what

has been recently presented in the literature [30].

2.1 Channel Frequency Response and Line Impedance

We aim to define the quantities that we study statistically in the following, and we consider

throughout the entire work. In Fig. 2.1, we show the schematic representation of the power

delivery network. Basically, we model the power delivery network as a two-port network

between the transmitter and the receiver outlet. Initially, we focus on the frequency domain.

We denote with f , B1 > 0, B2 > 0 and B21 = B2−B1 the continous frequency, the start and

stop signaling frequency and the (positive) signaling band, respectively. Furthermore, we
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Figure 2.1: Schematic model of the power delivery network.

denote the voltage phasor vector at the transmitter port and the receiver port at frequency

f with Vtx(f) and Vrx(f), respectively. Hence, we define the CFR as

H(f) =
Vrx(f)

Vtx(f)
. (2.1)

The CFR is the ratio between the voltages at the two ports of the network. In the following,

we denote the amplitude and the phase of H(f) with

A(f) = |H(f)|2, (2.2)

ϕ(f) = ∠H(f), (2.3)

respectively. Furthermore, we refer to A(f) as channel transfer function and we denote the

dB version of the CTF with AdB(f) = 10 log10(A(f)). Similarly, we define the ratio between

the source voltage Vs(f) and Vrx(f) as

Hs(f) =
Vrx(f)

Vs(f)
. (2.4)

In general, Hs(f) 6= H(f), and the quantities are related as follows

Hs(f) =
Zi(f)

Zi(f) + Zs(f)
H(f), (2.5)

where Zs(f) is the source internal impedance, and Zi(f) is the line impedance. The line

impedance is the load that is seen by the transmitter and it reads

Zin(f) =
Vtx(f)

Itx(f)
, (2.6)

where Itx(f) is the current vector at the transmitter port, according to the notation of Fig.

2.1.

Now, in most of cases, we deal with the discrete-frequency representation of the quantities,

and we use the compact notation m to indicate the frequency f = m∆f , where m =

12



2.2 - Statistical Metrics

0, 1, 2, . . ., and ∆f is the resolution in frequency. Furthermore, B1 = M1∆f , B2 = M2∆f

and M21 = M2 −M1.

From the discrete-frequency representation of the CFR, we compute the real CIR by

means of inverse discrete Fourier transform (IDFT). Strictly, the real CIR is the 2M2 − 1-

points IDFT of the CFR. We denote with h(n) the real CIR at the time instant t = nT ,

where n = 0, . . . , 2M2 − 1 and T is the resolution in time. To reduce the side lobe effects,

we cut the tails as follows. We compute the channel energy as

E = |H(0)|2 + 2∆f

M2∑

m=M1

|H(m)|2, (2.7)

and we limit the CIR to the one that includes 99 % of the channel energy.

2.1.1 Measurement Methodologies

The CFR can be acquired either in time or in frequency. The former method combines a

waveform generator and an oscilloscope. The latter method deploys a vector network ana-

lyzer (VNA). Typically, the frequency-domain acquisition is preferable because it provides

the complete description of the two-port network between the transmitter and the receiver

outlet in terms of a scattering-parameter matrix. Note that, from the scattering-parameter

matrix, we obtain a) the CFR and b) the line impedance of both ports of the network. To

perform frequency-domain acquisitions, the transmitter and the receiver outlet should be

nearby placed, namely, in the same premise, because they must be connected to the same

VNA. When the latter condition is not satisfied, the time-domain measurement is the only

valuable solution.

Coupling is also important in PLC. Coupling can be capacitive or inductive. In low

voltage (LV) installations, capacitive coupling is the standard [36]. Over MV lines, inductive

coupling is interesting because it overcomes the impairments related to the installation.

For further details on the measurement methodologies, coupling techniques and for the

derivations that allow obtaining the CFR and the line impedance from the measures, we

refer to [37].

2.2 Statistical Metrics

We provide a statistical description of the PLC channel in terms of average channel gain, root-

mean-square delay spread, coherence bandwidth, channel delay and maximum achievable

rate. In the following, we describe the metrics. From the CFR, we compute the ACG, the

CB and the maximum achievable rate. From the CIR, we compute the RMS-DS and the

CD. Finally, we introduce the concept of the geometrical distance.
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2.2.1 Average Channel Gain

The ACG is a scalar metric that describes the frequency behaviour of the channel. We focus

on the dB-version of the ACG, and we define it as follows

G = 10 log10

(
1

B21

∫ B2

B1

A(f)df

)

[dB], (2.8)

where we limit the ACG between B1 and B2. Now, we deal with the discrete-frequency

representations of the CFR. Thus, we compute the ACG as follows

G = 10 log10

(

1

M21

M2∑

m=M1

A(m)

)

[dB]. (2.9)

In the literature, it has been shown that G is normally distributed [30]. In Section 3.2.2,

from the experimental results, we confirm the normality of the ACG.

2.2.2 Coherence Bandwidth

We define the coherence bandwidth from the deterministic autocorrelation function (DAF)

of the CFR, that reads

R(λ) =

∫ B2

B1

H(f + λ)H∗(f)df, (2.10)

where {·}∗ denotes the complex conjugate operator, and H(f) is supposed to be 0 outside

the frequency range [B1, B2]. The discrete-frequency version of (2.10) is given by

R(k) =

M2∑

m=M1

H(k +m)H∗(m). (2.11)

Now, the coherence bandwidth at level ξ, namely, B(ξ)
C , is the frequency λξ beyond which

the absolute value of R falls to a value that is ξ times its maximum, with ξ < 1. Strictly,

B(ξ)
C = λξ such that |R(λξ)| = ξ|R(0)|. (2.12)

In Section 8.2, we also define the statistical coherence bandwidth from the statistical auto-

correlation function. In this respect, we note that the two quantities are in general different.

2.2.3 Maximum Achievable Rate

We aim to define a scalar quantity that synthesizes the information about the communication

performance of the PLC channel. In this respect, following an established practice in the

literature, we introduce the maximum achievable rate. We assume the transmitted signal to

be normally distributed and the noise to be stationary additive Gaussian noise, in general,
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colored. We denote with Pt(f) and Pw(f) the PSD of the transmitted signal and the noise,

respectively. Hence, we compute the maximum achievable rate as follows

C =
1

B21

∫ B2

B1

log2

(

1 + |H(f)|2 Pt(f)

Pw(f)

)

df [bps] (2.13)

and we note that the discrete-frequency version of (2.13) is straightforward. Basically, C
allows for distinguishing good channels, with high datarates, from poor channels. In this

respect, we remark that the value of C is suitable for comparison purposes and not as a

reference. Strictly, C can be different from the actual physical layer (PHY) datarate because,

in (2.13)

- we do not account for modulation non-idealities, i.e., the Shannon gap;

- we do not account for hardware impairments, e.g., the presence of a bitcap;

- we do not account for the presence of the impulsive noise.

Similarly to the maximum achievable rate, we define the I-UWB system capacity. The

system capacity is the maximum achievable rate of a I-UWB system under the normality

assumptions on the transmitted signal and the noise. Strictly, the system capacity accounts

for the signal processing that is performed at the receiver. For further details on the system

capacity, please refer to Section 5.2.2.

2.2.4 RMS Delay Spread

The root-mean-square delay spread accounts for the energy spread of the channel impulse

response. We obtain the RMS-DS from the power delay profile (PDP), and we compute the

PDP from the CIR. Strictly, the PDP reads

P(t) =
|h(t)|2

∫∞

0
t1|h(t1)|2dt1

[
1

s2

]

. (2.14)

Then, the RMS-DS is given by

σDS =

√
∫ ∞

0

(t1 −mtd)
2P(t1)dt1 [s], (2.15)

where mtd =
∫∞

0
t1P(t1)dt1 is the mean delay. Now, we obtain the CIR as the IDFT of the

discrete-frequency version of the CFR. Therefore, we deal with discrete-time quantities and

we compute the delay spread as follows

σDS = T

√
√
√
√

∑2M2−1
n=0

(
n
)2|h(n)|2

∑2M2−1
n=0 |h(n)|2

−
(∑2M2−1

n=0 n|h(n)|2
∑2M2−1

n=0 |h(n)|2

)2

[s]. (2.16)
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In PLC, the RMS-DS can be assumed to be distributed as a log-normal random variable [30].

From our measurement results, we have found that the log-normal distribution is the best

fit, thought the statistical tests do not strictly confirm the assumption (see Section 3.2.2).

To infer the statistics of the RMS-DS, in the following, we also consider the logarithmic

version of the RMS-DS, namely,

σDS,log = log10

( σDS

10−6

)

. (2.17)

2.2.5 Channel Delay

From the CIR, we compute the delay that is introduced by the channel. We define it as the

first time instant for which the absolute value of the CIR exceeds the peak of the absolute

value of the CIR by a constant factor ξ. Strictly, the channel delay is the time Td = iT ,

where

i = argmin
k=0,...,2M2−1

{k}

subject to |h(k)| ≥ ξmax{|h(n)|},
n = 0, . . . , 2M2 − 1,

0 < ξ ≤ 1.

(2.18)

If ξ = 1, the channel delay is the time instant that corresponds to the peak of the absolute

value of the impulse response. In the following, we assume ξ = 1/2. Finally, we note that

the channel delay is related to the electrical distance. In fact, the channel delay is due to

the propagation of the signal through the electrical wires. The longer the wires, the higher

the delay.

2.2.6 Geometrical Distance

The geometrical distance accounts for the spatial distance between the transmitter and the

receiver node. We compute the geometrical distance as follows. For each measurement site,

we identify a reference point in the topology, say, a corner of the external walls. Then,

from the reference point, we determine the three-dimensional coordinates of the outlets. We

note that three dimensions are required because the sites may consist of multiple floors.

The geometrical distance is the euclidean norm between the coordinates of the transmitter

and the receiver outlet. In the following, we refer to the geometrical distance between the

transmitter and the receiver outlet simply as distance, and we denote it withD. Furthermore,

we note that, in general, the geometrical distance does not match the electrical length of the

backbone, i.e., the shortest signal path between the transmitter and the receiver node.
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2.3 Advanced Statistics

Beside the previous statistical metrics, we can exploit the classical statistical tools to infer

the distribution of the CFR. In this respect, we consider the kurtosis, the skewness and the

null-hypotesis tests.

2.3.1 Kurtosis

The kurtosis is a scalar metric that is representative of the shape of the measured distribution.

The kurtosis of the random variable Λ reads

KΛ =
E [Λ−mΛ]

σ4
Λ

, (2.19)

where mΛ = E[Λ] is the average value of Λ, σΛ =
√

E
[
(Λ−mΛ)

2] is the standard devia-

tion of Λ, and E[·] denotes the expectation. The kurtosis of the normal distribution is 3.

Distributions with a kurtosis lower than 3 exhibit a lower broader peak w.r.t. to the one of

the normal distribution and they are referred to as platykurtic distributions. Dually, the the

leptokurtic distributions show a higher peak and a kurtosis larger than 3.

2.3.2 Skewness

The skewness is a scalar metric that describes the symmetry of the distribution under test.

Similarly to the kurtosis, the skewness is defined as follows

SΛ =
E
[
(Λ−mΛ)

4]

σ4
Λ

. (2.20)

The normal distribution is symmetrical and thus the skewness is 0. When the skewness is

larger than 0, the distribution is right-skewed and it shows longer tails toward the higher

values. When the skewness is lower than 0, the distribution is left-skewed and it performs

in a dual manner.

2.3.3 Statistical Tests

We deploy several null-hypotesis tests to infer the normality of random quantities. In par-

ticular, we consider the Jarque-Bera, Lilliefors and Kolmogorov Smirnov. We let the null-

hypotesis be that the experimental distribution is normally distributed. Tests confirm o

reject the null-hypotesis and they also provide the probability that the null-hypotesis is not

accepted due to random errors. The latter quantity is referred to p-value. The higher is the

p-value the more probable is that the experimental distribution is normally distributed [38]-

[39].
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Chapter 3
In-Home Channel Statistics

We present a statistical analysis of a large set of in-home PLC channels that we measured

in Italy. We collected about 1300 channel responses in different premises and we note that

the database is one among the largest ever reported in the literature. Beyond the database

dimensions, the main advances w.r.t. to previous statistical analysis in the literature are the

followings. First, we improve the knowledge on the PLC channel frequency response both

in amplitude and phase up to 100 MHz. In detail, we infer the normality of the amplitude

of the channel frequency response and the distribution of the phase. Furthermore, we study

the average channel gain (ACG), the root-mean-square delay spread (RMS-DS) and their

relation. We remark that we carry out the analysis up to 100 MHz, while previous works

focused on the frequency range up to 30 MHz. Second, we infer the connections between the

channel statistics and the geometrical distance. Third, we provide the statistics of the line

impedance. Basically, the line impedance is the load that is seen by the transmitter. The

knowledge of the line impedance is fundamental for the design of the PLC front-end. From

measurements, we characterize the real and the imaginary part of the line impedance, and

we investigate the relation between the line impedance and the CFR. We provide the results

in statistical terms. Finally, we show the improvement that can be obtained by further

extending the signaling band up to 300 MHz. Again, we exploit a set of measurements

to carry out the analysis. We focus on the achievable rate, and we compute it under the

assumptions that we detail in Section 2.2.3.

We perform a time-invariant analysis. In this respect, we note that the PLC channel

exhibits, in general, a linear and periodically time-variant (LPTV) behavior [9]. However,

from our experimental observations, we found that the time-dependence is, in general, not

pronounced. Therefore, in this work, we assume the channel to be stationary.

The chapter is organized as follows. In Section 3.1, we provide some details on the

measurement campaign. In Section 3.2 and 3.3, we study the main metrics and we show their

inter-relations. Furthermore, we turn out the connections between the statistical metrics and

the geometrical distance. In Section 3.4, we provide some results for the extended frequency
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range up to 300 MHz. Finally, in Section 3.5, we study the statistics of the line impedance.

3.1 Measurement Campaign

We performed an experimental campaign in Italy. We considered three sites that are repre-

sentative of small flats and detached houses of the urban and suburban scenario, respectively.

We adopted an exhaustive approach. Basically, we performed measurements between all the

pairs of available outlets, namely, where no loads were connected.

We carried out measurements in the frequency domain and we refer to [37] for further

details on the measurement setup. For each channel, we averaged 16 subsequent acquisitions

to obtain the actual scattering (s) parameters. From experimental observations, we found

that 16 acquisitions were sufficient both to cope with noise and to provide an average (static)

characterization of the time-variant channel. In the following, we denote the k-th acquisition

with the apix {·}k, where k = 1, . . . , K and K = 1312.

To ensure the best resolution in frequency according to the limitation of the measurement

equipment, we performed two sets of measurements. The first, in the 2-100 MHz frequency

range, with resolution ∆f = 62.5 kHz. The second, in the 2-300 MHz frequency range,

with resolution ∆f = 187.5 kHz. Thus, for measurements up to 100 MHz, M1∆f = 2 MHz,

M2∆f = 100 MHz. For measurements up to 300 MHz, M1∆f = 2.06 MHz and M2∆f = 300

MHz.

3.2 Channel Statistics

Firstly, we focus on the channel attenuation. In Fig. 3.1, we show the cumulative distribution

function of the dB-version of channel transfer function (CTF) for three attenuation values,

i.e., 40, 60 and 80 dB. The profiles are reported as a function of the frequency and we

observe as the probability of attenuation values above 40 dB significantly increases with the

frequency.

We aim to provide a closed form expression of the attenuation as function of the frequency.

In this respect, we compute the probability density function (PDF) of the CTF as the

histogram of the measured values. We identify the peak of the PDF for each frequency

sample, and we fit the resultant profile. The best fit reads as follows

ÂdB(m) = 7.03 · 10−6m2 +−0.02m− 39.33 [dB] (3.1)

where ÂdB(k) is the CTF value that corresponds to the peak of the PDF. From (3.1), we

note that the attenuation exhibits a quadratic dependence from frequency.
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Figure 3.1: Cumulative distribution function of the CTF for three attenuation values as a
function of the frequency.

3.2.1 Normality Tests

In the literature, the PLC channel is referred to be affected by shadow fading [30]. The

shadow fading determines a normal distribution of the CTF in dB. In this respect, we

performed the Jarque-Bera, Kolmogorov and Lilliefors tests to verify the normality of the

measured channels. For further details, we refer to [38] - [39]. In Fig. 3.2, we show the

results as a function of frequency. Basically, in Fig. 3.2a, we report the acceptance of the

null hypotesis, that we define as the hypotesis that the CTF in dB is normally distributed.

In Fig. 3.2b, we show the correspondent p-value. The higher the p-value, the higher the

probability that the measured distribution is normal and deviations are due to random errors.

Tests do not confirm the normality because they reject the null hypotesis for most of the

frequency samples. In detail, the Kolmogorov-Smirnov test rejects always the null hypotesis,

while the other tests turn out a normal behavior for few frequency samples below 25 MHz.

From the analysis of the data, we observed that the deviations from normality are due to the

asymmetry of the tails of the measured distribution. To quantify the deviations, we study

the kurtosis and the skewness. A similar analysis was already reported in [40] for the CTF

up to 30 MHz. Firstly, we focus on the kurtosis. The kurtosis of the normal distribution is

3. The kurtosis of the measured CTF in dB is close to that of the normal distribution, as

shown in Fig. 3.3a. In detail, it varies from 2.5 to 3.5, i.e., it exhibits a leptokurtic behavior

at low frequencies and it performs in a dual manner at high frequencies.

Now we study the skewness. The normal distribution is symmetric, and the skewness is
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Figure 3.2: Results of the normality tests on the CTF in dB.

0. Indeed, the measured distribution is not symmetric because the skewness is nonzero, as it

is shown in Fig. 3.3b. Toward higher frequencies, the measured CTF is right-skewed, with

longer tails toward the less attenuated values.

3.2.2 Statistical Metrics

We now study the statistics of the channel in terms of ACG, RMS-DS, and CB. Firstly, we

focus on the ACG. In Fig. 3.4a, we show the quantiles of the ACG versus the standard

normal quantiles. The ACG varies from -7.6 dB down to -57 dB. Most of the samples lie

on the dash-dotted line and thus the ACG is normally distributed. It can be approximated

with a normal random variable with mean -35.6 dB and standard deviation 10.6 dB. In this

respect, we note that the normality has been also pointed out in the literature.

Now, we focus on the RMS-DS. In the literature, it has been shown that the RMS-DS

of the PLC channel can be modeled as a log-normal random variable. From experimental

observations, we confirm the validity of the model. In Fig. 3.4b, we report the quantiles

of the measured RMS-DS versus the quantiles of the best log-normal distribution that fits

the measured one. The mean and the standard deviation of the latter are 0.36 µs and 0.26

µs, respectively. As it can be noted, most of the samples lie on the dashed line, therefore

the two distributions are close. Furthermore, we aim to investigate the relation between the

RMS-DS and the ACG of the measured channels. As previously reported in the literature,

we confirm that the two quantities are negatively related. In Fig. 3.5, we report the samples
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Figure 3.3: Kurtosis (on top) and skewness (on bottom) of the measured CTF in dB as a
function of the frequency.

of RMS-DS as a function of the ACG. The robust regression fit of the measured data reads

σDS = sG + q [µs] (3.2)

where s = −0.0078 µs/dB and q = 0.037 µs. We remark that the metrics refer to the PLC

channel in the 2-100 MHz frequency range. Previous works in the literature focus on the

channel in frequency range 2-30 MHz. For the sake of comparison, we compute the delay

spread and the ACG of the measured channels in the frequency range 2-30 MHz, and the

correspondent regression fit. According to (3.2), we obtain s = 0.005 µs/dB, and q = 0.037

µs. In Fig. 3.5, we show the result, and, further, we plot the robust regression fit line of the

data obtained from measurement campaign in US [27], and Spain [41]. It can be noted that

the channels that we measured exhibit a lower delay spread for high attenuated channels.

Finally, we study the CB at level ξ = 0.9. In Fig. 3.5, we show the relation between the

coherence bandwidth and the delay spread of the measured channels. The samples follows

an hyperbolic trend that reads

B(0.9)
C =

0.062

σDS

[Hz], (3.3)

A similar result was pointed out in [35], for a set of channels measured in France.
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Figure 3.6: Mean (on top) and variance (on bottom) of the phase of the measured channels

3.2.3 Statistics of the Phase

We study the statistics of the phase of the measured channels. We focus the PDF in the

domain (−π, π). The phase can be modeled as a uniformly distributed random variable in

(−π, π). In Fig. 3.6, we report the mean and the variance. As it can be noted, the mean

and the variance of the measured channels are close to that of the uniform distribution in

(−π, π), i.e., 0 and π2/3, respectively.

3.3 Channel Statistics and Geometrical Distance

We investigate the dependence of the statistics of the measured channels on the geometrical

distance. In Fig. 3.7, we show the CDF of the distance. The distance ranges between 0.2

and 13.4 m. Furthermore, we note that the distance is normally distributed, with mean

equal to 6 m, and standard deviation equal to 2.56 m. In this respect, we note that these

values may vary from country to country due to the particular wiring structure.

Now, we study the ACG as a function of the distance. In Fig. 3.8a, we show the results.

As expected, the ACG decreases with the distance. We perform the robust regression fit of

the measured data to obtain

G = −1.65D − 25.8 [dB]. (3.4)
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We show the robust regression line in Fig. 3.8a. Furthermore, we note that the ACG is

less spread as the channel length increases. In detail, the ACG of short channels, namely,

below 5 m, varies from −50 dB to −10 dB. Conversely, when the distance is high, namely,

more than 10 m, the ACG is concentrated in the range from −60 to −40 dB.

As for the ACG, we address the statistics of the RMS-DS as a function of the distance.

We show the numerical results in Fig. 3.8. From the robust regression fit, we note that the

RMS-DS increases with the distance as follows

σDS = 0.023D + 0.19 [µs]. (3.5)

The maximum value of the metric is approximately constant regardless distance. Con-

versely, we highlight the presence of a lower bound value. Basically, the minimum value of

the RMS-DS increases strictly with the distance.

Now, we study the maximum achievable rate as a function of the distance. We compute

the achievable rate assuming Pt(f) to be equal to 10−5 mW/Hz up to 30 MHz, and to 10−8

mW/Hz above 30 MHz. The PSD reduction is required in order to satisfy regulations on

radiated emissions [42]. Furthermore, we exploit the results in [20] and we model Pw(f) as

follows

Pw(f) =
1

f 2
+ 10−15.5 [mW/Hz]. (3.6)

We compute C as described in (2.2.3), and we show the results in Fig. 3.9a. The maximum
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Figure 3.8: On the left, average channel gain as a function of distance. On the right, RMS
delay spread as a function of distance. In both cases, the robust fit is provided.

achievable rate is negatively related to the channel length as follows

C = −68.7D + 1465.8 [Mbps]. (3.7)

Furthermore, we note that the maximum achievable rate of the channels with distance greater

than 10 m is always lower than 1 Gbps, while the maximum value of C is 2.27 Gbps. From

the maximum achievable rate, we infer coverage. We compute the C-CDF of the maximum

achievable rate of the channels whose length is smaller than 5 m, between 5 and 10 m, and

greater than 10 m. We show the results in Fig. 3.10a. Channels that are shorter than 5 m

exceed 1 Gbps in half of the cases. In a dual manner, we study the CDF of the distance

with maximum achievable rate greater than 1.5, 1, and 0.5 Gbps. We show the results in

Fig. 3.10b. Interestingly, the channels that exceed 1.5 Gbps are characterized by a length

that is smaller than 5 m in more than 80 % of the cases.

Finally, we address the CD as a function of the distance. In Section 2.2.5, we define the

delay. The PLC channel introduces a delay that varies from 5 ns up to 375 ns. The delay is

positively related to the distance. The robust fit of the data turns out the following relation

Td = 9.24D + 34.68 [ns]. (3.8)

Interestingly, we note that the minimum value of the delay increases strictly with the

channel length. Similar results can be obtained with smaller values of the coefficient ξ.
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3.3.1 Channel Classification

We have shown that the statistics of the channel is function of the distance. Now, we classify

channels according to the geometrical distance. For each class, we provide the mean value

of the statistical metrics that we consider in Section 2.2. Basically, the channel classification

condenses the linear relations that we have presented in the former Section. Further, it

provides a better understanding of coverage. We identify NC classes as follows. We define

the distance-step size ∆, and we denote the class with the index nc, where nc = 1, . . . , NC .

Class nC collects all the channels whose length ranges between Dmin, and Dmax, where

Dmin = (nc − 1)∆, (3.9)

Dmax =







nc∆ nc < NC

∞ nc = NC .
(3.10)

In the following, we let NC and ∆ be equal to 5 and 2 m, respectively. In Table 3.1, we

report the values of Dmin and Dmax of each class.

We apply the channel classification to the measured data. We sort the measured channels

into the 5 classes. In Table 3.1, we report the occurrence probability of each class, and we

provide the mean value of the statistical metrics that we consider in Section 2.2. We denote

the mean value of the ACG, RMS-DS, maximum achievable rate, and CD with G, σDS, C,
and T d, respectively. Furthermore, in class 5, Dmax is the length of the longest measured

channel, and, similarly, in class 1, Dmin is the length of the shortest measured channel.

The classes show a remarkable distinct behaviour in terms of all the metrics. From class

1 to class 5, the mean value of the RMS-DS spread doubles, and the variation of the channel

delay is even higher. Finally, the maximum achievable rate ranges from 1.6 Gbps of class 1,

to 865 Mbps of class 5, with an excursion of approximately 50%.

Table 3.1: Statistics of the classes
Class

Metric 1 2 3 4 5
occ. prob. (%) 4.6 18.9 26.7 26.8 23

Dmin (m) 0 2 4 6 8
Dmax (m) 2 4 6 8 13.4

G (dB) −23.6 −30 −35.6 −38 −40
σDS (µs) 0.19 0.28 0.38 0.4 0.42

C (Mbps) 1604 1313 1082 962 865
T d (ns) 33 67 87 106 125
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Figure 3.11: PSD of the measured background noise.

3.4 Transmission Frequency Extension

We aim to quantify the performance improvement provided by the extension of the signalling

band up to 300 MHz. We focus on the achievable rate. Again, we let Ptx(n) be 10
−5 mW/Hz

up to 30 MHz, and 10−8 mW/Hz otherwise. Concerning the noise, we note that no model

was presented in the literature up to 300 MHz. Therefore, we model Pw(f) according to

measurements on the background noise component. With a spectrum analyzer, we acquired

the PSD of the background noise in one of the measurement sites. In Fig. 3.11, we show the

measured PSD profile in dBm/Hz. The noise floor is -155 dBm/Hz and several narrowband

noise interferences are present. Among these, the FM broadcast radios are the dominant

ones with a PSD increase of about 25 dB.

In Fig. 3.12, we show the C-CDF of the achievable rate of a transmission in three

different transmission bands, namely, 2-30 MHz, 2-86 MHz, and 2-300 MHz. We denote the

bands with B30, B86 and B300, respectively. We remark that 86 MHz is the stop transmission

frequency of HomePlug AV2 [3]. We limit the plot to the values of the C-CDF that are greater

than 0.5 and we observe that, in 80% of the cases, the achievable rate is greater than 456

Mbps, 793 Mbps, and 1.16 Gbps for transmissions in B30, B86 and B300, respectively. These

values are quite high, as a consequence of the low level of the noise PSD that we measured

and that is approximately -155 dBm/Hz except for the bands impaired by narrowband

interferers.

In Tab. 3.2, we report the 20-th, 50-th and 80-th percentile of the achievable rate distri-
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Figure 3.12: Complementary cumulative distribution function of the maximum achievable
rate for three different transmission bands.

bution for the three transmission bands. Furthermore, we investigate the average increase

due to the band extension and we note that it is not proportional to the increase of the trans-

mission bandwidth. In detail, we compute the average spectral efficiency η. We define the

average spectral efficiency as the ratio between the average value of C and the correspondent

transmission bandwidth. In Table 3.2, we also report the spectrum efficiency. Interestingly,

we note that from B30 to B86 and B300 the spectral efficiency decreases by a factor 2/3 and

1/3, respectively.

3.5 Line Impedance

We perform a statistical analysis of both the real and the imaginary part of the line impedance.

We denote the real (resistive) and imaginary (reactive) component of the line impedance at

frequency f with R(f) and X(f), respectively. In Fig. 3.13, we show the PDF of R(f) and

Table 3.2: Achievable rate percentiles, and mean spectral efficiency for the three transmission
bands

Band 20-th 50-th 80-th η
(MHz) (Mbps) (Mbps) (Gbps) (bps/Hz)
2 - 30 456 535 0.650 19.8
2 - 86 793 992 1.292 12.6
2 - 300 1159 1639 2.622 6.5
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X(f) as a function of the frequency. Basically, we compute the PDF as the histogram of

the measured values of the line impedance. On the x-axis, we report the frequency values,

on the y-axis, we report the resistive (Fig. 3.13a) and reactive (Fig. 3.13b) component

values. White-colored areas indicate zero-probability regions. For clarity, we magnify the

plot to the areas that correspond to the higher probability values. Concerning the resistive

component, we note that, it is more spread in the lower frequency range and, beyond 150

MHz, the high-probability area is concentrated below 40 Ω. Indeed, the PDF of the reactive

component is well-confined in the positive-value region between 0 and 100 Ω. Further, it

shows a frequency-increasing behavior. It follows the inductive-like behavior of the PLC

channel.

In order to provide a first analytical attempt to describe the statistics of the line impedance,

we study the CDF of R(f) and X(f). A similar characterization for the narrowband fre-

quency range was presented in [10]. We focus on the quantiles qΛ,ξ(f) of the probability

function P [Λ(f) ≤ qΛ,ξ(f)] = ξ, where Λ ∈ {R,X}. We consider three probability values,

i.e., ξ = 10, 50 and 90 %, and, in Fig. 3.14, we show the profiles as a function of the fre-

quency. From now on, we focus on the discrete-frequency representation. Thus, we perform

the quadratic fitting of the quantile profiles as

q̂Λ,ξ(m) = a2,Λ,ξm
2 + a1,Λ,ξm+ a0,Λ,ξ [Ω]. (3.11)
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where Λ = R,X , ξ = 10, 50, 90 and m = M1, . . . ,M2. In Table 3.3, we collect the values

of the constant coefficients ai,Λ,ξ with i = 0, 1, 2. For clarity, we also show the quadratic

fitting profiles in Fig. 3.14. The analytical expression in (3.11) is useful to quantify both

the compression of R(m) toward the lower values in the higher frequency range and the

frequency-increasing behavior of X(m).

Finally, we study the correlation between the resistive and the reactive component of the

line impedance. In Fig. 3.15, we show the scatter plot of the samples
(
X(k)(m), R(k)(m)

)
,

where m = M1, . . . ,M2 and k = 1, . . . , K denotes the channel measure. We use the logarith-

mic scale for the resistive component in order to characterize with high accuracy the range

of lower values, i.e., below 10 Ω. Interestingly, we note the followings. First, the resistance

is upper-limited to 3.4 kΩ and the reactance ranges between 1.9 and -1.7 kΩ. Second, high

reactive values correspond to high resistive values. Third, when the resistive component is

low, say, below the unit, the reactance is positive and approximately equal to 121 Ω.

3.5.1 Line Impedance versus CTF

In Fig. 3.16, we show the scatter plot of both the resistive and the reactive compo-

nent of the line impedance as a function of the CTF in dB, i.e.,
(

A
(k)
dB(m), R(k)(m)

)

and
(

A
(k)
dB(m), X(k)(m)

)

, where M1 ≤ m ≤ M2 and k = 1, . . . , K denotes the measure.
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Figure 3.15: Scatter plot of the resistance versus the reactance component of the line
impedance.

Table 3.3: Quadratic fitting parameter values
Λ ξ a2,Λ,ξ (Ω) a1,Λ,α (Ω) a0,Λ,ξ(Ω)

R
10 -1.52408e-005 0.0173875 10.6255
50 -1.24862e-005 -0.007603 54.497
90 4.22908e-005 -0.15971 204.808

X
10 -7.7903e-005 0.194246 -83.0237
50 -4.03536e-005 0.099447 16.4242
90 -1.16296e-005 0.00486855 140.98

We identify a high-density area to which 98% of the measured samples belong. In Fig.

3.16, we show the scatter plot of both the resistive and the reactive component of the line

impedance as a function of the CTF in dB. Concerning the resistive component, we plot

it in logarithmic scale to magnify the behavior for lower values. We gather the data from

all measurements and frequency samples in the frequency range 2-100 MHz. From the

experimental evidence, we shape the border of the high density area as an ellipse that we

describe as follows
(a−ma)

2

s2a
+

(z −mz)
2

s2z
= 1, (3.12)

where a and z are the CTF in dB and the line impedance component, respectively, and all

other terms are constant coefficients. We model ma as the mean value of the measured CTF

in dB, i.e., ma = E[AdB(m)] = −57.58 dB, where E[·] denotes the average for all channel
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Figure 3.16: Scatter plot of the resistive (on top) and reactive (on bottom) component
versus the channel transfer function. The high-density areas are also shown.

realizations and frequency samples. Similarly, we model mz as mz = E[log10(R(m))] for the

resistance and mz = E[X(m)] for the reactance. We obtain the remainder coefficients in

(3.12) as follows. According to the results of Section 3.2, we assume AdB(f) to be distributed

as a normal variable. We recall that, for a normally distributed random variable, more than

99% of the samples are within three times the standard deviation. Therefore, we compute

the standard deviation of the CTF samples, namely, σA, and we let sa = 3σa. Finally, we

focus on sz. We explicit (3.12) in terms of sz as follows

sz =

√

s2a(z −mz)2

s2a − (a−ma)2
. (3.13)

Then, we substitute ma, mz and sa with the values that we determine as described above,

and we compute (3.13) for all the pairs of measured a and z. We obtain a set of values of

sa that we denote with {ŝa}. We compute the CDF of {âa} and we choose sa as the 98-th

percentile of the resultant distribution.

In Table 3.4, we report the values of the constant coefficients in (3.12) for both the

Table 3.4: Parameters of the high-density regions
Component mℓ u mz w

R
-45.34 44.6

1.709 1.154
X 47.216 325.016
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resistive and the reactive component. Clearly, ma and sa are identical in both cases. From

the analysis of the coefficients in Table 3.4, we note the followings. First, the average value of

the CTF, the resistance and the reactance are about -45.34 dB, 51 Ω and 47 Ω, respectively.

Furthermore, the standard deviation of the CTF is 14.87 dB.

3.6 Main Findings

We have presented the statistical characterization of a set of PLC channels that we measured

through an exhaustive experimental campaign in Italy. The set consists of more than 1300

channels that we acquired in the frequency domain. The statistical characterization that

we have reported brings new light on interesting characteristics of the channel and further,

it confirms the validity of the results that have been already presented in the literature to

model the PLC channel.

We have showed that the normal distribution is the best fit of the CTF. Basically,

it resembles closely the experimental data, though normality tests do not accept the null

hypothesis. We have studied the statistics of the average channel gain, the delay spread and

the coherence bandwidth. We have confirmed experimentally the normal behavior of the

ACG, the log-normal nature of the delay spread, the negative relation between these two

metrics and the hyperbolic relation between the coherence bandwidth and the delay spread.

Then, we have investigated the relation between the statistics of the PLC channel, and

the geometrical distance between the transmitter and the receiver outlet. The analysis has

been provided in terms of average channel gain, RMS delay spread, maximum achievable

rate in the presence of stationary background noise, and channel delay. We have performed

the robust fit of the measured data, and we have provided a linear relation between the

metrics and distance. As expected, we have found that the average channel gain decreases

with distance, while the RMS delay spread and the channel delay increase. Furthermore,

the achievable rate decreases with distance, and thus, even in PLC, we can define coverage

in terms of geometrical distance. We have classified channels into 5 classes, according to the

geometrical distance. For each class, we have provided the mean value of the metrics. In

this respect, we have found that the classification according to the distance is valid because

the mean value of the channel metrics shows a remarkable distinct behaviour for different

classes.

We have discussed the performance improvement provided by the extension of the sig-

nalling band beyond 100 MHz and up to 300 MHz. We have focused on the achievable rate,

and we have shown that an increase of the achievable rate is possible due to the band ex-

tension but the spectral efficiency, i.e., the bitrate per unit frequency decreases significantly.

Finally, we have studied the statistics of the line impedance and we have shown that no

linear relation can be found between the components of the line impedance and the channel

transfer function.
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Medium Voltage Scenario

PLC is a valuable communication solution for command and control applications over the

distribution grid. The distribution grid is managed by the distribution system operator

(DSO) and it consists of medium and low voltage lines. The voltage down-conversion is

performed in the sub-stations and the sub-stations are interconnected through the medium

voltage lines. During maintenance operations or faults, the DSO reconfigures the network to

isolate some connections yet delivering the electricity to the final users. The reconfigurations

are performed in the sub-stations, through remotely-controlled switches. Typically, the DSO

controls the substations and monitors the network by exploiting wireless communication

solutions, e.g., via GSM services that are provided by external telecommunication operators.

In this respect, PLC is a valuable alternative because it allows the DSO to setup a robust

communication infrastructure over the (owned) power delivery network without further costs.

Basically, the idea is to exploit the medium voltage (MV) lines between substations. To this

aim, the characterization of the broadband MV channel is quite important.

So far, most of the efforts have been spent on the analysis of single section MV cables [32]

and only few works provide the results of measurement campaigns [33]. Furthermore, the

real-world campaigns consider the low frequency range, namely up to few MHz. A bottom-

up analytical model for MV networks up to hundreds of MHz has been presented in [34].

Basically, it focuses on overhead power line networks, for which it provides the MV channel

response by introducing the effect of the lossy ground into the multipath propagation model

[25]. The model requires a deep knowledge of the network that is typically not available in

practice. Therefore, realistic broadband MV channel responses can be obtained only from

measurements.

In order to investigate the performance of PLC on real MV channels, we present the

results of an experimental measurement campaign performed in the MV network that feeds

the industrial complex where the RSE laboratories are located. We firstly describe the

network. Then, we study the statistics of the MV channels in terms of both RMS-DS

and ACG and we turn out the relation between the metrics. Finally, we extract three
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Figure 4.1: Layout of the MV test network.

representative channels by evaluating a scalar metric that accounts for the characteristics of

the channel frequency response.

The chapter is divided as follows. Firstly, we describe the network in terms of inter-

connections and structure. Then, we provide a statistical characterization of the measured

channels.

4.1 Network Description

We consider the MV network that feeds the industrial complex where the RSE laborato-

ries are located. The network is representative of a scenario with a large number of users

concentrated in a small area. More in detail, the network has three-phases, and it is ring-

shaped with four MV stations and one independent MV switch (SW), as shown in Fig. 4.1.

The network is fed by a high voltage line via a high voltage to medium voltage (HV/MV)

transformer. The HV/MV transformer is connected to a MV main station (MS) that feeds

6 MV lines. The MS is the uppermost one in Fig. 4.1. We refer to the other stations as

substations (SS). The SS are fed by the main station via MV cable lines. In particular,

since the network has a ring structure each station is connected to the two adjacent ones.

The cables departing from the main station towards the substations are of type G5H10R/43,

while all the other cables are of type RG7H1R.

As shown in Fig. 4.1, each substation contains a certain number of medium voltage to

low voltage (MV/LV) transformers. In detail, there is one transformer in the substations

SS1 and SS2, and 5 transformers in the substation SS3. The number of transformers is large

and this emphasizes reflections and multipath effects.
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Figure 4.2: Magnitude and phase of the frequency response of three different channels ex-
tracted from the MV test network.

Every transformer can be independently disconnected via a dedicated switch. In the

same way, both ends of every MV interconnection cable terminate into a switch. We refer to

these switches as border switches (BS). We feed the test network in a clockwise sense. To

this aim, the switch SW and the BS towards SW are left open. All the other BS are closed.

In this way, the network has a tree structure without loops.

The couplers have been placed as depicted in Fig. 4.1. Basically, the couplers were

mounted on the end of cables inside the MV stations, and they are numbered as shown in

Fig. 4.1. No couplers were present next to the switch SW. We used inductive couplers and

we focused only on one of the three phases of the network, namely, the R-phase. Therefore,

we study channels defined over a single phase.

We acquired the channel response in the time domain, and we refer to [37] for details

on the measurement setup. We transmitted a pulse from each coupler and we collected the

received pulse from all the other couplers. We did not transmit from the couplers placed

on the cables towards the substation 1, namely C8 and C1. A total amount of 42 different

links have been considered. As an example, in Fig. 4.2 we report the channel response of

three links. Interestingly, we point out that the link C5-C8 lacks of electrical continuity

since the border switch next to C8 is left open. This is the reason why C5-C8 exhibits a

higher attenuation in the lower frequency range, while the attenuation decreases at high

frequencies, where the channel is dominated by coupling effects.
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4.2 Statistical Characterization

Herein, we provide the statistical characterization of MV channels in terms of RMS-DS and

ACG. Firstly, we consider the RMS-DS. We evaluate the RMS-DS of all channel realizations

and we compute the CDF of the metric. We report the result in Fig. 4.3a. For clarity, we

limit the plot to the first 6µs, since only one RMS-DS realization falls outside this range,

i.e., στ = 27.5µs. We trace back the latter value of RMS-DS to the link C6-C3.

As already reported for other PLC scenarios [30], the RMS-DS can be considered as a

lognormally distributed random variable and we have found that the best fit for the RMS-DS

CDF profile is given by the lognormal distribution with mean 1.158µs and standard deviation

2.055µs. In Fig. 4.3a, the best fit is also shown.

Now, we study the statistics of the ACG. We compute the ACG in dB for every channel

realization and we provide the resultant CDF in Figure 4.3b and its best fit. As in other

PLC scenarios [30], the normal distribution is the best fit for the CDF of the ACG in dB.

The mean is −55.56 dB and standard deviation is 11.12 dB. Thus, the ACG is lognormally

distributed.

Finally, in Fig. 4.4 we report the RMS-DS as a function of the ACG. Again, we limit the

plot to 6µs since only one realization falls outside this range. We have performed the robust

regression analysis of the data and we have found that the slope of the robust regression line
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is given by

σDS = −0.0197G [µs], (4.1)

This latter result shows that in the MV test network, for a given ACG, we experience a

RMS-DS that is twice the one observed for the in-home scenario [30].

4.3 Representative Channels

Herein, we consider only three channels, that are representative of the worst, average and

best case. We select the channels as follows. For every frequency f , we pick the 10-th, the

50-th and the 90-th percentile of the measured frequency responses, and we obtain the worst,

the average and the best target functions, i.e., H10(f), H50(f) and H90(f), respectively. We

point out that the target functions are not measured channels. Therefore, we select the three

measured channels whose frequency response is close to the target functions. We proceed as

follows. We define the metric

Γn (k) =

∫ B2

0

(

log |Hk (f)| − log |Ĥn (f) |
)2

df, (4.2)
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Figure 4.5: Frequency response in amplitude and phase of the representative channels for
the best, average and worst case scenario.

where n ∈ {10, 50, 90}, and k = 1, . . . , 42 denotes the k-th measured channel. Then, we

search for the channel which minimizes the metric in (4.2), namely, Hn (f) = Hkn (f), where

kn = argmin
k=1,...,42

{Γn (k)} . (4.3)

For n = 10, 50, 90, Hn (f) is the measured channel that is representative of the worst,

average and best case, respectively. In Fig. 4.5, we show the amplitude and the phase of the

frequency response of the three channel instances.

4.4 Main Findings

We have presented the statistical characterization of a set of MV channels that were measured

in a real-life MV network in Italy. We have described the MV network and we have addressed

their statistics in terms of both RMS delay spread and average channel gain. Furthermore,

we have studied the maximum achievable rate of the channels and, in this respect, we have

identified three channel realizations that are representative of the worst, average and best

case respectively.
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Use Case: I-UWB

We study the possibility of using impulsive-ultra wideband (I-UWB) modulation [5] for

command and control applications. As an example, we consider the application scenario of

medium voltage (MV) lines. Basically, the idea behind impulsive modulation is to map the

information symbols into short duration pulses, namely, monocycles that are followed by a

guard time during which the transmitter is silent. The guard time copes with the channel

time dispersion, and, if it is sufficiently long, we do not experience inter-symbol interference

(ISI). According to federal communications commission (FCC), impulsive modulation can be

classified as ultra wide band if the fractional bandwidth, i.e., the ratio between the signalling

bandwidth and the central frequency, is larger than 0.2. The transmitter is simple, and it

consists of a pulser. The receiver is based on the matched filter concept.

The first attempt toward the use of I-UWB in PLC was investigated in the European

project Wirenet [43]. Practical receiver algorithms for in-home multi user high-speed I-UWB

communications in the in-home scenario were studied in [26], and, more recently, the applica-

tion of I-UWB for outdoor low-voltage PLC was investigated in [3]. Herein, we focus on low

data-rate applications. In detail, the idea is to spread the low data-rate information signal

over a broad frequency range. The main advantages are the followings. First, I-UWB is

robust against narrow band interference. Second, given a power constraint, I-UWB operates

with a low level of power spectral density (PSD) that yields to a negligible level of conducted

emissions. Third, the complexity of the I-UWB system is, at least at the transmitter, less

than that of a conventional orthogonal frequency division multiplexing (OFDM) transmitter.

Firstly, we study the theoretical performance of I-UWB for the measured MV channels

that we described in Section 4.2. We provide the results in terms of achievable rate. Then,

we design the system to be optimal for transmissions over the MV channels and we compare

the performance of practical receiver schemes. To this aim, we limit the analysis to the three

channels extracted from the measured data set presented Section 4.3. The three channels

are representative of the worst, average and the best case. We study the performance of the

practical receiver algorithms assuming perfect synchronization and channel estimation, we
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compare the results to the ideal ones, and we address the performance in the presence of

practical channel estimation and synchronization. Furthermore, the joint channel and noise

estimation is also considered.

5.1 I-UWB System Model

We consider a binary I-UWB modulation system where the information symbols are mapped

into short duration pulses, namely monocycles, followed by a guard interval (GI). If the GI is

larger than the channel time dispersion, no ISI arises and the optimal receiver is given by the

matched filter (MF) receiver described in Section 5.1.1. We assume the symbols to belong

to the binary alphabet {−1, 1} and to be transmitted with rate 1/Tf , where Tf denotes the

frame period. It follows that the transmitted signal can be written as

x(t) =
∑

n

bngtx(t− nTf ), (5.1)

where bn = b(nTf ) is the transmitted symbol in the n-th frame, and gtx(t) is monocycle

used to convey the information. We shape the monocycle gtx(t) in such a way that the

transmitted signal does not occupy the lower frequencies where we experience higher levels

of background noise, as it will be shown in Section 5.2.1. We choose the conventional second

derivative of the Gaussian pulse, that reads [44]

gtx(t) =

(

1− π
(
(t− TD/2)/T0

)2
)

e−
π
2

(
(t−TD/2)/T0

)2

, (5.2)

where TD = 6T0 is the monocycle length and T0 accounts for the duration of the main

lobe. We also refer to Tg as the duration of GI. Hence, the frame period is equal to

Tf = TD + Tg. In Fig. 5.1 we show the impulse and frequency response of the monocycle, as

well as its bandwidth B. We define the bandwidth B as the lowest frequency beyond which

the frequency response of the transmitted signal is always below 30 dB its maximum value.

We assume the average PSD of the transmitted signal to be lower than Pmax. No form of

notching is considered and thus, in the presence of coexistence constraints, the value of Pmax

has to be accurately selected. We further point out that given a PSD level, the transmitted

energy is a function of the frame duration and the pulse bandwidth. At the receiver side,

we filter the received signal y(t) to obtain

u(t) =
∑

n

bngtx ∗ h ∗ grx(t− nTf) + d(t), (5.3)

where h(t), grx(t) and d(t) = w ∗ grx(t) are the CIR, the impulse response of the receiver

filter and the filtered background colored noise, respectively. Furthermore, we consider a

packet transmission where the packets are composed of a training bit sequence followed by

44



5.1 - I-UWB System Model

−0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08

−0.5

0

0.5

1

Time (µs)

Im
p

u
ls

e
 R

e
sp

.

0 10 20 30 40 50 60

−60

−40

−20

0

Frequency (MHz)

 F
re

q
u

e
n

cy
 R

e
sp

.

 

 

Gaussian

2nd derivative

4th derivative

Figure 5.1: Impulse and the frequency response of the Gaussian pulse, and its second and
fourth derivatives. The pulses have the same bandwidth.

100 bits of information.

5.1.1 Receiver Structures

We consider two receiver structures based on the matched filter concept [44]. In both cases,

we filter the received signal y(t) to obtain a decision metric. Then, we make a threshold

decision on the metric to detect the transmitted bit. The decision metric is

χ(t) =

∫ ∞

−∞

y(t1)grx(t− t1)dt1. (5.4)

Furthermore, we note that the decision metric χ(t) can be written as the sum of the signal

term s(t) = x ∗h ∗ grx(t) and the noise d(t) = w ∗ grx(t). We sample χ(t) with period Tf and

we assume perfect knowledge of the synchronization instant. The n-th detected bit is then

given by

b̂n = sign
{
χ(nTf )

}
. (5.5)

Initially, we assume perfect synchronization and channel estimation. In Section 5.5, we

introduce the practical impairments. The two receivers differ on the impulse response of the

receiver filter. In the first receiver scheme, the filter is matched to the equivalent channel

impulse response. We refer to this configuration as MF receiver. The impulse response of
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the MF receiver is

grx,MF (t) = gtx ∗ h(−t). (5.6)

The MF receiver has been shown to be optimal under the assumptions of stationary white

background noise and no ISI [44]. We note that we do not experience ISI only if the GI is

longer than or equal to the CIR. Now, the noise in MV lines is not white and thus the MF

receiver is not strictly the optimal one. The optimal receiver in the presence of colored noise

is still based on the MF structure, but it takes into account for the noise correlation [44].

We refer to this receiver structure as noise-matched filter (N-MF) receiver. The impulse

response of the N-MF receiver is

grx,N−MF (t) = R−1
w ∗ grx,MF (t), (5.7)

where R−1
w (t) is the convolutional inverse of the noise correlation function Rw(t), i.e., R−1

w ∗
Rw(t) = δ(t).

Clearly, the N-MF receiver computes the correlation function of the noise. Therefore, it

is a rather complex solution w.r.t. to the MF structure. In the following, we provide the

performance of both receivers, we investigate the improvement given by the N-MF receiver,

and we discuss whether it is suitable for MV power line communications.

5.2 Attainable Performance

We characterize the performance of I-UWB in the MV network that we described in Sec-

tion 4.1. Basically, we simulate an I-UWB transmission over the measured channels and

we address the performance of both the MF and the N-MF receivers from a theoretical

perspective.

5.2.1 Noise Model

MV PLC experience high levels of background noise w.r.t. to other PLC scenarios, such

as the in-home or the outdoor low voltage [36]. The MV background noise can be referred

to as stationary additive Gaussian colored background noise. In particular, according to

the results of the measurement campaign in [45], the noise power spectral density can be

modeled as

Pw(f) = 37 · e−0.17·f/106 − 105 [dBm/Hz] . (5.8)

We assume the model to be valid up to 55MHz. We note that the highest levels of noise

experienced in the lower frequency range fall outside the band occupied by the transmitted

pulse. Therefore, the second derivative of the Gaussian pulse is suitable for the MV scenario.
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5.2.2 Numerical Results

We present the results in terms of system capacity, with a PSD constraint. We conventionally

define the system capacity as follows. Firstly, we focus on binary I-UWB with a hard-

decoding receiver. We model the equivalent channel as a binary symmetric channel with an

error probability equal to the BER. Therefore, we define the binary system capacity as the

mutual information given a statistically independent, uniform distributed binary input, i.e.,

C2 =
1

Tf

(
1−H(pe)

)
[bps], (5.9)

where pe and H(pe) are the BER and the binary entropy function with probability pe,

respectively. Now, we address the best attainable system performance. We let the amplitude

of the transmitted signal be optimally distributed and we assume a soft decoding receiver.

According to the notation provided in Section 5.1.1, we define the signal to noise ratio (SNR)

as Γ = E[|y ∗ grx(kTf )|2]/E[|d(kTf)|2], where E[·] denotes the expectation operator. Then,

the system capacity reads

Copt =
1

Tf
log2

(
1 + Γ

)
[bps], (5.10)

since the noise is assumed to be Gaussian. We carry out an exhaustive analysis by firstly

investigating the performance of the MF and the N-MF receiver as a function of the trans-

mitted PSD. To this aim, we vary the transmitted PSD and we let the frame duration and

the pulse bandwidth assume the values of the default configuration in Table 5.1. We note

that the default configuration is not optimal a priori. In the following, we discuss the optimal

set of parameters.

In Fig. 5.2, we provide the probability that the BER, computed over the whole set of

measured channels, is less than or equal to a given value, namely, Pr[BER ≤ ξ] ξ ∈
{10−1, 10−2, 10−3}. In Fig. 5.3 and Fig. 5.4, we report the C-CDF of the binary system

capacity and the system capacity, respectively. Clearly, the N-MF receiver outperforms

the MF receiver and it provides an average increase of the system capacity of about 1.9.

Furthermore, for high values of the transmitted PSD we also note that the probability that

the BER is lower than 10−1 is 10% higher for the N-MF receiver.

Table 5.1: Default parameter value set
Parameter Value

P (dBm/Hz) −50
Tf (µs) 2

B (MHz) 10
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as a function of the transmitted PSD on the left and the right, respectively.

5.2.3 Comparison with Multicarrier Modulation Schemes

In [46] we have shown that I-UWB can lead to achievable rate improvements and power sav-

ings w.r.t. existent narrow-band OFDM based solutions, i.e., power line intelligent metering

evolution alliance (PRIME), G3-PLC, and G3-FCC. Basically, PRIME [11] and G3-PLC are

among the most important narrowband PLC standards for smart grid applications. Both

solutions target the outdoor LV scenario. Nevertheless, in [47] it has been shown that G3-

PLC is able to work also over MV lines. Recently, Maxim has proposed an extended version

of the G3 solution that also works in the frequency band defined by FCC, i.e., G3-FCC [48].

It is interesting to note that G3-FCC seems to serve as base technology for the development

of the upcoming IEEE P1901.2 and ITU G.hnem SG standards [5]. At the physical layer, all

the previous solutions adopt OFDM. As it is well known, the attractive features of OFDM

are: the use of a cyclic prefix (CP) to cope with the ISI caused by signaling over a dispersive

channel; a simple one-tap sub-channel equalization; a good notching capability by switching

off sub-channels which are dedicated to other telecommunication systems, e.g., AM radio; a

good spectral efficiency thanks to the use of bit and power loading algorithms.

In Tables 5.2-5.3, we report the achievable rate that we have obtained for a G3-PLC, G3-

FCC, PRIME and I-UWB transmission over a set of medium voltage channels and outdoor

low voltage channels, respectively. We refer to [46] for the details on how we compute the

achievable rate. We have found the followings. First, in most cases, G3-PLC outperforms
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Figure 5.3: C-CDF of the binary system capacity (with hard decoding) for the MF receiver
and N-MF receiver on the left and the right, respectively. The results for three values of
transmitted PSD are shown.

PRIME. Second, I-UWB outperforms both G3-PLC and PRIME for communications over

MV channels. In this case, thanks to the shape of the monocycle, I-UWB is able to exploit

the channel and noise characteristics and to achieve very high bitrates. From the dual

perspective, I-UWB allows saving several dBs of transmitted power, still achieving the same

rate of the narrowband OFDM based solutions. This implies that, in general, it can transmit

with a small average PSD level (about -80 dBm/Hz), and thus it can coexist with both

narrow-band and broadband PLC devices. For further details, we refer to [46].

Table 5.2: Capacity in the MV scenario.

PRIME G3-PLC G3-FCC
I-UWB

same power of
G3-PLC G3-FCC

min [kbps] 0.002 0.006 8.002 494.0 967.7
mean [kbps] 3.337 3.905 393.9 2148 2608
max [kbps] 55.52 41.20 1593 3959 4478
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Figure 5.4: C-CDF of the capacity for the MF receiver and N-MF receiver on the left and
the right, respectively. The results for three values of transmitted PSD are shown.

Table 5.3: Capacity in the O-LV scenario.

PRIME G3-PLC G3-FCC
I-UWB

same power of
G3-PLC G3-FCC

min [kbps] 0.584 1.978 1286 418 876.1
mean [kbps] 103.9 114.8 2295 1683 2143
max [kbps] 265.4 302.2 3373 3677 4178

5.3 System Parameter Design

We focus on the transmitted pulse bandwidth and the frame duration, and we propose

a very simple parameter design approach that enables both a sufficient system capacity

and a reasonably low BER. Furthermore, we account for power consumption constraints.

Basically, we obtain the value of the parameters from simulations. We vary each parameter

individually, and we refer to the default configuration for the values of the other parameters.

In Figs. 5.5 - 5.6, we provide the results only for the optimal N-MF receiver in terms BER

and system capacity.

From Fig. 5.5a, we note that the pulse bandwidth for which the probability of having

a BER below a certain value is maximized, is approximately 20 MHz. Furthermore, this

value leads to an achievable rate that is almost equal to 500 kbps in half of the considered

channels, as shown in Fig. 5.5b. The drawback is given by the fact that when the pulse
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Figure 5.5: CDF of the fixed BER probability and complementary CDF of the system
capacity as a function of the pulse bandwidth when the N-MF receiver is deployed on the
left and the right, respectively.

bandwidth increases under a PSD limit constraint, the transmitted power increases as well.

Therefore, when the power consumption is a design constraint, sub-optimal solutions with

narrow pulse bandwidths have to be considered. In this respect, the default configuration

provides a good choice of parameters.

Now, we study the effect of the frame duration. We focus on Fig. 5.6b. As expected,

the achievable rate decreases as the frame duration increases. For half of the channels, we

have found that in the case of Tf = 1µs the achievable rate is approximately 2.7 times the

one obtained for Tf = 10µs. On the contrary, from Fig. 5.6a we note that the probability

of having a BER lower than 10−2 is three times lower when Tf = 10µs w.r.t. to the case of

Tf = 1µs.

5.4 Practical Receiver Schemes

We study the performance of digitally-implemented practical receiver schemes based on the

MF concept. In all cases, we filter the received signal with a front-end filter matched to

gtx, i.e., gfe(t) = gtx(−t) = g−tx(t). Then, we sample the output of the front-end filter,

namely, u(t), with period T = Tf/Nf , where Nf denotes the number of samples/frame. In

the following, we describe the implementation in detail.
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5.4.1 Matched Filter Receiver

Since the analog front-end is matched to the monocycle, i.e., gfe(t) = gtx(−t), we filter u(nT )

with the discrete-time version of the MF grx,MF (nT ) = h−(nT ) to obtain the discrete-time

version of the metric in (5.4), that reads metric

χMF (n) =
∑

i

u(iT )grx,MF (nTf − iT ). (5.11)

Then, we make a threshold decision on the metric in (5.11), as described in Section 5.1.1.

To obtain (5.11), we can either assume the perfect knowledge of the CFR, or to estimate h

as explained in Section 5.5.

5.4.2 Equivalent-Matched Filter Receiver

To improve the performance of the MF implementation, we propose to match the receiver

to the equivalent filter geq(t) = gtx ∗ h ∗ g−tx(t) instead of gtx ∗ h(t). In detail, we filter u(mT )

with the matched filter grx,E-MF (mTc) = h∗g−tx(−mTc), and we obtain the decision metric in

(5.11), where we substitute grx,MF with grx,E-MF . Then, we decide for the symbol transmitted

in the n-th frame according to (5.5). We refer to this implementation as equivalent-matched

filter (E-MF) receiver. Basically, the frequency response of the monocycle approximates the
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shape of the inverse of the noise PSD in the lower frequency range. Since the front-end

filter is matched to the monocycle, it acts as a whitening filter in the lower frequency range,

where we experience the highest levels of disturbance. Hence, the E-MF is expected to

perform better than the simple MF receiver, as it will be shown in the numerical results.

Furthermore, we point out that the estimation of the equivalent CIR is simple (see Section

5.5.1).

5.4.3 Noise-Matched Filter Receiver

We define the correlation function of the sampled noise as

Rw(nT ) = E [w(nT + lT )w(lT )] , (5.12)

and we denote the discrete-time version of the convolutional inverse of Rw with R−1
w (nT ),

i.e., R−1
w ∗ Rw(nT ) = δ(nT ). Hence, the discrete-time version of the N-MF receiver reads

grx(nT ) = R−1
w ∗ h−(nT ). A practical implementation of the N-MF can be derived in the

frequency domain, according to the approach described in [26]. Basically, we partition the

received signal into blocks of length Nf . We assume the absence of ISI and the noise samples

of different blocks to be uncorrelated. This allows us to process the frames independently.

We compute the Nf -point discrete Fourier transform (DFT) of the frame samples and we

express the likelihood function in the frequency domain, we maximize it and we obtain the

following decision metric [26]

Λ(k) = bk GH
eqRD

−1Uk, (5.13)

where Geq, RD and Uk are the Nf -point DFT of the equivalent impulse response geq(nT ),

and of the noise correlation function Rw(nT ) and the received signal u(nT ) in the k-th

frame, respectively. Note that RD is constant for each frame because we assume the noise

to be stationary. Finally, the decision on the k-th transmitted symbol is accomplished on

the sign of (5.13), i.e., according to (5.5). We refer to this practical receiver structure as

frequency-domain (FD) receiver.

5.5 Practical Detection Algorithms

We consider two algorithms for the estimation of the CIR and the synchronization time

instant. In both cases, we follow a data-aided approach. Basically, we exploit the training

bit sequence to detect and estimate the channel. We assume the training bit sequence to be

long Nt bits and to be known at the receiver side. In the following, we describe briefly the

algorithms. For further details, please refer to [26], [49].
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5.5.1 Time-Domain Detection Algorithm

The E-MF receiver requires the knowledge of the equivalent filter response and the syn-

chronization istant. We follow the approach presented in [50]. Basically, we synthesize the

equivalent CIR as the composition of Np multipath components that reads

geq(nT ) =

Np−1
∑

i=0

αiδ((n− i)T −∆), (5.14)

where αi is the value of the equivalent channel response at the instant iT + ∆. Now, we

search for the delay ∆ and the amplitudes αi. For each sample u(nT ), we compute the

metric

χTD(iT ) =

Nt−1∑

n=0

bnu(iT + nTf ), (5.15)

where bn is the n-th bit of the training sequence. Then, we find

n̂ = argmax
l∈Z

{
Np−1
∑

i=0

|χTD(lT + iT )|2
}

(5.16)

and we obtain the delay ∆ = mT . Finally, the equivalent channel amplitude coefficients are

given by αi = χTD (tp) / (NtEtx), where tp = pT +∆ and Etx is the energy of the monocycle.

In the following, we assume Np = Nf .

5.5.2 Frequency-Domain Channel Detection Algorithms

We study two channel estimation algorithms, i.e., the linear minimum mean square error

(MMSE) and the recursive least square (RLS) algorithm. For the MMSE algorithm, we

follow the approach presented in [51]. Basically, we estimate the Nf -point DFT of the

channel from the Ne empty frames that preceed the transmitted packet, and the Nt frames

of the training sequenze. For further details, we refer to [26].

Indeed, with the RLS algorithm, the estimation ofH(f) is independent for each frequency

f and it is accomplished via a one-tap RLS algorithm. We refer to [52] for all the parameters

of the algorithm. In both algorithms, we limit the channel estimation to the frequency bins

where the signal energy is mainly concentrated. This improves the stability. Further, we use

the two-step synchronization algorithm that was firstly presented in [52].

5.6 Numerical Results

In Section 5.3, we have found the values of the transmission bandwidth and the frame

duration that ensure the best performance for a I-UWB transmission in the MV test network.

Herein, we exploit these results, and thus we assume a transmission bandwidth B = 20MHz,
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and a frame duration Tf = 5µs. Therefore, the bit rate is fixed to 200 kbps. Further, we

set 1/T = 50 MHz. We present the results in terms of bit error rate, with a PSD constraint.

We firstly address the performance of the receivers described in Section 5.1. To this end, we

assume perfect knowledge of the channel impulse response, the synchronization instant and

the noise correlation function at the receiver side. In Fig. 5.7, we provide the results. As

expected, the N-MF receiver shows the best performance in all the three cases. Furthermore,

we have found that the FD receiver attains the optimal performance in the best and the

average case. A slightly worsen behaviour have been found for the worst channel. This is

due to the presence of ISI. In fact, a frame period of 5µs is not sufficiently long to cope with

the time dispersion of the worst channel. Interestingly, we have also found that the E-MF

outperforms the MF receiver. Hence, matching the receiver to the equivalent filter geq(t)

has shown to be beneficial and, it does not require the knowledge of the noise correlation

function. We point out that this result is not valid in general. Rather, it depends on the

noise model and the shape of the monocycle.

Now, we introduce the practical channel and noise estimation. We address the perfor-

mance of the E-MF receiver in combination with the time-domain estimation algorithm of

Section 5.5.1, and the performance of the FD receiver in combination with both the RLS

and the MMSE channel estimation algorithms. We refer to these schemes as E-MF time-

domain (TD), FD RLS and FD MMSE, respectively. We set Nt = 100 bits. In Fig. 5.8, we

show the results. We have found that the practical channel and noise estimation introduces

a performance loss that is approximately 8 dB for the FD receiver and between 5 and 10 dB

for the E-MF TD receiver. Furthermore, we turned out the same performance for the FD

RLS and the FD MMSE algorithms.

Finally, we note that the length of the training bit sequence impacts on the performance

of the detection algorithms, and, consequently on the whole receiver scheme. In [53], we show

that FD algorithms exhibit, in general, a faster convergence that is achieved for sequences

longer than 200 bits. Indeed, the TD exhibits the worse performance.

5.7 Main Findings

We have proposed the use of a I-UWB modulation for low data rate command and control

applications in PLC. Firstly, we have investigated the performance in terms of bit error

rate, achievable rate of hard decoded binary I-UWB, and system capacity assuming perfect

knowledge of the channel response and the synchronization instant at the receiver. We have

shown the difference in performance between the optimal noise-matched filter receiver and

the sub-optimal though simpler matched filter structure. We have found that the noise

matched filter receiver provides an average capacity increase of 1.9 w.r.t. the matched filter

receiver. Then, we have investigated the effect of two system design parameters, namely the

frame duration and the pulse bandwidth. We have found that a pulse bandwidth of 20 MHz
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Figure 5.7: Performance in BER of the receiver schemes.

is sufficient to attain the best performance over the set of MV measured channels.

Finally, we have introduce the non-idealities at the receiver side, and we have inves-

tigated the performance of practical receiver algorithms. We have presented a two-step

analysis. Firstly, we have compared the performance of several receivers, assuming perfect

knowledge of the channel impulse response and the noise correlation at the receiver. Then,

we have introduced the practical estimation algorithms for the channel response and the

noise correlation. The results show that the I-UWB modulation is suitable for low data rate

applications over MV channels. The main strength is given by the low system complexity. In

detail, we have found that the simple equivalent-match filter receiver provides low bit error

rates even for values of transmitted PSD that are low, w.r.t. the typical ones of PLC. More

robust transmissions can be obtained by increasing the complexity of the receiver, e.g., with

the frequency domain receiver that takes into account for the noise correlation.
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Chapter 6
Bottom-Up Modeling Approach

The bottom-up approach refers to the modeling methodology that computes the channel

transfer function by exploiting the transmission line (TL) theory under the transverse electro-

magnetic (TEM) or quasi TEM propagation assumption. It ensures strong connections with

the physical reality since it uses all the topological information of the network. Both time

domain and frequency domain bottom-up models have been proposed. The former describes

the reflection effects with a closed form expression in the time domain [15]. The latter tackles

the same propagation problem in the frequency domain with a calculation method that uses

the ABCD [16], [17] or the scattering matrices [18].

The bottom-up approach enables the computation of the frequency response of the chan-

nels that are defined between outlets of a given network. In this respect, we contributed

presenting a statistical extension of the approach that is based on the random generation

of PLC topologies. Basically, we proposed the use of TL theory to compute the channel

frequency response between the outlets of randomly-generated network topologies, and we

have described a method to generate topologies that ensemble the ones of real-life in-home

networks. Two main issues arise with this approach. Firstly, the need of deriving a statisti-

cally representative topology model. Secondly, the need of an efficient method to compute

the CTF since this task can be computationally intense for complex networks. A similar

approach has been presented in [17], which however targets the American indoor scenario

satisfying the NEC wiring norms.

This chapter is organized as follows. In Section 6.1, we present the novel random indoor

topology model that we derived from observations on the in-home European wiring practices

and norms. The model describes how outlets are arranged in a topology and are intercon-

nected via intermediate nodes referred to as derivation boxes. In Section 6.2, we provide

an efficient CTF computation methodology that we refer to as VRA. We also describe a

three p.u.l. parameters model for the description of the power line cables and, in Section

6.3, we report a numerical example. Then, in Section 6.4, we study the statistics of the

generated channels. We compare the results to the experimental ones that were presented
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in [30]. We target the average channel gain, the channel frequency response, the RMS-DS,

and the relations of between the delay spread and the ACG and the coherence bandwidth.

Furthermore, we study the achievable rate under the simplistic assumption of additive white

Gaussian noise (AWGN). We propose a channel classification based on the achievable rate

and we infer the relations between the achievable rate and the network features, as the length

of the backbone and the number of nodes of the backbone.

Finally, we present a practical use-case for the bottom-up random channel generator that

we have developed. Namely, we study the performance improvement provided by the use of

the relay in in-home networks.

6.1 The Topology Model and Generation Algorithm

The analysis of European in-home norms and wiring practices reveals that a regular and

structured wiring deployment exists, as representatively shown by the layout in Fig. 6.1.

Two connection levels can be usually found. The first one between the outlets of a room and

the associated derivation box. The second one between the derivation boxes. The latter is

made by dedicated cables that are arranged according to reachability and nearness criteria.

Finally, the in-home network is fed by the main panel, namely, the derivation box connected

to the energy supplier network.

The topology can be divided in area elements that contain all the outlets connected to a

derivation box and the derivation box itself. We refer to these area elements as “clusters”.

From experimental evidences we have found that clusters have a rectangular shape with a

variable dimension ratio, but the same area on average. These observations have allowed us

to derive the statistical topology model that we present in the next subsection.

6.1.1 Topology Layout Arrangement

We assume a certain topology area Af and we divide it into clusters of square shape with

identical area Ac. To model the variability of the number and area of the clusters, we

consider Ac to be a uniformly distributed random variable over a proper interval, i.e., Ac ∼
U(Am, AM) , where the minimum and maximum values are determined from experimental

evidences, e.g., Am = 15m2, AM = 45m2. It follows that the number of clusters Nc is

Nc =

⌈
Af

Ac

⌉

, (6.1)
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Figure 6.1: A typical in-home topology layout showing derivation boxes and connections
with outlets.

where ⌈ · ⌉ denotes the ceiling operator. Nc is a discrete random variable with alphabet

(Nm, NM) ⊂ N, where

Af/Am ≤ NM <
(
Af + Am

)
/Am , (6.2)

Af/AM ≤ Nm <
(
Af + AM

)
/AM . (6.3)

The probability mass function of Nc reads

Pr[Nc = k] = FAc

(
Af/(k − 1)

)
− FAc

(
Af/k

)
=

=







AM−
Af
k

AM−Am
if Af > (k − 1)AM

Af
k−1

−Am

AM−Am
if Af < kAm

Af
k−1

−
Af
k

AM−Am
otherwise

(6.4)
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root 1

root 4

Figure 6.2: Example of cluster arrangement and connections between root 1 and root 4.

where FAc(·) is the CDF of Ac.

Now, to determine the layout of clusters in the given area we proceed as follows. We

define a boolean matrix M of size rM × cM to represent a regular partition of the area in

rMcM clusters. We denote with M(i, j) the i-th row j-th column element of M and we let

M(i, j) be equal to 1 if it indicates the presence of a cluster, zero otherwise. For example

the cluster matrix

M =

[

1 1 1

1 1 0

]

corresponds to the topology layout of Fig. 6.2.

We model rM as a uniformly distributed random variable between 1 and Nc, and we let

the number of columns be cM = ⌈Nc/rM⌉. Since we want a topology layout of only Nc

clusters, when rMcM > Nc, we set to one all elements in the first rM − 1 rows and cM − 1

columns of M. This is to account for the fact that experimental evidences do not show

sparse cluster displacements. Then, we randomly set to zero some elements in the rM-th

row and cM-th column to obtain a total of Nc non-zero elements. The result is a compact

topology layout formed by a kernel of rM−1 by cM−1 clusters edged by Nc−(rM−1)(cM−1)

additional clusters.

6.1.2 Derivation Boxes and Outlets Displacement

From a graph theory perspective, the derivation box can be referred to as “root” of the

cluster, since it can be always seen as the top node of the tree that describes the outlet

connections inside the cluster. Usually, roots are regularly spaced and they are not very

close to each other. In addition, it can be noted that if two roots are very close, they can be

represented as a single derivation box that feeds all the outlets connected to the two initial

roots. In our model, the derivation boxes are placed in the top-left corner of the associated

cluster. To increase the location variability, each derivation box is shifted from its reference

corner by a bidimensional offset generated as a pair of uniformly distributed random variables

defined between 0 and ℓD = ℓC/4, where ℓC denotes the cluster side length. More in detail,
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if we define with (xr, yr) the bidimensional offset w.r.t. the cluster edge corner, the final

distance from the corner is ℓd =
√

x2
r + y2r , ℓ ∈ (0, ℓC/2

√
2). More in general, under the

assumption that the offset coordinates are independent and uniformly distributed in the

interval (0, ℓD), the cumulative distribution function of ℓd conditioned on ℓD is

Fℓd(ξ) =
π

4ℓ2D
ξ2 (6.5)

when 0 ≤ ξ < ℓD, and

Fℓd(ξ) =
ξ2

2ℓ2D

(

arcsin
ℓD
ξ

− arcsinU(ξ)

)

+

√

ξ2 − ℓ2D
ℓ2D

(6.6)

when ℓD ≤ ξ ≤
√
2ℓD where

U(ξ) =

√

ξ2 − ℓ2D
ξ2

. (6.7)

The interconnections between the derivation boxes (roots) are derived taking into account

the special role played by the main panel, i.e., conventionally, the root of the top-left cluster

associated to the element M(1, 1). Roots are directly connected to the main panel or to

the nearest root in the direction of the main panel. As an example, in Fig. 6.2, we depict

all possible connections between the roots of cluster 4 and cluster 1. From experimental

evidences, we note that

- the interconnections cannot be cyclic because the power delivery network as a tree-like

shape;

- the interconnections are performed according the minimum distance criterion.

In this respect, we have devised a novel algorithm to randomly generate the connections.

We proceed as follows. Firstly, we define the extended cluster matrix

M̂ =

[

0 0c

0r M

]

, (6.8)

where 0c and 0T
r are row vectors with zero elements of size cM and rM, respectively. We

denote with {·}T the transposition operator. Then, we consider all the possible sub matrices

M2 of size 2 × 2 extracted from M̂. For each sub matrix M2, if M2(2, 2) is nonzero, its

root is connected

- to the root of cluster M2(1, 1), if this cluster exists;

- randomly to one of the roots of clusters M2(1, 2), M2(2, 1), otherwise.

IfM2(1, 1),M2(1, 2) andM2(2, 1) are zero, thenM2(2, 2) is the main panel. The connection

between M2(1, 1) and M2(2, 2) can be done
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(a) (b) (c)

Figure 6.3: From left to right, SM, SP and BP connection schemes. Squared and dotted
markers represent roots and outlets, respectively.

- along the diagonal thus with minimum distance;

- through the root on the top adjacent cluster M2(1, 2);

- through the root in the left cluster M2(2, 1).

Note that the second and third solutions are still direct connections between M2(1, 1) and

M2(2, 2), and they can be adopted if adjacent clusters exist.

The outlets are placed along the cluster perimeter according to a Poisson arrival process.

Basically, we model the number of outlets as a Poisson variable with alphabet A = 1, 2, . . .

and mean ΛoAc that increases with the cluster area. The inter-distance between subsequent

outlets is exponentially distributed. Under the condition of a given number of outlets, it

follows that the latter are uniformly distributed along the perimeter, which in turn is a

reasonable assumption. The connections between the outlets and the derivation box of the

cluster can be done in three different ways as sketched in Fig. 6.3. Namely,

- type SM , Fig. 6.3(a): a Star structure that satisfies the Minimum distance criteria;

- type SP , Fig. 6.3(b): a Star topology with conductors placed along the Perimeter;

- type BP Fig. 6.3(c): a Bus topology with conductors placed again along the Perimeter.

Furthermore, we impose that no connections can cross the corner opposite to the deriva-

tion box corner, according to a widely followed practice that suggests to avoid situations

where connections form a closed ring around the room.

The length ℓo of the connection between an outlet and the derivation box is a random

variable whose statistics depend on the connection type. For simplicity, we study the PDF

of ℓo conditioned on ℓC and assuming ℓd = 0. For connections of type SM, it reads

fℓo(ξ) =







1
2ℓC

if 0 ≤ ξ < ℓC ,
ξ

2ℓC
√

ξ2−ℓ2C
if ℓC ≤ ξ <

√
2ℓC .

(6.9)
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For connections are of type SP , ℓo is uniformly distributed and the PDF reads

flo(ξ) ∼ U(0, 2ℓC). (6.10)

Indeed, for connections of type BP , ℓo is no longer the length of the connection between an

outlet and the root, but between an outlet and its neighbor outlet in the direction of the

root. The PDF is equal to

fℓo(ξ) =
1

2ℓC

(

1 +
(2ℓC − ξ)ΛoℓC

4

)

e−
ΛoℓCξ

4 ξ ∈ (0, 2ℓC) , (6.11)

Finally, we observe that the physical connection between outlets and derivation boxes

can be done using cables of different type. This allows the use of higher section cables for

root interconnections that are supposed to carry higher currents. In other words, the norms

on voltage drop limitations can also be taken into account.

6.1.3 Load Distribution

In order to fit reality as much as possible, we also consider the contribution of the loads.

More in detail, from experimental measurements, we have characterized the impedance of Nl

loads that are representative of computer transformers, lamps, or other appliances. These

loads are randomly selected, hence the probability to pick the k-th load from the previous

set is pl(k) = 1/Nl. Now, if we define pv as the probability that no loads are connected to

a plug, then the probability pl|v(k) that the k-th load is connected to an outlet o given that

an appliance is connected to o is pl|v = (1 − pv)/Nl. Note that we set pv according to our

experimental observations.

6.2 Channel Transfer Function Computation

The computation of the channel transfer function with the bottom-up approach can be a

rather computationally intense task for complex networks, as in the in-home case. Therefore,

it is of great importance the use an efficient method. In this respect, we exploit the approach

that we have firstly described in [7], and that we refer to as voltage ratio approach (VRA).

For the sake of completeness, we summarize it here. To apply the VRA for the computation

of the CFR between a pair of outlets of a given topology realization, we proceed as follows.

Firstly, we identify the backbone, i.e., the shortest signal path between the transmitter

and the receiver node. Then, we remap the topology around the backbone and we split

the remapped layout into small parts referred to as units. Each unit comprises a portion of

the backbone with homogeneous line characteristics and, eventually, a branch connected in

parallel at its input. The end units are those associated to the transmitter and the receiver

nodes.
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(a) (b) (c)

Figure 6.4: Three subsequent steps of the impedance carry-back method.

Now, we remap the topology as a function of the backbone. We start from the definition of

the network adjacency matrix that collects all the network layout information. We trace back

the tree layout of the network and we find the ordered sequence of intermediate nodes between

each leave and the root of the tree. We refer to these sequences of nodes as paths and we

note that there exist a one-to-one correspondence between the paths and the outlets. Hence,

we identify the backbone as the ordered set of nodes that belong to the paths associated to

both the transmitter and the receiver node. In a similar way, we remap the entire network

as branches connected to the backbone.

6.2.1 Impedance Carry-back Method

Let us consider a line of length ℓ, characteristic impedance ZC and propagation constant γ,

closed into an impedance load ZL. From the TL theory, and under the TEM or quasi-TEM

mode assumption, we can compute the equivalent impedance ZR that is seen at the input

of the line closed on ZL as

ZR = ZC
ZL + ZC tanh(γℓ)

ZC + ZL tanh(γℓ)
= ZC

1 + ρLe
−2γℓ

1− ρLe−2γℓ
, (6.12)

where ρL = (ZL − ZC)/(ZL + ZC), and we omit the frequency dependence for notation

simplicity. This relation enables collapsing the branches into their equivalent impedances

placed in parallel along the backbone. For instance, we can exploit (6.12) to obtain the

equivalent impedance at the backbone node nb of the load ZL connected to nb through a

uniform piece of line. The method can be extended to multilevel branches, i.e., branches

that feed more than one outlet. Let us consider Fig. 6.4(a). We can apply the impedance

carry-back method as follows. Firstly, we carry back to node n2 the impedances of the loads

plugged into the outlets o1 and o2. Then, we compute the equivalent impedance at node n2

as their parallel obtaining the equivalent circuit in Fig. 6.4(b). Now, we repeat the procedure

to derive an equivalent impedance for node n1 obtaining the circuit of Fig. 6.4(c). Finally,

we carry back the equivalent branch impedance to the backbone node nb.

As noted in [7], the carry-back procedure can be significantly simplified (in the sense
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Figure 6.5: A simple branch made of two line segments with different electrical properties
and closed into a load ZL.

that is not needed) in the presence of long and non ideal cables, i.e., cables that show a

real component for the propagation constant. This is because independently of the load

impedance, the input impedance goes to the cable characteristic impedance as the cable

length increases. Herein, we show that this conclusion holds true also in the presence of

multiple line sections with heterogeneous properties. Let us consider, the simple circuit of

Fig. 6.5.

Applying twice the relation (6.12) the input impedance reads

ZI = ZC1

1 + ρ

1− ρ
(6.13)

where

ρ =

(
ZC2

+ ZC1

)
ρLe

−2γ2ℓ2 +
(
ZC2

− ZC1

)

(
ZC2

− ZC1

)
ρLe−2γ2ℓ2 +

(
ZC2

+ ZC1

)e−2γ1ℓ1 (6.14)

and ρL = (ZL − ZC2
)/(ZL + ZC2

). Therefore, if ℓ2 goes to infinity, ρLexp(−2γ2ℓ2) vanishes

regardless of the load value. Similarly, we achieve an analogous result if ℓ1 goes to infinity.

In the same manner, if we connect an impedance ZB at the junction between line 1 and 2

we will find that its contribution to the definition of ρ is scaled at least by exp(−2(γ1ℓ1)).

In summary, the load does not influence the equivalent branch impedance as long as it is

connected to the backbone via long non ideal cables.

6.2.2 Voltage Ratio Approach

To obtain the CFR between a pair of nodes of a topology realization, we proceed as follows.

Firstly, we find the backbone and we remap the network topology along it as described in

Section 6.2.1. Then, we collapse the branches into equivalent impedances connected to the

backbone. Finally, we compute the CFR between the transmitter and the receiver node.

Basically, we divide the backbone in N + 1 units each with an input node labeled with nb

(towards the transmitter) and output node labeled with nb−1 (towards the receiver), and we
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Figure 6.6: Elements of a unit belonging to a given backbone.

compute the CFR as the product of the CFR Hb(f) = Vb−1(f)/Vb(f) of each unit, that is

H(f) =
V0(f)

VN+1(f)
=

N+1∏

b=1

Hb(f) . (6.15)

where V0(f) and VN+1(f) are the measured voltages at the input ports of the receiver and

the transmitter, respectively, at frequency f . In Fig. 6.6, we show the generic unit b. It

comprises a portion of the backbone, with homogeneous line characteristics and, eventually,

a branch connected in parallel at its input. In the following, the notation does not explicitly

show the frequency dependence. Thus, we refer to ZCb
and γb as the characteristic impedance

and the propagation coefficient of the backbone line portion of length ℓb. In Fig. 6.6, we also

use thick lines to represent physical wires, while thin lines have zero-length and are simply

used to graphically represent connections. Furthermore, we denote with ZBb
the equivalent

impedance of the branches connected to the node nb. By definition, the line segment of each

unit connects together two intermediate nodes of the backbone or the last intermediate node

to the load ZL, i.e., the input impedance of the receiver. We set x = 0 at node nb−1 and we

define the load reflection coefficient for unit b as

ρLb
= (ZLb

− ZCb
)/(ZLb

+ ZCb
). (6.16)

Hence, we can write the expression for the voltages at nodes nb and nb−1 as

Vb = V
(
eγbℓb + ρLb

e−γbℓb
)
, (6.17)

Vb−1 = V
(
1 + ρLb

)
, (6.18)

respectively, where V is a voltage coefficient that is a function of the boundary conditions,

such as the source generator voltage value. Therefore, the unit CFR reads

Hb =
Vb−1

Vb
=

1 + ρLb

eγbℓb + ρLb
e−γbℓb

. (6.19)
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Now, we focus on the reflection coefficient ρLb
. When b = 1, in (6.16), ZLb

is the receiver

input impedance. Conversely, when b > 1, ZLb
is the input impedance of the unit of index

b − 1, and its computation involves the impedance carry-back method. More in detail, to

estimate the input impedance of the generic unit b shown in Fig. 6.6, we carry back the load

impedance ZLb
up to the input port, according to (6.12). Then, we compute the parallel of

ZRb
and ZBb

and the result yields ZIb, i.e. the input impedance of the unit b. Note that

(6.19) requires the knowledge of the downstream input impedances. Therefore, we apply the

VRA starting from the receiver port.

The VRA allows splitting the overall complex problem into N + 1 simpler subproblems

each of which comprises the computation of the CFR and the input impedance of each

backbone unit. Note also that the VRA, unlike other well-known methods —such as the

ABCD matrix method— handles only scalar quantities and this gives an advantage in terms

of computational effort. The relation to the ABCD method is discussed in Appendix 10.1.

6.2.3 Line Parameters

Line parameters and cable models play an important role in the computation of the channel

transfer function via the bottom-up approach. Different models have been presented in the

literature to describe different cable types, such as NYY, NYM or VVF, e.g., in [54], [55]

and [56]. These models are widely used to describe the scenarios of countries where norms

suggest the deployment of compact cables for in-home wiring. In compact cables, both the

safety ground wire and the power supply wires, namely, the phase and the neutral, are

enclosed into a PVC cap, so they always run closed together. This latter feature ensures

the TEM or quasi-TEM propagation mode. The TEM assumption can be extended to other

layouts, as the case of single wires enclosed in a plastic raceway, because the dimensions of

the raceway are small if compared to the wavelength of typical PLC signals. It follows that

we can assume the radiated field to be a minor factor [57], and we can use a concentrated

parameters model. We define the skin depth as [58]

δ =
1√

πµfσc

, (6.20)

where µ and σc are respectively the magnetic permeability and the conductivity of the wire.

We omit the frequency dependence for notation simplicity. We choose the vacuum magnetic

permeability equal to 4π · 10−7 H/m and the copper conductivity equal to 5.8 · 107 S/m.

Then, we define rc and dc as the conductor radius and the distance between conductors,
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respectively. Finally, we compute the p.u.l. resistance r as

r =
1

πσr2c
[Ω/m] when δ >> rc, (6.21)

r =
1

2πσrcδ
[Ω/m] when δ << rc, (6.22)

and the p.u.l. inductance l as

l =
µ

π
log

(
dc
rc

)

+
µ

8π
[H/m] when δ >> rc, (6.23)

l =
µ

π
log

(
dc
rc

)

+
1

4πrc

√
µ

πσf
[H/m] when δ << rc. (6.24)

If the two conductors are surrounded by an homogeneous dielectric insulator, it can be

demonstrated that [57]

lc = µε, (6.25)

that is, the product of the p.u.l. inductance l with the p.u.l. capacitance c is always equal to

product of the magnetic permeability with the dielectric constant. For the sake of simplicity,

we neglect the presence of inhomogeneous dielectric between the two wires, hence we exploit

(6.25) to obtain the p.u.l. capacitance. In particular, we assume the insulator to be PVC,

whose relative dielectric constant εr is equal to 3.6, [15]. Hence, ε = εrε0 = 3.6 · 8.859 · 10−12

F/m. We also neglect the p.u.l conductance contribution g, due to the very high resistivity

of the considered insulated material. Thus, we simplify the cable model to three p.u.l.

parameters, and we can compute the characteristic impedance and the propagation constant

respectively as

ZC =

√

r + j2πfl

g + j2πfc
≃
√

r + j2πfl

j2πfc
, (6.26)

γ =
√

j2πfc
(
r + j2πfl

)
. (6.27)

6.3 Resultant Channel Simulator

We have developed a simulator that requires a small set of initialization parameters, i.e.,

the topology area, the minimum and maximum cluster size, the intensity of outlets per

square meter, and the probability of having an open outlet. An example of parameters that

have been used to obtain results in good agreement with experimental campaigns, e.g., [30],

is reported in Table 6.1. Differently, the cable types and the set of load impedance are

pre-computed and stored in a look-up table.

The channel simulation is performed as follows. Firstly, we generate a topology real-

ization, e.g., the one shown in Fig. 6.7, where the outlets and roots are represented by
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Figure 6.7: Layout of the randomly generated topology. the upper left cluster shows the
direction followed for the outlet numeration.

dotted and squared shaped markers, respectively. Then, we derive the tree of the topology

realization. In Fig. 6.8, we show the result. We denote the main panel as node 1. We

label the remainder roots walking down to columns of the cluster matrix starting from the

left. For instance, node 2 is the root of the cluster M(2, 1), and the generic node n ≤ Nc

is the root of the cluster M(n − ⌊(n − 1)/rM⌋ · rM, ⌊(n − 1)/rM⌋ + 1), where rM is the

number of rows of the cluster matrix M. Outlets underlie a similar numeration: if no1 is

the number of outlets of the first cluster, then these outlets are incrementally numbered in

the tree plot from Nc + 1 to Nc + no1 . Inside each cluster, the outlet numeration follows the

counterclockwise rule shown in the first cluster of Fig. 6.7.

We arbitrarily select two pair of outlets, and we compute the corresponding CFR in

the 1-30 MHz band with a sampling frequency of 100 kHz. In Fig. 6.9, we show both the

frequency and impulse channel responses. The impulse response is obtained via the IDFT

of the frequency response. We further smooth the CFR with a raised cosine window.

Table 6.1: Setup of the channel generator parameters
Parameter Value
Af(m

2) 160
Ac (m) U(15, 45)

Λo (outlets/m
2) 0.5

pv 0.3
Nl 10
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Figure 6.8: Tree representation of the generated layout.

The simulator is a powerful tool to investigate the properties of the channel keeping

connection with physical reality. For instance, it allows inferring the behavior as a function

of the topology area, the loads, the outlets distance and the belonging of the outlets to

the same or distinct clusters. The generation of time-variant channel responses can also be

obtained by including time-variant loads [7]. Moreover, the simulation can be easily extended

to the case of multiple homes having nearby located and interconnected main panels, e.g.,

multiple apartments in a building, by simply connecting together through the main panel

different topology realizations. Top-down generators are not yet able to comprehensively

offer such information.

6.4 Channel Statistics

We exploit the bottom-up random channel generator to perform an in-depth analysis of

the statistics of the in-home PLC channels. We target the channel frequency response,

the average channel gain, the root-mean-square delay spread, and the maximum achievable

rate. We aim to highlight the relations, if any, between these quantities and the topological

information, namely, the network layout area, the intensity of outlets, the backbone length

etc. We focus on the 1 - 30 MHz frequency range. We choose ∆f = 100 kHz, M1 = 10 and

M2 = 300. For the definition of the statistical metrics, we refer to Section 2.1.
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Figure 6.9: Frequency and impulse responses of two different channels: (a) between outlets
51 and 23, and (b) between outlets 12 and 27.

6.4.1 Average Channel Gain

We examine how the ACG is related to the topology area Af , to the intensity per-unit-area

of the outlets Λo, to the probability that no outlets are connected to a plug pv, and to

the minimum length of the backbone ℓmin, i.e., considering the sub-set of channel responses

associated to outlets whose backbone length is larger than ℓmin.

In Tab. 6.2, we report the range of values that we consider for each parameter. We refer

to the second column, i.e., the bold values, as the default configuration. When we study the

impact of a specific parameter, we set the others to their correspondent bold values. The

cluster area Ac is always assumed to be uniformly distributed between 15 and 45 m2 (as

encountered in practice), while the number of considered topology realizations is 1000. As

an example, to exploit the impact of the topology area on the ACG we collect simulations

from topologies of area 80, 160 and 240m2, generated with a default configuration for the

remaining parameters.

In Fig. 6.10, we plot the quantile quantile (qq) plots of GdB versus the standard normal

quantiles as a function of the parameters. The best normal fit is also shown for every

case (dashed lines). More in detail, in Fig. 6.10a, we consider three area values, in Fig.

6.10b, we vary the outlet intensity per-unit-area, and in Fig. 6.10c, we vary the no-load

probability. Finally, in Fig. 6.10d we report the results for intracluster and intercluster

channels. The intra/intercluster classification was introduced in [59]. The former class
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Figure 6.10: ACG as function of topology area (a), outlet intensity (b), probability of open
outlets (c), inter/intra-cluster channel classes (d).

considers channel realization associated to outlets belonging to the same cluster, while the

latter gathers channels between outlets in different clusters. We further recall that a cluster

corresponds to a small set of rooms served by the same derivation box. When showing results

for intra/intercluster channels we modify the default configuration by setting ℓmin to 0 m

in order to avoid any bias especially for intracluster channels that are associated to shorter

backbone lengths.

From the linear trends observed in the plots of Fig. 6.10, it follows a log-normal behavior

of the ACG. Deviations from log-normality are found for high values, i.e., values close to 0

dB. ACG values larger than 0 are possible since we define the CFR as the ratio between the

voltage at the receiver and the transmitter port.

Table 6.2: Simulation setup of the bottom-up generatorChannel band 1-30 MHz
Parameter Values
Af (m

2) 80, 160, 240
Λo (outlets/m

2) 0.1, 0.5, 1
pv 0.1, 0.3, 1
lmin (m) 0, 5, 10
Af (m

2) U(15, 45)
Nl 10

74



6.4 - Channel Statistics

In Table 6.3, we report the standard deviation, the minimum, mean and maximum

values of G as function of different parameters. The first row corresponds to the default

set of parameters in Table 6.2. In the other rows we consider the influence of a parameter

at the time, referring to the default configuration for the remaining ones. From the second

row of Table 6.3, we note that, as the flat area increases, the minimum value and the

standard deviation of G rapidly decreases. We justify this behavior observing that the

average backbone length increases in larger topologies, hence we expect higher attenuation

values.

Table 6.3: Statistics of average channel gain
std. var. min. mean max.
(dB) (dB) (dB) (dB)

default config. 13.1 −75.7 −30.3 −3.5

Af
80 7.7 −51.4 −20.3 −1
240 17.3 −102 −38.5 −2.5

Λo
0.1 5.7 −33.8 −14.2 −1.9
1 17.8 −98.1 −42.1 −1.6

pv
0 14 −94.9 −33.2 −4.1
1 8.4 −50.7 −19.1 −1.1

lmin
0 13.7 −75.7 −29.5 −1.6
10 12.4 −75.7 −32.4 −4.6

class
intracl. 5 −32.7 −11.6 2.4
intercl. 11.2 −70.8 −33.7 −8.3

From row three of Table 6.3, as well as from Fig. 6.10b, we note that the outlet intensity

per-unit-area Λo impacts significantly on the ACG. On the contrary, we point out a minor

variation of the ACG as a consequence of a variation of the probability of open outlets

pv. Finally, the analysis of the intra/interclster channels reveals, as intuition suggests, that

intercluster channels exhibit worse and more spread ACG than intracluster channels.

6.4.2 Channel Frequency Response

We focus on the dB-version of the CTF. In Fig. 6.11a, we show the qq plot of the CTF in

dB at frequencies 1, 15 and 30MHz, versus the standard normal quantiles. We also report

the best normal fit (dashed lines).

Interestingly, in all three cases deviations from the standard normal are manifested only

for low values of A(f) since it has to be lower than 0 dB. In Table 6.4, we report the results

of the Lilliefors and Jarque-Bera tests randomly picking 200 channel realizations. Within

brackets we show the correspondent test probability value. We limit our investigation to 200

realizations only, so that results can be easily compared to those presented in [30]. Tests

reveal that for f = 15 MHz the the CTF cannot be strictly considered as a normal variable

differently from the other two cases. However, the best fit for the CTF is to use a log-normal
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Figure 6.11: On the left, quantile-quantile plots of CTF for different frequencies. On the
right, average frequency response in dB for intercluster and intracluster channel classes.

distribution as suggested by the experimental evidences [30].

Table 6.4: Null hypotesis tests for the CTF A(f) in dB.
Jarque-Bera Lilliefors

AdB(f = 1MHz) Accepted (0.138) Accepted (0.186)
AdB(f = 15MHz) Rejected Accepted (0.069)
AdB(f = 30MHz) Rejected Accepted (0.136)

In Fig. 6.11b, we report the average CTF for the intracluster and intercluster channel

classes. Once again, as the intuition suggests, the intercluster channels present a worse CTF

profile w.r.t. the intracluster ones. Fig. 6.11b is helpful to understand how much better

intracluster channels behave.

In order to highlight the connections between the CFR behavior and the wiring structures

inside clusters, we show in Fig. 6.12 the average CTF in dB when the SM, SP or BP outlet-

derivation box connections are deployed. More in detail, we simulate 1000 intracluster

channel realizations for each of the three wiring structures. At this scope, we set Ac = 30m2

and pv = 1, i.e., all outlets do not have loads, in order to limit every possible variability

not connected to the wiring structure. In Fig. 6.12, we show that when the connections are

done with a bus topology with conductors placed along the perimeter, namely the BP case,

the CFR is less attenuated. The low level of mean attenuation observed in this case can be

explained by the fact that the outlet inter distances are exponentially distributed and this

yields on average short backbone lengths that introduce less attenuation effects. For the

other two cases (SM and SP) we have found more attenuated profiles that are also affected

by ripple effects.
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Figure 6.12: Average CTF for different wiring connections between derivation boxes and
outlets.

6.4.3 Root-Mean-Square Delay Spread

Similarly to the analysis of the ACG, in the following we investigate the relation between

the RMS-DS and the topology parameters. Furthermore, we study the RMS-DS as function

of the channel class (intercluster and intracluster) and we highlight the relation between the

RMS-DS and the CB.

Firstly, we focus on the impact of the topology area. In Fig. 6.13a, we show the CDF

of the RMS-DS as a function of the area Af . In Tab. 6.5 we report the correspondent

standard deviation, and the minimum, mean and the maximum values that we experienced.

In accordance with experimental results [30], we confirm that the log-normal distribution

is the best fit for all the CDF profiles, although the RMS-DS is not strictly a log-normally

distributed variable as we discuss more detail in the following. We also observe that the

network area Af affects the average value of the RMS-DS but not significantly the standard

deviation and the minimum/maximum values.

In Fig. 6.13b, we show the impact of the outlet intensity per-unit-area Λo that is equal

to 0.1, 0.5 and 1. In the second row of Tab. 6.5, we show the mean, the standard deviation,

and the minimum and the maximum RMS-DS values observed for these simulations. The

results point out that for intensity values that go to one the RMS-DS flats out.

In Fig. 6.13c and the third row of Tab. 6.5, we report the RMS-DS as a function of

the probability of open outlets pv. We focus on three pv values, i.e., 0, 0.3 and 1. The

outlet loads significantly affect the RMS-DS. More in detail, when pv = 1 (all the outlets

are open), we experience the highest RMS-DS. Furthermore, in this case, the RMS-DS is

not log-normal any more, but it exhibits a normal behavior.

Finally, we study the RMS-DS of the intra/intercluster channels. In detail, intracluster
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Figure 6.13: RMS-DS as a function of topology area (a), outlet intensity (b), probability of
open outlet (c), inter/intra-cluster channel class (d).

channels exhibit an RMS-DS that is lower (almost half) than that associated to intercluster

channels, as we point out in Fig. 6.13d and the last row of Tab. 6.5.

Now, we investigate the distribution of the RMS-DS as a function of the backbone length.

We consider a sub-set of the channel responses that are associated to a backbone length

larger than a minimum value ℓmin. The log-normal is a good statistical fit for the RMS-DS

of channels associated to large values of ℓmin. On the contrary, if we constraint the backbone

length to short values, the RMS-DS statistics diverge from log-normality. This is because

when the backbone is short the channel is less affected by scattering effects. Hence, the

claimed log-normality due to the large number of random reflections is no longer valid. In

the fifth row of Tab. 6.2, we report the RMS-DS values for channels with backbone longer

than 5 or 10 meters. Furthermore, in Fig. 6.14a we show the qq-plot of the logarithmic

RMS-DS, namely, σDS,log, versus the normal distribution. The best normal fit is also shown.

Basically, the curves point out that σDS,log is normally distributed (in agreement with the

experimental results [30]) for high values, while for low values a strong deviation from the
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Figure 6.14: Qq-plot of logarithmic normalized delay spread as function of ℓmin (on the left)
and its magnification for lower tails (on the right).

normal distribution is encountered. To highlight this behavior we magnify the qq-plot in

Fig. 6.14b. If the backbone length is not bounded, the RMS-DS achieves very low values,

say, down to less than 20 ns. Conversely, when the channel backbone is longer than 10 m

the smallest delay spread is more than 70 ns.

6.4.4 Relation between RMS-DS and Coherence Bandwidth

We aim to investigate the relation between the delay spread and the coherence bandwidth.

We define the coherence bandwidth at level ξ = 0.9, and we report in Fig. 6.15a the RMS-DS

versus coherence bandwidth for 1000 channel realizations assuming the default parameters

in Table 6.2. For the sake of accuracy we also use a frequency resolution of 10 kHz.

The Figure shows a hyperbolic relation between the RMS-DS and the coherence band-

Table 6.5: Statistics of RMS-DS
std. var. min. mean max.
(µs) (µs) (µs) (µs)

default config. 0.220 0.021 0.451 1.361

Af
80 0.180 0.013 0.360 1.276
240 0.237 0.022 0.516 1.449

Λo
0.1 0.143 0.023 0.351 0.996
1 0.256 0.02 0.478 1.381

pv
0 0.193 0.044 0.397 1.298
1 0.237 0.014 0.619 1.322

lmin
5 0.224 0.01 0.442 1.361
10 0.217 0.055 0.469 1.346

class
intracl. 0.142 0.001 0.243 0.802
intercl. 0.219 0.112 0.492 1.328
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Figure 6.15: Plots of delay spread as function of coherence bandwidth (on the left) and
average channel gain (on the right). In both cases best fits are also shown.

width. By fitting the simulation results, we propose the following relation

B0.9
C =

0.115

σDS
[Hz]. (6.28)

The result is in excellent agreement with the correspondent one from measurements that

was presented in the literature, e.g., [29].

6.4.5 Relation between the RMS-DS and the ACG

According to the analysis presented in [30], we study the relation between the ACG and the

RMS-DS of the generated channels. In Fig. 6.15b, we plot the RMS-DS as a function of the

ACG for each simulated channel (circle marker) assuming the default parameter settings.

The RMS-DS decreases when the ACG increases. Therefore worse, channels in terms of ACG

are also characterized by larger values of RMS-DS, and the slope of the robust regression

fit is equal to −0.0108 µs/dB which matches the results presented in [30] for the channels

acquired in the experimental measurement campaign described in [60].

From a more accurate analysis of the results, we note that the generated channels exhibit

low ACG and RMS-DS with a probability that is larger than that reported for the experi-

mental data in [30]. This is because the proposed simulator generates all possible channels

in a given topology, i.e., all outlet connections are considered comprising those that are very

short. On the contrary, the database of measurements in [30] is limited and it comprises, as

described in [28], acquisitions of channels between pairs of outlets that are deliberately cho-

sen to be a probable location of PLC modems. This appears to be restrictive since practical

applications may require connection between nearby outlets. To corroborate the conclusion,

we perform the following analysis. We focus on the sample topology in Fig. 6.16a, that we
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Figure 6.16: A randomly generated topology layout where ten outlets highlighted with circles
have been selected (on the left) and the plot of RMS delay spread as function of the average
channel gain for the evaluated channels (on the right). The best linear fit is also shown.

obtained with the default parameter configuration. We choose 10 outlets similarly to what

was done in [28], and we report the RMS-DS vs. ACG in Fig. 6.16b. The resulting set of

channels contains more realizations with high RMS-DS and ACG w.r.t. what we showed in

Fig. 6.15b, yet the slope of the best linear fit is still close to −0.01µs/dB. These results point

out the impact on the statistical results of the choice of the outlets during the measurement

campaigns. Similarly, the area of the considered topologies affects the analysis, as discussed

in Section 6.4.1. The experimental data in [60] have been obtained in American houses

of area up to 335 m2. The corresponding channels show worse ACGs than those reported

in [61] for the European context where houses present approximately 80% of channels having

ACG of −50 dB and 50% having ACGs smaller than −35 dB. Hence, exploiting the relation

between the ACG behavior and the flat area highlighted in Section 6.4.1, we speculate the

existence of a smaller value for the European average topology area. A conclusion that also

justifies the area values considered herein for the statistical characterization of European

powerline channels.

Table 6.6: Maximum achievable rate intervals

Class
Average Class
C (Mbps)

1 787.5
2 562.5
3 337.5
4 112.5
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6.4.6 Achievable Rate

Although RMS-DS and ACG offer a quite complete overview of the PLC properties, we also

carry out a statistical analysis in terms of maximum achievable rate. We let the noise be

AWGN, with a PSD level of Pw = −140 dBm/Hz, and the signal to be normally distributed

with PSD of -50 dBm/Hz. We configure the simulator according to the default settings and

we focus on the 1 − 30 MHz frequency range. The upper bound of the achievable rate is

approximatively equal to 900 Mbps. We divide the interval 0 − 900 into 4 slots. Each slot

covers 225 Mbps. We gather together all the channels whose maximum achievable rate fall

within a certain slot and we obtain 4 average achievable rate values according to Table 6.6.

Basically, this classification is similar to the one proposed in [35], but in that case 9 classes

were defined and the bandwidth is up to 100 MHz. In Table 6.7, we report the distribution

of the channels in the classes as a function of the simulator parameters.

Table 6.7: Statistics of the maximum achievable rate
class 1 class 2 class 3 class 4
(%) (%) (%) (%)

default config. 6.3 43.6 37 13.1

Af
80 15.5 69.7 14.6 0.2
240 3.4 29.3 35.9 31.4

Λo
0.1 40.1 56.5 3.4 0
1 2.7 24.5 38 34.8

pv
0 4.9 42 38.7 14.4
1 2.7 24.5 38 34.8

ℓmin
5 55.4 44.5 0.01 0
10 2.8 40.6 41.9 14.7

class
intracl. 55.4 44.5 0.01 0
intercl. 1.2 38.7 46.6 13.5

We note the followings. First, as the network area Af or the outlet intensity Λo increases,

the achievable rate decreases. Second, the achievable rate is less affected by pv and ℓmin.

Finally, while intracluster channels are confined to the best classes, namely class 1 and 2,

the intercluster channels show a more spread behavior that falls within classes 2 down to 4.

Average CFR Profiles of the Channel Classes

In Fig. 6.17, we show the average CTF profile for each class of Table 6.6. We generate

channels with the default configuration. We refer to these profiles as “default”. Strong

ripple effects are present, in particular for the worst classes such as class 3 and 4. From a

deeper investigation, we have found that the ripples are strongly connected to the position

of the derivation box. To show this, in Fig. 6.17, we report the CTF profiles obtained

with the default parameters configuration but with the derivation boxes exactly placed in

the upper-left corner of each cluster (fixed-roots), or with derivation boxes placed anywhere
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Figure 6.17: Average CTF profiles for each class of capacity

inside the cluster (free-roots). The two solutions differ for the maximum value of ℓd, which

is 0 and
√
2Ac in the fixed-roots and the free-roots case, respectively. The curves show

that in the free-root case the ripple effects are less pronounced. However, we believe that

regular structures with limited variations of the location of the derivation boxes exist in real

layouts, as in office buildings or hotels. Therefore, in such cases ripple effects in the CFR

are exhibited as it has also been reported in [62].

Achievable Rate versus Backbone Features

In order to fully investigate the maximum achievable rate as function of the topology layout,

in Fig. 6.18a, we report the maximum achievable rate of 1000 channel realizations as function

of the associated backbone length. We assume the default parameters configuration with

ℓmin equal to 0 m. The plot shows that the backbone length does not influence the achievable

rate.

On the contrary, we have found that the number of junction nodes, where branches

depart from the backbone, have a larger influence on the achievable rate. This is shown in

Fig. 6.18b. Basically, we have found that the lower bound of achievable rate shows a linear

dependency on the number of backbone junction nodes nbb that reads

Cbound = −160 · nbb + 1055 nbb < 7 [Mbps], (6.29)

where Cbound is the lower bound of the achievable rate in Mbps.
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Figure 6.18: Plots of the maximum achievable rate as a function of the backbone length and
the number of junction nodes of the backbone, on the left and the right respectively.

6.5 Use Case: The Study of Relaying

We exploit the bottom-up random channel generator to study the improvement provided by

the use of the relay in in-home PLC networks. Nowadays, there is an increasing need of

distributing multimedia contents to different users in the same domestic environment. PLC

modems provide a transmission technology that allows in-home wide band communications.

Several internet service providers distribute internet access via a home gateway connected

to several power line communication modems. The communication protocol between differ-

ent modems and the gateway is usually based on time division multiple access (TDMA),

as for instance it is done by the HomePlug standard [63]. The presence of multiple PLC

modems can be exploited to implement cooperation. That is, the communication between

two modems can benefit from the presence of another modem that acts as a relay. Both

throughput enhancement and range extension can be achieved with the use of a relay. Some

early work on this area has been done in [64] where it was suggested to extend the trans-

mission range and to reduce the trasmission delay in PLC networks with repeaters using

distributed space time code (DSTC).

In this respect, we have studied the performance improvement that can be potentially

offered by relying in an in-home PLC network. We assume the presence of one relay node.

Therefore, we consider three PLC channels, i.e., source-relay, source-destination and relay-
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Figure 6.20: DT and DF modalities and corresponding time slots allocation.

destination. We generate the random channel responses according to the bottom-up ap-

proach. Channels can be, in general, correlated because they share the same underlying

network. The bottom-up approach models the correlation between the channel realiza-

tions because it accounts for the whole topology in the generation of the actual frequency

response. Conversely, the top-down approach is not appropriate because it generates inde-

pendent CFRs.

Potentially each outlet, or derivation box, or even the main panel, can be a location

where to position the relay. We investigate the use of the cooperative opportunistic decode

and forward (ODF) protocol presented in [65]. The physical layer deploys multi-carrier mod-

ulation, and the medium access control is based on TDMA. The relay is opportunistically

used only if it provides increased capacity w.r.t. the use of direct communication between

the source and the destination. We consider both the optimization of the time slot duration

of the source and the relay for each network realization and the use of a globally optimal

time slot duration that maximizes the average network capacity. We investigate the effect of

the relay position considering various configurations. Finally, we consider in-home networks

that comprise sub-networks connected at the main panel via a circuit breaker. Since the

circuit breaker introduces attenuation, range extension and improved capacity is obtained

by positioning the relay at the main panel.

In the following, we report some preliminary results. For further details, we refer the

interested reader to [66–69].

85



Chapter 6 - Bottom-Up Modeling Approach

6.5.1 Opportunistic Decode and Forward Protocol

We consider a network composed by a source node (NS), a relay node (NR) and a destination

node (ND) as shown in Fig. 6.19. Multiplexing is accomplished via TDMA, where the time

is divided in frames of duration Tf . Each frame is divided into two time slots whose duration

is t and Tf −t. The communication between NS and ND follows the ODF protocol presented

in [65]. In ODF, the sender sends data to the destination according to two modalities, direct

transmission (DT) or decode and forward (DF). In DT, NS transmits to ND occupying all

the time frame Tf . In DF mode, NS transmits its data to both NR and ND during the time

slot t, then in the second slot Tf − t, NR decodes and forwards the same data to ND using

an independent codebook. Finally, ND decodes the message combining the data received

in both time slots from both the source and the relay. Fig. 6.20 shows the DT, the DF

modalities and the corresponding time slots allocation.

At the physical layer, we assume a multi-carrier system with M sub-channels. The

channel between each pair of nodes is denoted as Hx,y(m), where m is the sub channel index,

i.e., m ∈ {0, . . . ,M − 1}, and the subscripts x and y denote the transmitting and receiving

nodes. We let x, y be {S,R}, {S,D} or {R,D} to indicate the source-relay, source-destination

and relay-destination channel, respectively.

We evaluate the performance of the ODF protocol in terms of maximum achievable

rate under the assumption of AWGN. In the following, we simply refer to the maximum

achievable rate as capacity. With a high number of subchannels (M → ∞), and with a

frame of normalized duration Tf = 1, the capacity of ODF can be expressed as [65]

CODF (t) = max {CDT , CDF (t)} , (6.30)

where CDT and CDF (t) respectively denote the capacity of DT and DF modes. They are

given by

CDT =CS,D (6.31)

CDF (t) =min {tCS,R; tCS,D + (1− t)CR,D} . (6.32)

In (6.31) and (6.32) we denote with CS,D, CS,R and CR,D the capacity of the links NS-ND,

NS-NR and NR-ND respectively. They are given by [70]

Cx,y =
1

MT

M−1∑

m=0

log2 (1 + Γx,y(m)),

{x, y} ∈ {{S,D}; {S,R}; {R,D}} , (6.33)

where

Γx,y(m) =
Pt(m)|Hx,y(m)|2

Pw(m)
, (6.34)
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is the signal over noise ratio in sub-channelm for the link x-y, T is the sampling time, whereas

Pt(m) and Pw(m) respectively denote the transmitted and the noise power in sub-channel

m.

From (6.30)-(6.32) it is interesting to note that the direct link is used whenever the

capacity CS,D is greater than CS,R. This is true for any t. In the remaining cases, to see

whether the communication follows the DT or the DF mode, we need to compute CDT ,

CDF (t) and compare them as in (6.30).

In order to maximize the capacity (6.30), we note that the capacity of DF mode (6.32)

is a function of the time slot duration t. Therefore, the optimal slot duration can be found

maximizing the capacity CDF (t) [71], i.e.,

topt = argmax
t∈[0,1)

{CDF (t)} . (6.35)

To solve (6.35), we observe that the arguments of the minimization in (6.32) are linear

functions. Furthermore, we recall that to have DF mode we must have CS,D < CS,R. Conse-
quently, it is easy to see that the optimal time slot duration is given by the intersection of

the linear functions, i.e., toptCS,R = toptCS,D + (1− topt)CR,D.

6.5.2 Description of the Considered Relay Configurations

We focus only on NS-ND channels defined between pair of outlets that do not belong to

the same cluster, i.e., intercluster channels. These channels experience higher attenuations

than intracluster channels. Thus, they can benefit more from the help of a relay. Clearly,

these benefits are also dependent on the relay location. At this scope, we consider strategical

locations for the relay. In particular, we position the relay either in the derivation boxes

or in the main panel (MP). These choices have been made because both positions can

be considered strategical, since each derivation box feeds a group of outlets and the MP

feeds a group of derivation boxes. The former configuration is referred to as all derivation

boxes (ADB), while the latter as MP.

Furthermore, since intercluster channels involve communications between outlets of differ-

ent clusters, their backbones, i.e., the shortest paths between the source and the destination,

are always characterized by the presence of at least the derivation boxes of the source and

destination clusters. Thus, we analyze the performance using a relay in the derivation box

of the source and in the derivation box of the destination. We refer to these two sub-cases

as source derivation box (SDB) and destination derivation box (DDB), respectively.

Placing the relay in the derivation boxes can be practically complex, hence we also

position the relay in a randomly selected outlet not belonging to the source and destination

clusters. We refer to this configuration as outlet relay arrangement (ORA).

Finally, as the numerical results will show, we point out that placing the relay in the
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main panel provides significant performance improvements for “cross-breaker channels”, e.g.

channels associated to outlets that belong to different floors of a multiple sub-topology layout.

These improvements are significant when the circuit breakers introduce high attenuations.

In fact, since the MP is always a cross-way node for all the cross-breaker channels, the

attenuation of the circuit breakers has a strong impact in performance. Therefore, relaying

can be a valid solution for this configuration.

6.5.3 Performance Results

In Table 6.8, we report the values for all the parameters used by the simulator. In particular,

we consider the flat area and the cluster area as uniform distributed random variables. We

do so in order to present results that gather the heterogeneity of the whole in-home scenario.

The channel frequency responses Hx,y(m), {x, y} ∈ {{S,D}; {S,R}; {R,D}} are computed

Table 6.8: Parameter set for the bottom-up generator
Parameter Value
Af (m

2) U(100, 300)
Λo (outlets/m

2) 0.5
Ac (m

2) U(15, 45)
pv 0.3

in the band 1-30 MHz, with a sampling frequency resolution of 24.414 kHz, that corresponds

to the sub-carrier spacing of the HomePlug standard [63]. According to (2.13), the capacity

is computed assuming uniformly distributed power with a PSD of −50 dBm/Hz for both the

source and the relay. In order to evaluate the improvements in different application scenarios

we consider AWGN with two PSD levels, i.e., Pw = −140 dBm/Hz and Pw = −110 dBm/Hz,

respectively.

We generate N = 1000 topologies. For each topology we randomly pick a pair of outlets

belonging to different clusters. We place the relay in any possible location according to the

configurations described in Section 6.5.2. Hence, we apply the ODF algorithm of Section

6.5.1, obtaining the optimal time allocation topt(k, i) for each topology realization i and relay

arrangement k ∈ {ADB, SDB, DDB, ORA, MP}. As an example of the resultant topt(k, i)

distribution, in Fig. 6.21 we show the PDF of topt(SDB, i).

We point out that in the computation of the CFR we assume modems with an input

impedance of 50 Ω both for the transmitter/receiver and the relay. Therefore it should be

noted that the presence or absence of the relay affects the frequency response between a

certain pair of outlets. In Fig. 6.22, we plot the C-CDF of the S-D link, when no relay

is used. Hence, we compare the capacity of the pure S-D link to that obtained with each

relay configuration. The curves show that the best performance is obtained with the SDB

configuration.
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Figure 6.21: Probability density function of the optimal time slot allocation for the SDB
configuration.

In Table 6.9, we report the average values of capacity for the pure S-D link (Cp
S,D), for the

S-D link when the relay is inserted but not used (Cr
S,D(k) for k = ADB, SDB, DDB, ORA,

MP ) and for the S-D link when the relay is opportunistically used (CODF (c)). The results

show that the insertion of the relay may cause a decrease in capacity since it is viewed as a

new load by the network. However, the capacity generally improves when the relay is used.

In particular, the SDB configuration is the best performer and it turns out to be beneficial

for 100% of the networks, as shown in the fifth column of Table 6.9.

6.5.4 Global Time Slot Optimization

The results in the previous section have been obtained optimizing the time slot for each

channel realization and relay configuration. We now investigate the possibility to use a

single globally optimal time slot duration for all topology realizations given a certain relay

position, Strictly,

tuopt(k) = topt(i, k) , i = 1, 2, . . . , N. (6.36)

The globally time slot duration tuopt(k) is the one that maximizes the average capacity.

Therefore, we proceed as follows. For each configuration k we consider the capacity of

the sub-set of networks for which the ODF is strictly reduced to the DF one,

{CDF (k, i, t)} = {CODF (k, i, t)|t < 1}. (6.37)
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Table 6.9: Numerical results for intercluster networks
Pw = −140dBm/Hz and Cp

S,D = 359.97Mbps
Capacities (Mbps) Perc. of DF

Config. Cr
S,D CODF Cu

ODF Networks tuopt
ADB 354.93 384.74 361.64 62.5 0.87
SDB 349.11 405.89 374.33 100 0.78
DDB 349.80 362.72 353.85 100 0.99
ORA 359.90 374.05 362.59 30.2 0.87
MP 355.01 384.07 360.56 62.9 0.89

Pw = −110dBm/Hz and Cp
S,D = 134, 67Mbps

Capacities (Mbps) Perc. of DF
Config. Cr

S,D CODF Cu
ODF Networks tuopt

ADB 131.03 154.22 140.57 62.9 0.77
SDB 126.29 179.02 156.31 100 0.66
DDB 127.16 138.96 131.90 100 0.97
ORA 134.56 142.79 136.84 30.1 0.82
MP 131.08 155.06 140.15 63.8 0.79

Then, we compute the average capacity

CDF (k, t) = Ei[CDF (k, i, t)]. (6.38)

We show its behavior in Fig. 6.23. Finally, we choose the optimum time slot duration for

each configuration k as the one correspondent to the peak of the capacity curves of Fig. 6.23,

i.e.,

tuopt(k) = argmax
t∈[0,1)

{CDF (k, t)} . (6.39)

In Table 6.9, we report the tuopt(k) and the capacity Cu
ODF (k) = Ei[CODF

(
k, i, tu(k, i)

)
], where

tu(k, i) =

{

tuopt(k) if topt(k, i) < 1,

1 otherwise.
(6.40)

The results show that the best performing relay configuration is the DDB. In general, the

improvement w.r.t. the pure S-D link is not very pronounced when the average SNR is high.

For example, in the DDB case the relay improves the S-D link (in the presence of the relay)

by 7% when the PSD noise level is −140 dBm/Hz. Whereas, when the PSD noise level is

−110 dBm/Hz the relay significantly improves the S-D link by 24%.

6.5.5 Network with Multiple Sub-topologies

In order to simulate the effect of the circuit breaker switches in the MP for a multiple sub-

topologies configuration we introduce an attenuation A = {0, 10, 20} dB in the MP where

the relay is located. We evaluate the average capacity CDF (t) of the cross-breaker channels.
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Figure 6.22: C-CDF functions of maximum achievable rate for different relay arrangements
and for two noise levels.

In Fig. 6.24 we plot the average capacity as a function of the time slot duration for the three

values of attenuation. In Table 6.10, we summarize results as done for the previous cases.

The results show that the globally optimum time slot duration decreases as the attenuation

increases. The benefit provided by the relay is higher for channels with higher attenuation.

Table 6.10: Numerical results for Interfloor channels
A Capacities (Mbps)

(dB) Cp
S,D Cr

S,D CODF CDF tuopt
0 316.13 306.22 354.09 316.87 0.87
10 238.76 229.61 302.02 267.98 0.77
20 169.16 161.02 252.10 221.67 0.69

6.6 Main Findings

We have presented a statistical bottom-up PLC channel generator for the indoor scenario.

The result is a powerful tool to infer the PLC channel statistics as a function of the topology

characteristics. It allows generating statistically representative channels in agreement with

experimental measurement campaigns.

We have fully described the topology generation algorithm and a fast channel transfer

function computation method. Then, we have presented a statistical characterization of the
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Figure 6.23: Average capacity CDF (c, t) as a function of the time slot t.

generated channels. In particular, we have shown that the average channel gain and the

root-mean-square delay spread can be approximately fitted with a log-normal distribution.

Deviations from it are found for extreme values and if we constraint the backbone length

to be small. It should be noted that the results from measurement campaigns do not dis-

criminate among the topology features and do not consider the whole set of outlets but

rather acquisitions have been made among nodes at large distance. To this respect we have

investigated the behavior of channels belonging to the same cluster or to different ones. We

have classified channels according to their maximum achievable rate as function of both the

backbone length and the number of intermediate backbone nodes. While we have not found

any strong dependence of the maximum achievable rate from the backbone length, we have

found an interesting linearly decreasing dependency between the lower achievable rate bound

and the number of junction nodes in the backbone.

Finally, we applied the simulator to study the relaying in PLC. Significant capacity

improvement can be obtained via opportunistic relaying in in-home PLC networks. The relay

is beneficial to improve the communication performance among pair of outlets belonging to

distinct clusters since they experience channels with high attenuation. In such a case, the

best relay position is the derivation box that serves the transmitter node. The gains are

even higher for cross breaker channels when we opportunistically exploit a relay positioned

in the main panel.
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Chapter 7
MIMO Extension of the Bottom-Up Modeling

Approach

Many power line networks deploy multiconductor cables. For safety reasons, in many coun-

tries the electrical regulations impose the use of a third conductor, typically referred to as

PE. The presence of a third conductor allows, in principle, establishing two parallel commu-

nication channels between the transmitter and the receiver. In general, with N conductors,

N -1 communication channels are available between two nodes, which suggests the use of

some form of MIMO communication. MIMO communications have attracted considerable

attention in the wireless scenario, where multiple antennas are available. In this context, a

great amount of research has been carried out to design spectral efficient modulation and

coding techniques that are referred to as space-time and space-frequency coding techniques.

Some early work on space-frequency coding algorithms for PLC has been reported in [72].

An important aspect is the characterization and modeling of PLC channels for the design

and performance analysis of communication algorithms. Although several results about

channel modeling for SISO PLC channels are available, not many results are yet available

for MIMO PLC channels.

Besides the experimental MIMO channel characterization as it was done in [19] - [20],

it is important to develop a model and a simulator for the CFR between two given nodes

of a certain network taking into account for all the reflection and transmission effects that

are due to line discontinuities. In [22], a bottom-up MIMO PLC channel simulator has been

described. It is the MIMO extension of the two-conductor TL theory channel simulator

presented in [23], which in turn exploits the method of the modal expression for the electrical

quantities.

We propose a novel bottom-up channel simulator that allows for the computation of

the MIMO CFR of complex PLC networks by exploiting the multiconductor transmission

line (MTL) theory concepts [57] under the TEM or quasi-TEM assumption. The method is

inspired by the VRA that we described in Section 6.2.2. In detail, we show that the MTL
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relations of the method are a matrix form extension of the two-conductor TL equations.

Furthermore, to simplify the problem, we exploit the impedance carry-back method to remap

the network into elementary MTL units, and we compute the MIMO CFR as the product

of the CFR matrix of each MTL unit.

We perform the analytical computation of the per-unit-length cable parameters, consid-

ering both a symmetric structure and a planar structure (ribbon cable). To this end, we

focus on three-conductor cables. We report both simulation and experimental measurements

for two test networks, one without branches and one with a branch. We show that while

for the symmetric cable we obtain good agreement between the simulated and the measured

results, with ribbon cables some more pronounced mismatches are found. Therefore, we

propose to use an improved cable model that takes into account for the non uniformity of

the insulation material [73]. With this model, close matching between the simulation and

experimental results is found.

In Section 7.1, we summarize the MTL theory concepts and we derive the fundamental

matrix form equations of the VRA. In Section 7.2, we address the cable models and we

provide a comparison between the simulated and the experimental results. In Section 7.3,

we discuss the effect of non-idealities and we improve the model taking into account for the

dielectric inhomogeneities. Finally, we present a use-case. We exploit the MIMO bottom-up

simulator to show the performance improvement provided by the use of multiple output

schemes. We address both multiple input and single input solutions and we note that

the latter scheme yields to a performance improvement without adding complexity of the

transmitter.

7.1 Analysis of the MTL Configuration

We herein describe an MTL model for the simulation of MIMO in-home power line channels.

We firstly report the fundamental MTL relations and we show that they are a matrix form

extension of the two-conductor transmission line equations. Then, we propose an efficient

method for the computation of the MIMO channel transfer function between pair of nodes in

any complex power line network that deploys multiconductor cables. The method is based

on the VRA. For clarity, we first address the three-conductor case. Then, we consider the

general multiconductor case.

7.1.1 Three-Conductor Transmission Line Equations

Several power line wiring installations use three identical wires, namely the phase, neutral

and protective earth, that can be, in first approximation, modelled as parallel good conduc-

tors sheathed in a dielectric material and nearby placed. For instance, in Greece compact

cables with conductors enclosed into a PVC cap are deployed [54]. In Italy, three conductors
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Figure 7.1: Per-unit-length equivalent model of the three conductor line.

are individually insulated and placed inside small raceways. Some other countries deploy

also ribbon cables.

In all cases, the transversal dimension of the overall cable structure is relatively small

w.r.t. the transmission signal wavelength in the range of frequencies that we consider, i.e., in

the lower GHz range. Therefore, we can make the TEM or quasi-TEM mode assumption [74],

and we can adopt the p.u.l. parameter model also for non ideal cables [74].

In Fig. 7.1, we show a line section of three conductors of length ∆x, where ri, lk, gk, ck

with i ∈ {0, g, r} and k ∈ {g,m, r} denote the p.u.l. resistance, inductance, conductance

and capacitance. The p.u.l. inductance lm, capacitance cm and conductance gm take into

account the mutual interactions between conductors. The bottom conductor is assumed to

be the neutral, while the middle and the upper most conductors are respectively, the PE

and the phase. We assume the neutral to be the reference conductor, and the phase and

PE currents to return through the neutral conductor. Consequently, two different circuits

sharing the same return conductor can be defined. Coupling effects provide interactions

between them, therefore by transmitting and receiving on both the circuits, a 2× 2 MIMO

system is defined. The first circuit comprises the phase and the neutral wires. We refer to it

as generator circuit ({·}g). The second circuit comprises the PE and the neutral wires. We

refer to it as receptor circuit ({·}r).
Now, in order to provide a steady-state analysis, we use the phasor representation for

electrical quantities. We denote with Vk(f, x), for k ∈ {g, r}, the voltage phasors associated

to the generator circuit and the receptor circuit at frequency f and coordinate x. Thus, the

voltage in sinusoidal regime is vk(x, t) = Re{Vk(x, f)e
j2πft}, where Re{·} denotes the real

operator. To simplify the notation, we do not explicitly show the frequency dependency in

the following. Therefore, we simply write Vk(x). By letting ∆x → 0 in Fig. 7.1, we obtain

the telegraph equations in the frequency domain, that read as follows

∂V(x)

∂x
= −

(
R+ j2πfL

)
I(x) , (7.1)

∂I(x)

∂x
= −

(
G+ j2πfC

)
V(x) , (7.2)

where V = [Vg, Vr]
T is the voltage phasor vector, I = [Ig, Ir]

T is the current phasor vector
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and {·}T denotes the transposition. Furthermore,

R =

[

rg + r0 r0

r0 rr + r0

]

, L =

[

lg lm

lm lr

]

,

C =

[

cg + cm −cm

−cm cr + cm

]

, G =

[

gg + gm −gm

−gm gr + gm

]

,

are the p.u.l. parameter matrices for the resistance, inductance, capacitance and conduc-

tance, respectively.

Now, if we define the impedance and the admittance matrix as Z = R + j2πfL and

Y = G + j2πfC , respectively, by means of a first derivative and a substitution we obtain

the MTL equations

∂2V(x)

∂x2
= ZY V(x) , (7.3)

∂2I(x)

∂x2
= YZ I(x) , (7.4)

that are coupled by the boundary line conditions, and thus we can focus only on a single

one, i.e., (7.4). We apply the eigenvalue decomposition and we obtain

YZ = T

[

λ1 0

0 λ2

]

T−1 = TΛT−1, (7.5)

where T and Λ are the eigenvector and eigenvalue matrices of YZ, respectively. Then, we

diagonalize (7.4) defining the modal current vector Im = T−1I such that

∂2Im(x)

∂x2
= ΛIm(x). (7.6)

Now, due to the diagonal nature of Λ, the resultant system comprises two uncoupled equa-

tions that can be independently solved leading to

Im(x) =

[

e−γ1x 0

0 e−γ2x

]

I+m +

[

eγ1x 0

0 eγ2x

]

I−m, (7.7)

where I+m and I−m are vectors whose coefficients are determined from the boundary conditions,

and γ1, γ2 are the propagation constants obtained from the diagonal elements of Λ. In detail,

we define the propagation constant matrix Γ = diag{γ1, γ2}, as the one for which ΓΓ = Λ.

Finally, we exploit the relation I = TIm to obtain the expression for the current phasor
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vector I and the voltage vector V that read

I(x) = TIm = T
(

e−ΓxI+m + eΓxI−m

)

, (7.8)

V(x) = Y−1TΓ
(

e−ΓxI+m − eΓxI−m

)

, (7.9)

respectively. The voltages and the currents maintain the same structure of the two-conductor

line case, i.e., both are expressed as the superposition of the transmitted and reflected waves.

To proceed, we firstly define the characteristic impedance matrix of the multiconductor

transmission line as ZC = Y−1TΓT−1. Then, we define the load reflection coefficient matrix

as the matrix ρLI
such that I−m = ρLI

I+m, where the subscript {·}I is used in the notation to

recall that we are dealing with currents. Finally, from (7.8)-(7.9), it follows that

I(0) = T(U+ ρLI
)I+m , (7.10)

V(0) = ZCT(U− ρLI
)I+m , (7.11)

where U is the identity matrix of size 2 × 2, and we assume that the load is placed at the

coordinate x = 0.

Now, we define the load admittance matrix YL as the matrix such that I(0) = YLV(0),

and thus we rewrite the reflection coefficient matrix as

ρLI
= T−1YC

(
YL +YC

)−1(
YL −YC

)
ZCT , (7.12)

where YC = Z−1
C . Furthermore, once YL is known, we can also determine the admittance

matrix YR(x) at coordinate x as the matrix that satisfies the relation I(x) = YR(x)V(x).

YR(x) can be interpreted as the load admittance carried back at coordinate x. Combining

(7.8)-(7.9), it follows that

YR(x) = T
(
e−Γx + eΓxρLI

)
×
(
e−Γx − eΓxρLI

)−1
T−1YC . (7.13)

This final relation will be exploited in the next section for the development of a CTF

simulator for complex in-home networks that comprise several branches and loads.

7.1.2 Voltage Ratio Approach for Three-Conductor Networks

Our objective is to compute the MIMO channel transfer function of any pair of nodes in

power line networks that comprise multiconductor lines and several branches and loads. We

propose to compute the CFR via an MTL extension of the algorithm presented in Section

6.2.2, for the two-conductor case. We firstly remap the MTL network into a backbone and

into a set of branches that depart from intermediate nodes of the backbone. Fig. 7.2 shows

an example of a remapped network where each backbone branch comprises sub-branches and
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Figure 7.2: On top, unifilar description of a topology remapped in units. On bottom,
equivalent representation of the units in admittance matrix terms.

loads at the terminal nodes.

We apply the impedance carry-back method, and we obtain the equivalent admittance

matrix YBb
. Basically, we recursively apply (7.13) and the final result is similar in structure

to that of the two-conductor case.

In detail, we split the backbone into N small elements called units. In Fig. 7.2, we show

an example of unit representation of the network. We use thick and thin lines to represent

physical wires and zero-length connections, respectively. The coordinates on the x axis refer

to the position of the backbone nodes. Each unit b = 1, . . . , Nu contains an homogeneous

piece of backbone line and the equivalent admittance of the branch connected to the node

nb. We conventionally start the unit numeration from the receiver end. We also denote

with ZCb
, Γb, ℓb and ρLI,b

, the characteristic impedance matrix, the propagation constant

matrix, the length of the piece of backbone line, and the load reflection matrix of the unit b,

respectively. The latter is given by (7.12). Further, we refer to YLb
and YIb as the load and

the input admittance matrices of the unit b, respectively. The first is the receiver admittance

matrix when b = 1, otherwise it is the input admittance matrix of the unit b− 1. The latter

is the sum of the load admittance matrix YLb
carried back at the input port of the unit b,

and the branch admittance matrix YBb
. From (7.9) and (7.11), the voltage vector at node

nb can be written as a function of the voltage vector at node nb−1 yielding

V(xb) = ZCb
Tb

(
eΓblb − e−ΓblbρLI ,b

)
×
(
U− ρLI ,b

)−1
T−1

b Z−1
Cb
V(xb−1). (7.14)

Now, by definition, the MTL CFR of unit b reads

V(xb−1) = HbV(xb). (7.15)
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Thus, from (7.14) it follows that

Hb = ZCb
Tb

(
U− ρLI ,b

)
×
(
eΓblb − e−ΓblbρLi,b

)−1
T−1

b Z−1
Cb
. (7.16)

Finally, by recursively applying (7.15), we obtain the overall CFR as

H(f) =
Nu∏

b=1

Hb(f), (7.17)

i.e., the product of the CFR of the units where we explicit the frequency dependence. We

refer to this method as MTL voltage ratio approach (MTL-VRA).

7.1.3 Application of the MTL-VRA and Complexity Analysis

In order to detail the application of the MTL-VRA, we firstly apply it to the branched test

network shown in Fig. 7.3(b). We start dividing the network in units. According to the

notation of Fig. 7.2, two units exist. The first includes the line of length ℓ3 and the branch

terminated into Ybr. The second unit comprises the piece of backbone line of length ℓ1.

Firstly, we compute the CFR and input admittance matrix of the first unit. To this end, we

compute twice the relations (7.12)-(7.13), once the relation (7.16), and then, at the input

port of the unit, we sum the equivalent admittance matrices of the branch and the receiver.

The second unit is rather simple since no branches are present, and thus we only need to

compute (7.12) and (7.16) once. Finally, the overall CTF is given by (7.17).

Now, if we consider a more complex network, we can still divide it into units, and then,

for each unit, we compute the same relations applied before to the branched test network.

Therefore, the number of relations to be solved by the VRA scales linearly with the total

number of network units.

For the sake of comparison, we can consider the method proposed in [22], which is in

general more complex because it does not consider the division of the network in units as

we instead propose. However, it can be also applied once the network is divided into units.

In such a case, the number of relations to be solved for a given unit is similar in method [22]

and in our method. However, the computation of the relations requires a higher number

of scalar operations (additions and products) per unit in the method [22] compared to the

VRA. As an example, for the network of Fig. 7.3(b) the method in [22] runs approximately

3% more operations than the VRA. It follows, that also for more complex networks the

VRA maintains some complexity advantage.

7.1.4 Multiconductor Extension of the VRA

Although the three-conductor case is the most frequent in in-home PLC networks, the VRA

can be easily extended when Nc > 3 conductors are present, e.g., in multiple phase networks.
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Figure 7.3: Equivalent representation of the two test networks.

In this case, Nc-1 communication channels are available. By knowing the p.u.l. parameters

of the cables, we derive the relations (7.3)-(7.4) of size Nc-1. Then, we diagonalize the system

of equations through the eigenvalue decomposition so that the results of Section 7.1.1 are

still valid, and the VRA of Section 7.1.2 is applicable.

7.2 Validation of the Model

We validate the analytical approach that we have proposed through comparison with ex-

perimental results. We consider two test networks that are depicted in Fig. 7.3. In the

first network, we consider the transmitter and the receiver directly connected via a three-

conductor homogeneous piece of line, i.e., the backbone. In the second network, we evaluate

the effect of a branch connected to the backbone. We refer to the two networks as single

section and branched, respectively. The cable geometries of Fig. 7.4 are considered, i.e., a

symmetric cable and a planar (ribbon) cable. The geometrical and electrical properties of

the cables are summarized in Table 7.1, while the lengths of the MTL lines are reported in

Table 7.2. We terminate the branch into a load whose admittance matrix reads

Ybr =

[

Y br
g 0

0 Y br
r

]

=

[

1/50 0

0 0

]

[1/Ω]. (7.18)

We perform measurements in the time domain using a signal pulser and a two chan-
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Table 7.1: Parameters of the cables

Type
rw / rd / di ns / ne

σc / σd

(mm) (1/Ωm)

Symm. 0.69 / 1.5 / 3.1 16/6
5.8 · 107/10−5

Ribbon 0.79 / 1.6 / 3.4 15 / 13

Table 7.2: Circuit cable lengths
l1 l2 l3
(m) (m) (m)

5.22 2.30 3.60

nels digital oscilloscope with 50-Ω input impedance. Basically, we realize a form of SIMO

transmission since the transmitter (signal pulser) is connected to a pair of conductors, e.g.,

the phase and neutral, while the receiver captures both the signals between the phase and

neutral, and between the PE and neutral. We obtain the frequency response, up to 80 MHz,

via DFT with a frequency step size of 50 kHz.

We model the receiver as a 2-port network with a shared reference conductor and two

admittances connected at the end of the receptor and generator circuits, respectively. Thus,

the admittance matrix of the receiver can be written as Yrx = diag{Y rx
g , Y rx

r }, where we

conventionally set Y rx
g = Y rx

r = 1/50 1/Ω. We also terminate the receptor circuit at the

transmitter side into Y tx
r = 1/50 1/Ω. It follows that both ends of the receptor circuit are

connected to an admittance of the same value.

We define the “direct” channel frequency response Hd(f) = V rx
g (f)/V tx

g (f), and the

“coupled” channel frequency response Hc(f) = V rx
r (f)/V tx

g (f). Then, the SIMO channel

frequency response vector is

HSIMO(f) =

[

Hd(f)

Hc(f)

]

=

[

V rx
g (f)/V tx

g (f)

V rx
r (f)/V tx

g (f)

]

(7.19)

and we denote with

YIN (f) =

[

YI11(f) YI12(f)

YI21(f) YI22(f)

]

(7.20)

the input line admittance matrix at the transmitter side. According to the notation of Fig.

7.3, it follows that [

I txg (f)

I txr (f)

]

= YIN (f)

[

V tx
g (f)

V tx
r (f)

]

. (7.21)

Now, the current and the voltage at the transmitter side of the receptor circuit are related

as follows I txr (f) = −Y tx
r V tx

r (f). Therefore, from (7.21) we obtain

V tx
r (f) = − YI21(f)

YI22(f) + Y tx
r

V tx
g (f) (7.22)
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Finally, from (7.17) and (7.22) we can reformulate HSIMO(f) as

HSIMO(f) = H(f)a(f), (7.23)

where a(f) =
[
1 − YI21(f)/(YI22(f) + Y tx

r )
]T

takes into account for the boundary condition

at the transmitter side of the receptor circuit.

In the following, we firstly discuss how to obtain the p.u.l. parameters for the cable

geometries herein considered. Then, we compare the simulations with the experimental

results.

7.2.1 P.u.l. Parameters for the Symmetric Cable

The computation of the p.u.l. parameter matrices R, L, C and G can be done in an

analytical way for the symmetric cable geometry shown in Fig. 7.4(a). We further assume

the general case of stranded conductors that are independently sheathed and then enclosed

into a second PVC cap. The inter-distance between the conductors is constant. We also

approximate the dielectric as homogeneous since the three-conductor structure is typically

compact.

To determine the p.u.l. resistance of a stranded conductor, we follow the approach in [75],

where the resistance of a solid core conductor is divided by a correction coefficient κ, i.e.,

r = rsolid/κ with

rsolid =







1/(σcπr
2
w) δ >> rw ,

√

µ0f/(4σcπr2w) δ << rw ,
(7.24)

where rw is the radius of the solid core conductor, σc is the conductivity, δ = 1/
√
πµ0fσc [74]

is the skin depth with f being the frequency and µ0 being the vacuum permeability.

Therefore, κ is the ratio between the areas interested by the flow of the current in the

stranded wire and in the solid core conductor. Further, the current is supposed to flow only

in the ne outermost conductors of the stranded wires. It follows that [75]

κ = ne

cos−1(ds−δ
ds

)d2s − (ds − δ)
√

d2s − (ds − δ)2

2dwδ
, (7.25)
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where ne and ds denote the number of strand wires that constitutes the outer ring and their

radius, respectively. In particular, we compute ds as ds ≃ dw/
√
ns where ns denotes the

total number of strands that make up the conductor core. The correction factor is derived

assuming that the solid-core conductor has a non perfectly circular cross section (corrugated

circle) due to the outer ring of thin wires. We point out that in [57] another approach is

followed. It consists in dividing the p.u.l. resistance of a solid wire by the number of strands.

However, we have found through measurements that the approach in [75] performs better.

Assuming that the phase, neutral and ground wires have the same geometrical and elec-

trical properties, we have that rg = rr = r0 = r . Conversely, L, C and G depend in

general on the overall geometry of the cable, i.e. the distance between conductors. However,

under the assumption of an homogeneous dielectric, the p.u.l. parameter matrices fulfill the

following relations [74]

LC = µ0ε0εrU (7.26)

LG = µ0σdU (7.27)

where ε0, εr and σd are respectively the vacuum dielectric constant, the relative dielectric

constant, and the conductivity of the dielectric among conductors, while U is the 2 × 2

identity matrix. Thus, for each cable we only need to compute the p.u.l. inductance matrix,

since the C, G matrices are consequently defined from (7.26)-(7.27). Due to the nature of

the structure and according to the notation of Fig. 7.4, it is immediate to verify that

lg = lr = 2lm =
µ0

π
log

(
di
rw

)

,

where lm takes only into account for the external inductance, i.e., it neglects the internal

inductance of a non-null section cable [74].

To compare the simulation results with the experimental ones, we have used the electri-

cal constants presented in Table 7.1. The frequency-dependent dielectric constant can be

obtained from the measurement of the speed of light v(f) as εr(f) = 1/(ε0µ0v(f)
2). Via

measurements, we have found that εr(f) can be approximated as

εr(f) =
1.6661 · 106

f
+ 2.9701. (7.28)

7.2.2 Comparison between Simulations and Measurements for the

Symmetric Cable

In the following, the amplitude and phase of the channel transfer functions are defined as

Ak(f) = 20 log10(|Hk(f)|) and ϕk(f) = ∠Hk(f), respectively, where k ∈ {d, c} denotes the
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Figure 7.5: Comparison between the simulated (circle-marked line) and measured (solid line)
results of the direct and coupled CTF of the single section test network. (a) amplitudes, and
(b) phases.

direct and coupled channel in a SIMO configuration. When symmetric cables are used in

the single section test network, the p.u.l. parameters are the same for the generator and the

receptor circuit. Thus, identical results are found whether we transmit between the phase

and neutral conductor or between the PE and neutral conductor.

In Fig. 7.5, we compare the simulated results with the experimental ones for the single

section test network. The comparison is made in terms of both the direct and the coupled

amplitude and phase of the CFR. The results are in excellent agreement especially for the

direct CFR. In particular, the phase is perfectly matching. The relatively small discrepancy

in the amplitude (always below 3 dB) is due to the non idealities that are neglected by the

simulations.

In Fig. 7.6, we show the results for the branched test network. Again, the results are in

good agreement both for the direct and the coupled channels, which proves the validity of

the proposed simulation method.

7.2.3 P.u.l. Parameters for the Ribbon Cable and Experimental

Validation

The definition of the reference conductor in the ribbon cables is important in order to

determine the p.u.l. parameters. In particular, referring to the notation of Fig. 7.4(b), if the
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Figure 7.6: Comparison between the simulated (circle-marked line) and measured (solid
line) results of the direct and coupled insertion losses of the branched test network. (a)
amplitudes, and (b) phases.

wire labelled with 2 is the reference conductor, then we can compute the p.u.l. inductances

as [74]

lg(2) = lr(2) =
µ0

π
log

(
di
rw

)

, lm(2) =
µ0

2π
log

(
di
2rw

)

,

where in the notation we highlight the dependence of each inductance on the reference

conductor.

If the reference conductor is an external wire, namely 1 or 3, the generator and receptor

circuits are not equivalent. Thus, we define the generator circuit between the two external

wires, and the receptor circuit consequently. The p.u.l. inductances for this case read [57]

lg(1) = lg(3) = 2lm(1) = 2lm(3) =
µ0

π
log

(
2di
rw

)

,

lr(1) = lr(3) =
µ0

π
log

(
di
rw

)

.

Note that the p.u.l. inductances do not depend on the dielectric permeability. Hence,

they are not affected by insulation inhomogeneities and the previous relations are valid in

general. Now, if we neglect the dielectric inhomogeneities, we can still exploit (7.26)-(7.27)

in order to obtain the C and G matrices.

In Fig. 7.7, we report the comparison between simulation and experimental results for
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Figure 7.7: Comparison between the simulated and measured results of the direct and cou-
pled frequency responses for the single section test network when a ribbon cable is deployed.
Results are obtained considering the central reference conductor in (a)-(b), and an external
reference conductor in (c)-(d).

the single section test network that uses the ribbon cable. The geometrical parameters of

the ribbon cable are reported in Table 7.1. Further, for the ribbon cable we have found

an almost frequency independent relative dielectric constant, i.e., εr = 3.5. Both reference

conductor configurations are considered. Namely, the central conductor case and an external

conductor case are shown in Fig. 7.7a-7.7b and Fig. 7.7c-7.7d respectively. We report only

the amplitude of the CFR. The solid curves are the measured results, while the curves

with circle markers are those obtained via simulation under the assumption of a uniform

dielectric. Discrepancies are found both for the direct and the coupled channels, i.e., the

simulated frequency responses are not perfectly consistent with the measures. This effect is

more pronounced when the reference is the central conductor rather than an external one.

In Fig. 7.8, we show the same results for the branched test network described in Section

7.2. Also in this case discrepancies are found.

In the next section, we further investigate the reasons of such discrepancies, and we

propose an improved cable model based on a finer characterization of the dielectric inhomo-

geneities.
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Figure 7.8: Comparison between the simulated and measured results of the direct and cou-
pled frequency response for the branched test network when a ribbon cable is deployed.
Results are obtained considering the central reference conductor in (a)-(b), and an external
reference conductor in (c)-(d).

7.3 Model Improvements and Validation

In the previous section, we have found close matching between the simulated and measured

channel frequency responses when the symmetric cable is deployed. Slight differences are

due to the presence of non idealities of a real-made circuit. In fact, the theoretical model

applies some approximations, i.e., we model the line geometry as constant, we consider the

dielectric around conductors as uniform, we do not take into account the fact that the hand-

made wiring interconnections are not ideal as those at the branch nodes and between the test

network and the measurement equipment ports. Nevertheless, these approximations have

yielded good matching of the results when the symmetric cable is used. On the contrary, with

the ribbon cable the discrepancy is significant, as Fig. 7.7 and Fig. 7.8 show, still considering

an identical test network topology. This suggests that the conventional ribbon cable model

does not represent with sufficient accuracy the reality. Therefore, we have further refined

the ribbon cable model as follows.

From Fig. 7.4(b), we note that the conductors of a ribbon cable are surrounded only

by a thin insulation layer. Therefore, the conventional assumption of a uniform dielectric

may strongly affect the mutual interactions between coupled channels. The problem has

been already pointed out in the literature, where a refined characterization of the charge

densities is proposed in [73]. In detail, the charge over each conductor surface is no longer
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determined by just the position of the other wires. It is also affected by the presence of a

bound charge over the dielectric discontinuity surfaces. In particular, the charge distribution

over the conductors is the sum of the free charge and the bound charge. The bound charge

over the conductor surface is equal in absolute value and opposite in sign to the bound charge

qb over the dielectric surface, i.e., the discontinuity dielectric surface. According to [73], if

we accurately model the bound charge qb, we are able to estimate the free charge qf on each

conductor surface and consequently we obtain an improved model for the capacitance matrix

C.

To this end, we follow the approach proposed in [73]. The method describes the surface

charge densities over the discontinuity surfaces with a Fourier series expansion. Then, two

sets of boundary conditions are enforced. The first defines the potential over each conductor

as a function of the charge densities. The second imposes the continuity conditions for the

normal components of the displacement vector just inside and just outside the dielectric

surfaces. The resultant system of equations leads to an expression of the charge densities as

a function of the conductor potentials, and thus to the the free charge over the conductors.

Finally, by defining the conductor potentials as a function of the reference potential, the

p.u.l. capacitance matrix C is obtained. This is done for both transmission configurations,

i.e., when the reference conductor is the wire 2 or one of the external wires. Finally, once C

is known, we let εr be unitary, and we apply (7.26)-(7.27) to derive the inductance matrix

L and the conductance matrix G.

We report numerical results in Fig. 7.7 and 7.8, where the cross-marked curves repre-

sent the CFR computed with the improved ribbon cable model. Now, a significant better

matching between simulated and measured results is shown for both the single section and

the branched test network. For instance, in Fig. 7.7b (single section network) and 7.8d

(branched network), the simulated CTF for the coupled channel is always within 4 dB from

the measured one, while the simulated results with the conventional cable model are signifi-

cantly discrepant.

7.4 Use-Case: MIMO PLC Performance Analysis

We combine the topology generation algorithm and the MTL extension of the VRA to

investigate the performance, in terms of maximum achievable rate, of multiple output trans-

mission schemes. We focus on 2× 2 multiple-input multiple-output (MIMO) PLC and 1× 2

single-input multiple-output (SIMO) PLC. In this latter case, we both consider the max-

imum ratio combining (MRC) and the selection diversity (SD) scheme. We compare the

results to the ones of the single-input single-output (SISO) transmission scheme to show the

improvements.

Then, we study the correlation between the direct and the coupled CTFs in real in-home

networks. To this aim, we consider a set of 1000 channel realizations and we show that the
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results are statistically in good agreement with reality. Finally, we study the achievable rate

improvements given by the deployment of multiple transmitters and receivers in topologies

where the neutral and the PE wires are short circuited in the main panel, as for instance, in

the US.

We focus on the 2-100 MHz band and we assume the sub-channel band equal to ∆f = 50

kHz. Therefore, M21 = 1961 sub-channels have been considered. We transmit according to

a fixed PSD mask, that is, −50 dBm/Hz up to 30 MHz, and −80 dBm/Hz otherwise. The

analytical expression of the colored background noise PSD is given by

Pw(f) = 10 log10

(
1

f 2
+ 10−15.5

)

[dBm/Hz] , (7.29)

which is the result of the experimental measurement campaign in [20].

7.4.1 MIMO Maximum Achievable Rate

We initially consider a 2 × 2 MIMO PLC system, where the signal is both transmitted and

received on the two circuits. We consider a multicarrier modulation system with M21 sub-

channels defined in the band B21 = [B1, B2]. We suppose the channel to be approximately

flat and time invariant for each sub-channel. We denote with Hik,m the channel frequency

response of the m-th sub-channel when the transmitter is connected to the i-th circuit and

the receiver is connected to the k-th circuit, where i, k ∈ {1, 2}, m = 1, . . . ,M21, and

f = (m − 1)∆f + B1. Basically, Hik,n denotes the element of the i-th row k-th column of

the matrix Hm = H((m− 1)∆f +B1) of the MIMO CTF between the transmitter and the

receiver. Concerning the noise, we model it as colored Gaussian background noise with a

power spectral density Pw(f) that is equal for the two circuits and approximately constant

in the m-th sub-channel, namely Pw,m = Pw(f),where f = (m − 1)∆f + B1. We further

assume the different circuits to experience uncorrelated noise.

In order to compare the results with the experimental ones [20], we fix the total trans-

mitted power and we assume the channel to be unknown at the transmitter. It follows that,

in 2 × 2 MIMO PLC, we transmit on both circuits with the same power spectral density

Pt(f)/2. We approximate Pt(f) as constant on the m-th sub-channel, i.e., Pt,m = Pt(f),f =

(m− 1)∆f +B1. Therefore, by letting Γm = Pt,n/Pw,m, it follows that

CMIMO = ∆f

M21∑

m=1

log2

[

det
(

U +HmH
H
m

Γm

2

)]

, (7.30)

where U is the 2 × 2 identity matrix. {·}H denotes the hermitian transpose. Now, let us

introduce the eigenvalue decomposition of the matrix HmH
H
m

HmH
H
m = TmΛmT

H
m, (7.31)
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where Tm is the unitary eigenvector matrix and Λm = diag{λ1,m, λ2,m} is the eigenvalue

matrix. Then, the MIMO capacity under the Gaussian noise assumption can be written

as [76]

CMIMO = ∆f

M21∑

m=1

2∑

i=1

log2

(

1 + λi,m
Γm

2

)

, (7.32)

where λi,m are the eigenvalues of the matrix HmH
H
m.

7.4.2 SIMO Maximum Achievable Rate

The full 2 × 2 MIMO PLC scheme requires two transmitters and two receivers. Another

interesting configuration is the 1×2 SIMO configuration, that requires only one transmitter

and two receivers. We evaluate the maximum achievable rate of the SIMO scheme under

the same conditions of noise reported in Section 7.4.1. We both consider the MRC and SD

schemes. Firstly, we define the CFR matrix for the SIMO case. Since only one transmitter

is present, the CFR in the SIMO case is a vector of two elements that are equal to Hi,m

where f = (m−1)∆f +B1, and we refer to H1,m and H2,m as the direct link and the coupled

link, respectively. In the MRC scheme the receiver collects the signals received on different

circuits and linearly combines them exploiting the spatial diversity. Therefore, from (7.30)

the maximum achievable rate of the MRC SIMO scheme is equal to [76]

CSIMO,MRC = ∆f

M21∑

m=1

log2

(

1 +

2∑

i=1

|Hi,m|2Γm

)

. (7.33)

Conversely, in the SD scheme the receiver chooses the best signal received on different cir-

cuits. It follows that the maximum achievable rate of the SD SIMO scheme is given by

CSIMO,SD = max
i

(

∆f

M21∑

m=1

log2

(

1 + |Hi,m|2Γm

))

. (7.34)

As also reported [20], we have found that the direct link does not necessarily outperform

the coupled link. Therefore, the SD SIMO scheme yields to an improvement in terms of

achievable rate w.r.t. the SISO configuration. In this respect, we have found that when the

transmitter and the receiver are connected on the same circuit, the resultant channel is always

the best choice since it is less attenuated. Therefore, the SD is obtained in a deterministic

fashion by simply considering the signal received on the circuit where the transmitter is

connected to. We refer to such configuration as SISO and we describe the achievable rate in

the next section.
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7.4.3 SISO Maximum Achievable Rate

In the SISO case, one transmitter and one receiver are used and both are connected to the

same circuit. Without any loss of generality, we transmit and receive on the circuit 1, namely

between the phase and neutral wire. We consider the same multi carrier modulation scheme

and noise conditions reported in section 7.4.1. We further assume both the ends of the

second circuit closed into a 50 Ω impedance, as done for the SIMO configuration. Therefore,

the channel capacity in the SISO case is given by

CSISO = ∆f

M21∑

m=1

log2

(

1 + |H1,m|2Γm

)

, (7.35)

whereH1,m is the SIMO channel response for them-th sub-channel when both the transmitter

and the receiver are connected to the same circuit, namely, circuit 1.

7.4.4 Achievable Rate Improvement in Standard Networks

We carry out a statistical analysis of the maximum achievable rate for the MIMO, the MRC-

SIMO, the SD-SIMO and the SISO configurations in standard networks. In Fig. 7.9a we

provide the results in terms of C-CDF, while in Table 7.3 we provide the maximum, mean

and minimum value of achievable rate for all the configurations. As can be noted, the MIMO

scheme clearly outperforms the other solutions. In particular, if we define the ratios

ηMIMO = CMIMO/CSISO, (7.36)

ηSIMO,MRC = CSIMO,MRC/CSISO, (7.37)

ηSIMO,SD = CSIMO,SD/CSISO, (7.38)

we find that, on average, the SIMO ratios are close to 1, namely, ηSIMO,MRC = 1.13 and

ηSIMO,SD = 1.05, while the MIMO ratio ηMIMO is approximately 2. We point out that

this result is in good agreement with the one reported in [20]. MRC-SIMO and SD-SIMO

improvements are lower w.r.t. to the MIMO one. Nevertheless, we point out that while

the MIMO scheme requires two transmitters and receivers, the SIMO configurations can be

implemented by simply adding a second receiver to the SISO configuration.

Table 7.3: Minimum, mean and maximum values for MIMO achievable rate
MIMO Achievable Rate

Network Config.
Min Mean Max

(Mbps) (Gbps) (Gbps)
Standard 809 1.719 4.768
SC-MP 3.127 1.359 4.586
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Figure 7.9: Complementary cumulative distribution function of the maximum achievable
rate for different schemes in (a) the standard networks, (b) the SC-MP networks.

7.4.5 Channel Correlation Analysis

Herein, we focus on the correlation among MIMO PLC channels. To this aim, we firstly

study the sub-channel correlation coefficient Rλ,m, that is defined as [20]

Rλ,m =
maxi{λi,m}
∑2

i=1 λi,m

, (7.39)

where we refer to the notation presented in Section 7.4.1. Then, we average Rλ,m over the

sub-channels to obtain the correlation coefficient

Rλ =
1

N

M21∑

m=1

Rλ,m. (7.40)

The correlation coefficient Rλ is a scalar quantity defined between 0.5 and 1. Strictly, as

the correlation coefficient approaches 1, the two MIMO PLC channels become perfectly

correlated. In Fig. 7.10, we report the CDF of the coefficient and its normal fit. We have

found that the normal distribution with mean 0.8608 and variance 0.0509 is the best fit for

Rλ. As it can be noted, Rλ assumes values close to 1 with high probability, therefore MIMO

PLC channels show a high correlation coefficient. We note that these results are consistent

with the experimental ones provided in [20].
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Figure 7.10: Cumulative distribution function of the correlation coefficient Rλ, and its nor-
mal fit.

7.4.6 Improvement in SC-MP Networks

In this section we focus on the improvement given by the MIMO scheme in short-circuited

main panel (SC-MP) networks. As specified by the NEC, in SC-MP networks the neutral

wire and the PE wire are short circuited in the main panel. This means that the signal

transmitted on the circuit 2 cannot be directly received on the same circuit when the link

goes across the main panel. Anyhow, not all the links are supposed to cross the main panel

and further, if so, the MIMO schemes can still yield a capacity improvement. Therefore, we

study 1000 channel realizations extracted from SC-MP networks where the transmitter and

receiver outlets are randomly picked. We compare the MIMO, the maximum achievable rate

of MRC-SIMO and SD-SIMO to the one of the SISO case. We provide the resultant C-CDFs

in Fig. 7.9b and the maximum, mean and minimum values of achievable rate in Table 7.3.

The MIMO scheme still performs better, although the improvement is clearly lower than

the one observed in Section 7.4.4. Strictly, for the SC-MP networks we have found that

ηMIMO = 1.545, ηSIMO,MRC = 1.104 and ηSIMO,SD = 1.028.

7.5 Main Findings

We have presented an MTL theory-based approach to compute the MIMO channel transfer

function of PLC networks with multiple conductor cables. The method is based on computing
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the MIMO CTF via a matrix voltage ratio approach which is applicable to complex in-home

networks that exhibit several branches. We have addressed the analytical modelling of cables

with symmetric and ribbon geometries. Then, we have validated the channel simulator. We

have found that the results from simulations are in good agreement with the experimental

ones. This shows that the simulator is an appropriate tool for the generation of MIMO PLC

channel responses to be used in the design and testing of PLC modems that exploit MIMO

signal processing. In order to better the results when ribbon cables are deployed, we have

also proposed improving the cable model by considering the effects of nonuniform dielectric

insulation.

Finally, we have combined the MTL of the VRA to obtain a statistical bottom-up MIMO

PLC random channel generator. We have exploited the channel generator to infer the statis-

tics of the maximum achievable rate when the MIMO, the MRC and the SD SIMO con-

figurations are deployed. For the MIMO scheme, we have compared the results with the

experimental ones and we have found that the simulated MIMO is consistent, on average,

to the experimental one. Furthermore, we have investigated the correlation among MIMO

channels. Again, we have found that, on average, simulated channels present a correlation

that is in good agreement with the experimental one. Finally, we have studied the improve-

ment given by MIMO schemes in topologies where the neutral and the PE wires are short

circuited in the main panel. We have found that in this case gains are still obtained.
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The top-down approach models the channel response by fitting a certain parametric function

with data coming from the measurements. The top-down approach provides a fast way for

the channel generation and it is general preferred when the topological information are not

required for testing the communication algorithms. The first attempt was presented in [24].

Later, in [25], the channel frequency response was modeled taking into account the multipath

nature of the signal propagation and the losses of the cables. In [26], the model was extended

in statistical terms and a top-down random channel generator was provided. Some other

top-down random channel generation algorithms were presented in the literature. In [27],

a statistical model for the PLC CIR was derived from the statistics of the RMS-DS and

the attenuation of the set of measured channels that was presented in [28]. Conversely, the

channel generation in the frequency domain was addressed in [29]. Basically, the method

generates channel responses that show the same distribution of peaks and notches of the

measured channels. The work targets the extended frequency range up to 100 MHz. The

main disadvantage of the method is that the position and the height of the peaks and

notches is strongly modified by the interpolation in frequency of the CFR, as it was pointed

out in [30].

We propose a novel top-down channel model that is based on a closed-form expression

of the CFR that admits a statistical extension. Furthermore, we present a general fitting

procedure that enables the model to reproduce the statistics of a given set of measured

channels. We target channel frequency responses in the 2-100 MHz frequency band. We

show that the model allows obtaining the analytical expression of the mean CTF profile and

the statistical correlation function of the generated channels. These are important functions

that we propose to exploit in the fitting process.

As an example of application of the proposed method, we consider the results of the

measurement campaign in [29] where the measured channels were classified into nine classes

according to their maximum achievable rate, namely, capacity. We fit the model to the

measures, we study the statistics of the generated channels, and we show that it is in good
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agreement with the experimental one. In [77], some preliminary results were reported for a

restricted subset of channel classes. Herein, we extend the validity of these results. We derive

the closed form expression of the statistical correlation function of the channel frequency

response. From it, we obtain the mean CTF profile and the coherence band. We detail the

fitting procedure, and we provide the parameters of the model for all channel classes that

were presented in [29]. We study the statistics of the generated channels and, in particular,

the distribution of the RMS-DS and the ACG. As a final result, we show their consistency

with experimental results. Furthermore, we propose to use a composition channel where the

frequency response realizations are drawn from the nine classes with the class occurrence

probabilities that were reported in [29]. This allows to capture the full in-home PLC channel

variability.

In Section 8.1, we deal with the model. Firstly, we recall the multipath propagation

model. Then, we extend it in statistical terms. In Section 8.2, we describe the fitting

procedure and the application to the results of the measurement campaign in [29]. In Section

8.3, we provide the statistical analysis of the generated channels and we compare it with

experimental results. Finally, some conclusions follow.

8.1 Model Description

We model the channel response in the frequency domain. Firstly, we recall the basis of

the multipath propagation model. Then, we propose a statistical extension that allows

generating random PLC channel responses whose statistics is in agreement with experimental

results.

8.1.1 Deterministic Propagation Model

We aim to describe the multipath propagation of the signal in power line networks. We

focus on the in-home scenario. The in-home wiring is made by distinct conductors. Two of

these, namely, the phase and the neutral, deliver the electricity and they are also deployed

for communication purposes. The bare conductors are individually insulated and they can

be either enclosed in the same dielectric cap or nearby placed inside small plastic raceways.

In both cases, the transversal dimension of the overall cable structure is small if compared

to the transmission signal wavelength in the lower GHz range. Furthermore, the dielectric

can be approximated as uniform, and the wires as ideal conductors. It follows that the

transverse electromagnetic (TEM) or quasi-TEM mode assumption is valid and thus the

electrical quantities along the line can be handled as scalars.

In-home power delivery networks are characterized by the presence of a multitude of

branches and termination outlets. The electrical appliances are connected to the termination

outlets. In general, they show an input impedance that is different from the characteristic
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impedance of the cables, and thus they are unmatched terminations. Note that open outlets,

i.e., plugs where no loads are connected, are unmatched terminations as well. Cable junctions

and unmatched terminations can be modelled as line discontinuities. On a line discontinuity,

the signal is partially reflected toward the transmitter and it is partially transmitted over

the discontinuity. The reflection and transmission coefficients account for these effects. We

denote them with ρ(f) and τ(f), respectively, where f is the frequency.

In the presence of multiple line discontinuities, infinite copies of the transmitted signal

propagate toward the receiver. Each copy follows a different path with its own reflection

effects. We denote the phasor vector of the signal at the transmitter and the receiver port

with Vtx(f) and Vrx(f), respectively. The signal at the receiver port can be written as [78]

Vrx(f) =

Np∑

i=1





Nρ,i∏

m=1

ρm(f)

Nτ,i∏

n=1

τn(f)





︸ ︷︷ ︸

pi(f)

e−γ(f)ℓiVtx(f), (8.1)

where Np is the number of paths, while Nρ,i, Nτ,i, and ℓi are the number of reflection and

transmission coefficients and the length of the i-th path, respectively. The exponential factor

accounts for the propagation effects. We denote with γ(f) the propagation constant. It is in

general complex, namely, γ(f) = α(f)+jβ(f), and it is a function of the cable characteristics.

We assume all the lines to have the same propagation constant. The real component, i.e.,

α(f), is the attenuation constant and it accounts for the losses introduced by the non ideal

lines. The imaginary component β(f) is the phase constant. We model the attenuation and

the phase constant as [25]

α(f) = a0 + a1f
K (8.2)

β(f) = 2πf/ν, (8.3)

where a0, a1 and K are a function of the cable characteristics, ν = ν0/εr is the propagation

speed of light in the cable structure, ν0 is the speed of light in the vacuum, and εr is the

relative dielectric constant of the insulator that surrounds the conductors. In the following,

we choose a value for the relative dielectric constant that takes into account for the non-

uniform dielectric given by the combination of air and plastic. Strictly, we assume εr = 1.5.

We refer to the product of the reflection and the transmission coefficients as path gain.

We denote the path gain of the i-th path with p(i, f). In general, the path gains are complex

and smaller than one in absolute value. However, for the cases of practical interest, p(i, f)

can be approximated as a real-valued coefficient [25]. Further, we propose to make the

frequency dependence of the path gains explicit as follows

p(i, f) = p0(i) + p1(i)f
K2, (8.4)
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Chapter 8 - Top-Down Modeling Approach

where K2 is the same for all the paths. The model in (8.4) has been firstly presented in [79],

and it can be explained as follows. In-home networks are fed by one or more phases, namely

up to three. The phases are not electrically connected. When more than one phase is present,

the outlets do not necessarily share the same phase. Thus, they are connected to different

electrical circuits. When we transmit and receive on different circuits, coupling effects ensure

the propagation of the transmitted signal toward the receiver. In the presence of coupling

effects, the CFR shows a concave behavior. In detail, it is strongly attenuated in the lower

frequency range because it lacks of electrical continuity, while in the higher frequency range

it is attenuated because of line losses. From measurements, we noted that concave frequency

responses can also be found in single phase networks where the transmitter or the receiver

outlet are partially damaged. As an example, in Fig. 8.1, we show a measured frequency

response that exhibits a typical concave behavior, and its best quadratic polynomial fit.

We neglect the paths that are characterized by a small path gain and thus we limit Np

in (8.1) to a finite number. Now, the complex CFR is given by

H(f) = A

Np∑

i=1

(
p0(i) + p1(i)f

K2

)
e−(a0+a1fK)ℓie−j2πfℓi/ν , (8.5)

where A is a constant coefficient that allows for attenuation adjustments, and 0 ≤ B1 ≤ f ≤
B2 . In the following, we consider the frequency response in (8.5), and thus we no longer use

the phasor representation.

Now, we focus on the CIR. We define as reported in Section 2.1. the complex impulse

response of the channel as the inverse Fourier transform of the frequency response in (8.5),

i.e., hc(t) = F−1 [H(f)]. Under the assumption of p1(i) = 0 and K = 1, it is possible to

obtain a closed form expression of the complex channel impulse response, that reads

hc(t) = A

Np∑

i=1

2∑

k=1

p0(i)e
−a0ℓi

(−1)k−1e(jt−(
a1
2π

+ j
ν )ℓi)ωk

a1ℓi + j2π
(
ℓi
ν
− t
) , (8.6)

where ωk = 2πBk. When the assumptions are not valid, the complex impulse response of the

channel can be computed as the inverse discrete Fourier transform (IDFT) of the channel

frequency response.

Finally, the real impulse response of the channel is given by twice the real part of the

complex impulse response, i.e., h(t) = 2Re {hc(t)}.

8.1.2 Proposed Statistical Extension of the Model

In this work, we focus on the in-home scenario, and we propose to generate random channel

responses starting from (8.5). We fix the value of the parameters A, a0, a1, K, K2 and ν, and

we model p0(i), p1(i), ℓi and Np as random variables. We obtain the values of the constants
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Figure 8.1: Measure and quadratic polynomial fit of a PLC channel frequency response that
shows a concave behavior. The measurement was made in the university laboratories.

by fitting the measures as explained in Section 8.2, and we choose the distribution of the

random variables as follows.

Firstly, we focus on the path gain coefficients p0(i) and p1(i). The path gains are given

by the product of the reflection and transmission coefficients. We assume the latter to

be uniformly distributed random variables in [−1, 1]. Therefore, we can model them as

the product of a random sign flip ξs and a uniformly distributed random variable x ∈
[0, 1]. We note that the null reflection and transmission coefficients do not contribute to

the sum in (8.5). Now, since the statistical distribution of the product of a large number of

uniform random variables approaches log-normality, we model both gi and ci as log-normally

distributed random variables multiplied by random sign flips. Differently, in [79], p0(i) and

p1(i) were modeled as uniformly distributed random variables in [−1, 1]. We assume p0(i)

and p1(i) to be independent, and we point out that p0(i) and p1(i) have zero mean. We

denote their variances with σ2
p0 and σ2

p1 = σ2
0σ

2
p0, respectively. Finally, without any loss of

generality, we set σ2
p0

= 1. Further attenuation adjustments can be obtained by properly

setting the value of the constant coefficient A.

We model the path lengths as uniformly distributed random variables in [0, Lmax], where

Lmax is constant. Finally, we propose to model the number of paths Np as a Poisson random

variable with mean ΛpLmax. The number of paths in (8.5) is always greater than 0. Therefore,
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Chapter 8 - Top-Down Modeling Approach

the probability mass function of Np reads

Pr (Np = k) =
e−ΛL

1− e−ΛLmax

(ΛLmax)
k

k!
, (8.7)

where k ≥ 1. The paths can be interpreted as the arrivals of a Poisson process with intensity

Λp (paths/m). In fact, the arrivals of a Poisson process are uniformly distributed in a finite

interval, when their number is set. In the following, we assume Λp = 0.2.

This model is able to reproduce the reality with accurate precision, as it will be shown in

Section 8.3. However, we remark that other distributions may be suitable for Np, depending

on the set of measures that have to be fitted.

8.2 Fitting the Model to the Measures

We herein describe a procedure to obtain the model parameters that fit the measured chan-

nels. The idea is to target the average CFR and the coherence bandwidth of a set of measured

channels. We compute the coherence bandwidth from the statistical frequency correlation

function that we describe below. As an application example, in this work, we fit the model

to the results of the measurement campaign in [29].

8.2.1 Statistical Frequency Correlation Function and CFR

We define the statistical frequency correlation function as follows

φ(f, λ) = E [H(f + λ)H∗(f)] , (8.8)

where E [·] denotes the expectation w.r.t. the random variables, and the superscript {·}∗
denotes the complex conjugate. From (8.5), we obtain (see Appendix 10.2)

φ(f, λ) =
(

1 + σ2
0f

K2 (f + λ)K2

) |A|2 Λp

1− e−ΛpLmax

× 1− e−(2a0+a1(fK+(f+λ)K)+j2πλ/ν)Lmax

2a0 + a1

(

fK + (f + λ)K
)

+ j2πλ/ν
.

(8.9)

When λ = 0, (8.9) corresponds to the mean path loss profile of the generated channels,

namely, P (f) = φ(f, 0), that reads

A(f) =
|A|2Λ

(
1 + σ2

0f
2K2

) (

1− e−2(a0+a1fK)Lmax

)

2 (1− e−ΛpLmax) (a0 + a1fK)
. (8.10)
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8.2 - Fitting the Model to the Measures

8.2.2 Fitting Procedure

We aim to fit the model in (8.5) to a set of measured channels. We proceed as follows.

We find the values of the parameters and the distributions of the random variables in (8.5)

that minimize the mean square error between the average CTF profile of the measured

channels and the analytical profile in (8.10). We constrain the minimization to target the

statistical coherence bandwidth of the measured channels. We define the statistical coherence

bandwidth as follows. First, we integrate the statistical correlation function in (8.8) to obtain

φ(λ) =

∫ B2

B1

φ(f, λ)df. (8.11)

Then, we refer to the statistical coherence bandwidth at level ξ, namely, B̂(ξ)
C , as the

frequency λξ beyond which the absolute value of φ falls to a value that is ξ times its maximum.

Strictly,

B̂(ξ)
C = λξ such that

∣
∣φ(λξ)

∣
∣ = ξ

∣
∣φ(0)

∣
∣ . (8.12)

Now, the statistical coherence bandwidth is not always reported in experimental works.

Typically, the main focus is on the coherence bandwidth B(ξ)
C that is defined similarly to

(8.12), but substituting φ(λ) with the deterministic correlation function, namely, RC(λ), as

reported in Section 2.2.2. Note that RC(λ) and φ(λ) are different. The former refers to a

specific channel H(f), the latter is the result of expectation.

When the statistical coherence bandwidth of the measured channels is not available, we

propose to fit the model so that the statistical coherence bandwidth has a value equal to

the average value of the coherence bandwidth of the measured channels that we denote with

B(ξ)

C . The proposed approach is valid because B
(ξ)

C and the statistical coherence bandwidth

B̂(ξ)
C of the generated channels are very close quantities, as it will be shown in Section 8.3.

8.2.3 Target Measurement Campaign

In the literature, several works report the results of different measurement campaigns [30],

[41]. Most of these focus on the characterization of the PLC channel in terms of ACG and

RMS-DS. To fit the model, we need the average CTF profile and the average coherence

bandwidth. In [29], [35], these information are provided. Therefore, we target the database

herein presented. Basically, the work in [29], [35] addresses the in-home PLC scenario in

France. The campaign focuses on the 2 - 100 MHz frequency band. A set of 144 channels

was acquired in different locations, and the channels were classified into nine channel classes

according to their maximum achievable rate, namely, capacity. This classification is useful

because it allows inferring the statistics of groups of channels that show a similar frequency

behavior. For each class, the average CTF profile, RMS-DS and CB are given. Furthermore,

an hyperbolic relation between the average RMS-DS and CB is provided.

123



Chapter 8 - Top-Down Modeling Approach

0 20 40 60 80 100
−100

−90

−80

−70

−60

−50

−40

−30

−20

−10

0

Frequency (MHz)

C
h

a
n

n
e

l T
ra

n
sf

e
r 

F
u

n
ct

io
n

 (
d

B
)

 

 

Model

Fit

1: − 80 + 30cos
f

5 . 5 · 10 7 − 0.5

2: − 43 + 2 5e
−

f

3 · 10 6 −
15

10 8 f

3: − 38 + 2 5e
−

f

3 · 10 6 −
14

10 8 f

4: − 32 + 2 0e
−

f

3 · 10 6 −
15

10 8 f

5: − 27 + 1 7e
−

f

3 · 10 6 −
15

10 8 f

6: − 38 + 17cos
f

7 · 10 7

7: − 32 + 17cos
f

7 · 10 7

8: − 20 + 9 cos
f

7 · 10 7

9: − 13 + 7 cos
f

4 . 5 · 10 7 − 0.5

class 1

class 2

class 3

class 4

class 5

class 6

class 7

class 8

class 9

Figure 8.2: Target CTF profiles (dashed line with markers and explicit formulas) and profiles
from fitting (continuous line) for channel classes 1 to 9.

8.3 Numerical Results

We fit the model to the nine channel classes in [29]. We focus on the 2-100 MHz frequency

range, with a frequency resolution of 24 kHz. In the time domain, we sample the CIR with

a period of T = 5 ns. We report the parameter values in Tables 8.1 and 8.2. Furthermore,

following the fitting procedure of Section 8.2.2, we refine the values provided in [77] for

classes 1, 5, and 9.

8.3.1 Channel Transfer Function and Phase

We firstly study the CTF of the generated channels. For each channel class, 500 realizations

are considered. In Fig. 8.2, we plot the mean CTF profile obtained from the measures [29],

and the analytical CTF given by (8.10). The closed form expression of the measured average

CTF is provided in [29] and it is also reported in Fig. 8.2. It has been obtained by fitting

with sinusoidal or exponential functions the average CTF of the measured channels. In all

cases, a very good agreement between the analytical (of our model) and the measured CTF

can be observed. It validates the results of the fitting procedure.

Now, we consider the average phase. We compute it as the average phase of the channel

frequency response of the generated channels. We report the average phase of the nine classes

in Fig. 8.3. In most cases, the average phase is well fitted by a linear function, as reported

in [29]. Only classes 2 and 3 show a slight quadratic dependency of the phase versus the
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Figure 8.3: Average phase of classes 1 (bottom) to 9 (top).

frequency.

Finally, in Fig. 8.4, we show an example of channel realization from class 2 and 8, both

in amplitude and phase. The average profiles are also shown.

Table 8.1: Coupling parameter values

class σ2
0 K2

1 1.4354e-6 0.403919
2-8 0 -
9 2.28955e-6 0.341468

8.3.2 Statistics of the Channel Metrics

We firstly focus on the RMS-DS. We compute the channel impulse response by means of

IDFT, and, differently to what we report in Section 2.1, we truncate it to 5.56 µs to reduce

the side-lobe effect. The truncation introduces a negligible energy loss. Furthermore, it is

consistent with the cyclic-prefix length of HomePlug AV PLC system specifications [63]. A

raised cosine window with a flat portion in the 2-100 MHz frequency band is applied.

In Table 8.3, we provide the average RMS-DS of the nine channel classes. We denote

it with σDS. We compare the values obtained from the simulations (3rd column) to the

ones given by the measures (2nd column). The measured values were presented in [35], and

we report them here for the sake of clarity. Simulations are very close to the measures.

125



Chapter 8 - Top-Down Modeling Approach

−100

−80

−60

−40

−20

0

(a)

C
T

F
 (

d
B

)

0 20 40 60 80 100
−1000

−800

−600

−400

−200

0

P
h

a
se

 (
ra

d
)

(b) Frequency (MHz)

class 8

class 2

class 8

class 2

Figure 8.4: Illustrative example of one channel realization from classes 2 and 8. (a) am-
plitude, and (b) phase. The average profile in amplitude and phase is also shown for both
classes (lines with markers).

Furthermore, we study the distribution of the RMS-DS of the generated channels. We

perform the Lilliefors test to the logarithm version of the delay spread, i.e., σDS,log. The

RMS-DS of class 1, 5 and 9 is log-normally distributed. For other classes, the Lilliefors

does not confirm the log-normality of σDS, though the log-normal distribution is still the

best fit. In Fig. 8.5(a), we show the qq plot of the delay spread versus the quantiles of the

best log-normal fit. We focus on classes 4 and 9. The first is representative of classes that

show a log-normal delay spread. The second, is representative of the complementary set of

classes. The log-normal behavior holds true if the samples lie on the line. We note that the

main deviation from the log-normality of class 4 is due to the samples of the lower tails, i.e.,

the smaller values of the delay spread. From the analysis of experimental data, e.g., [41],

it has been shown that also the RMS-DS of measured channels is not strictly log-normally

distributed, although the log-normal fit is the best one. Thus, our simulation results are

consistent with the previous experimental work.

As for the RMS-DS, we address the statistics of the ACG. We focus on the dB version

of the ACG, and we define it in Section 2.2.1.

In Table 8.3, we report the average value of the ACG of the nine classes (4th column).

We denote it with G. The attenuation increases toward class 1. Furthermore, except for

classes 2, 4, and 8, G is normally distributed, as confirmed by the Lilliefors test. In Fig.

8.5(b), we provide the quantile-quantile plot of G in dB versus the standard normal quantiles.
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Figure 8.5: (a) qq plot of the logarithmic delay spread versus the standard normal quantiles,
and (b) qq plot of the ACG versus the standard normal quantiles. In both cases, results are
provided for two representative classes.

Again, we limit the analysis to two representative classes, i.e., class 3 and 8. Few outliers

are responsible of deviation from normality of the G samples of class 8. However, the normal

distribution is the best fit for the ACG of the generated channels. This result is in agreement

with the experimental results in [30].

Finally, we study the coherence bandwidth. In Table 8.4, we report the statistical and the

average coherence bandwidth of the generated channels (3rd and 4th column, respectively),

and the average coherence bandwidth of the measured channels (2nd column). The measured

values are given in [35]. We note that the three values are very similar. Thus, the use of the

average coherence bandwidth in the fitting procedure is justified.

8.3.3 Composition Channel

With the proposed channel generator, channels of a given class can be randomly drawn using

a proper set of parameters. To generate channels that capture the overall in-home channel

variability, we can randomly pick channels from all classes according to a certain occurrence

probability. We refer to the resulting channel as composition channel.

To study the statistics of this composition channel, we generate 500 channels picked

from different classes according to the class occurrence probability reported in [29], i.e.,

Po ∈ {0.0349 0.1678 0.1818 0.1188 0.1188 0.1258 0.0979 0.0769 0.0769} for classes 1 to 9,
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Figure 8.6: Scatter plot of the RMS delay spread versus the average channel gain of the
composition channel. The robust fit is also shown.

respectively. The class occurence probability have been obtained from the experimental

evidence in France. We focus on the ACG, RMS-DS, CB and their relation. The results are

summarized in Figs. 8.6, and 8.7.

In Fig. 8.6, we provide the relation between the ACG and the RMS-DS. The robust

regression fit is also shown. We have found that the RMS-DS and the ACG are negatively

related and the slope of the robust regression is −0.011 µs/dB. We note that this value is

close to the one that has been obtained from the analysis of measured channels in [27].

Now, we focus on the CB. In Fig. 8.7, we show the CB as a function of the RMS-DS. We

have found that the best fit is given by B(0.9)
C = 0.067σDS. In [35], a similar relation has been

obtained for the measured channels, namely, B(0.9)
C = 0.055σDS. Hence, the close matching

between the experimental results and the simulations validates the modelling approach.
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Figure 8.7: Scatter plot of the coherence bandwidth versus the RMS-DS of the composition
channel. The best hyperbolic fit is also shown.

Table 8.2: Attenuation and multipath parameter values

class A
a0 a1 K

Lmax

(m−1) (s ·m−1) (m)

1 1.3022e-5 -0.00691505 1.15712e-026 2.97983 540
2 2.8269e-4 -0.00888846 7.55014e-006 0.408174 550
3 6.7170e-4 -0.0152108 3.67885e-005 0.347786 320
4 6.3972e-4 -0.0142857 2.5219e-005 0.348188 350
5 8.3880e-4 -0.0141565 1.67181e-005 0.363295 350
6 9.5814e-4 -0.00797313 2.285e-018 1.92048 410
7 4.5819e-3 -0.0132538 1.12949e-018 2.00313 200
8 1.0964e-2 -0.0185199 9.65172e-018 1.87202 130
9 2.4856e-3 -0.0435673 2.02324e-020 2.2179 110

(σ2
p0

= 1, Λp = 0.2 paths/m, ν = 2e8 m/s)
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Table 8.3: RMS-DS (µs) and ACG (dB)

class
Measured [35] Simulated

σDS σDS G
1 0.31 0.399061 -53.8721
2 0.517 0.601574 -44.8233
3 0.456 0.384516 -41.4305
4 0.297 0.344387 -36.0103
5 0.322 0.321122 -31.4896
6 0.263 0.33135 -25.2677
7 0.149 0.190027 -19.4345
8 0.0999 0.127396 -14.8919
9 0.0417 0.0643916 -10.0729

Table 8.4: Average and statistical coherence bandwidth (kHz)

class
Target [35] Simulated

B(0.9)

C B̂(0.9)
C B(0.9)

C

1 190 191.433 187.796
2 106 119.646 100.168
3 160 167.504 162.718
4 190 191.433 193.922
5 210 215.363 212.252
6 220 239.292 237.521
7 370 382.867 418.282
8 550 550.371 677.148
9 1220 1268.25 1662.89
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8.4 Main Findings

We have presented a novel fitting procedure to initialize a top-down channel model in order

to generate PLC channel responses with statistics in agreement with that of measured chan-

nels. Firstly, we have described the multipath propagation model, from which the analytical

expression of the PLC channel frequency response can be derived. Then, we have introduced

the variability into a restricted set of model parameters to obtain a random channel genera-

tor algorithm. We have derived the closed expression of the statistical frequency correlation

function and the mean CTF profile of the generated channels. Hence, we have found the

values of the model parameters that allows generating channels in good agreement with the

experimental ones. The procedure targets the average CTF profile and the average coherence

bandwidth of the measured channels.

To test the model, we have targeted a set of measured channels whose statistics is avail-

able in the literature. The measured channels have been divided into nine channel classes

according to their maximum achievable rate in AWGN conditions. For each class, the aver-

age CTF profile and the average delay spread are given. We have fitted the model to all the

nine channel classes, and we have provided the model parameters. Furthermore, we have

studied the statistics of the generated channels, and we have found strong agreement with

that from measurements. This validates the model and the fitting procedure.

Finally, we point out that although the model is intended for in-home PLC, it may be

extended to other application scenarios. For instance, outdoor low-voltage PLC which will

cover an important role in the Smart Grid.
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In this work, we have presented a comprehensive overview of the channel characterization

and modeling in PLC. The work is divided in two parts.

In the first part, we have focused on the channel characterization. We have provided the

statistical analysis of experimental measurements in the in-home and medium voltage PLC

scenarios. Furthermore, we have exploited the results over MV lines to design a impulsive-

ultra wideband system for command and control applications. In the second part, we have

focused on channel modeling. We have addressed both the bottom-up and the top-down

channel generation models, and we have presented a multiconductor extension of the top-

down model.

In the following, we detail the main findings of the research activity that we have carried

out.

In-Home Channel Statistics

We have presented the statistical characterization of a set of PLC channels that we measured

through an exhaustive experimental campaign in Italy. We have showed that the normal dis-

tribution is the best fit of the CTF, and we have studied the statistics of the average channel

gain, the delay spread and the coherence bandwidth. We have confirmed experimentally the

normal behavior of the ACG, the log-normal nature of the delay spread, the negative relation

between these two metrics and the hyperbolic relation between the coherence bandwidth and

the delay spread.

Then, we have investigated the relation between the statistics of the PLC channel, and

the geometrical distance between the transmitter and the receiver outlet. The analysis has

been provided in terms of average channel gain, RMS delay spread, maximum achievable

rate in the presence of stationary background noise, and channel delay. We have provided

a linear relation between the metrics and distance. As expected, we have found that the

average channel gain decreases with distance, while the RMS delay spread and the channel

delay increase. Furthermore, the achievable rate decreases with distance, and thus, even in
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PLC, we can define coverage in terms of geometrical distance. We have classified channels

into 5 classes, according to the geometrical distance. For each class, we have provided the

mean value of the metrics. In this respect, we have found that the classification according

to the distance is valid because the mean value of the channel metrics shows a remarkable

distinct behaviour for different classes.

We have discussed the performance improvement provided by the extension of the sig-

nalling band beyond 100 MHz and up to 300 MHz. We have focused on the achievable rate,

and we have shown that an increase of the achievable rate is possible due to the band ex-

tension but the spectral efficiency, i.e., the bitrate per unit frequency decreases significantly.

Finally, we have studied the statistics of the line impedance and we have shown that no

linear relation can be found between the components of the line impedance and the channel

transfer function.

Medium Voltage Scenario

We have presented the statistical characterization of a set of MV channels that were measured

in a real-life MV network in Italy. We have described the MV network and we have addressed

their statistics in terms of both RMS delay spread and average channel gain. Furthermore,

we have studied the maximum achievable rate of the channels and, in this respect, we have

identified three channel realizations that are representative of the worst, average and best

case respectively.

I-UWB over MV PLC

We have proposed the use of a I-UWB modulation for low data rate command and control

applications in PLC. Firstly, we have investigated the performance in terms of bit error

rate, achievable rate of hard decoded binary I-UWB, and system capacity assuming perfect

knowledge of the channel response and the synchronization instant at the receiver. We have

shown the difference in performance between the optimal noise-matched filter receiver and

the sub-optimal though simpler matched filter structure. We have found that the noise

matched filter receiver provides an average capacity increase of 1.9 w.r.t. the matched filter

receiver. The, we have investigated the effect of two system design parameters, namely the

frame duration and the pulse bandwidth. We have found that a pulse bandwidth of 20 MHz

is sufficient to attain the best performance over the set of MV measured channels.

Finally, we have introduced the non-idealities at the receiver side, and we have inves-

tigated the performance of practical receiver algorithms. We have presented a two-step

analysis. Firstly, we have compared the performance of several receivers, assuming perfect

knowledge of the channel impulse response and the noise correlation at the receiver. Then,

we have introduced the practical estimation algorithms for the channel response and the

noise correlation. The results show that I-UWB modulation is suitable for low data rate
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applications over MV channels. The main strength is given by the low system complexity.

In detail, we have found that the simple equivalent-match filter receiver provides low bit

error rates even for values of transmitted PSD that are low, w.r.t. the typical ones of PLC.

More robust transmissions can be obtained by increasing the complexity of the receiver, e.g.,

with the frequency domain receiver that takes into account for the noise correlation.

Bottom-Up Channel Model

We have presented a statistical bottom-up PLC channel generator for the indoor scenario.

The result is a powerful tool to infer the PLC channel statistics as a function of the topology

characteristics. It allows generating statistically representative channels in agreement with

experimental measurement campaigns.

We have fully described the topology generation algorithm and a fast channel transfer

function computation method. Furthermore, we have discussed the differences with the

ABCD matrix. Then, we have presented a statistical characterization of the generated

channels. In particular, we have shown that the average channel gain and the root-mean-

square delay spread can be approximately fitted with a log-normal distribution. Deviations

from it are found for extreme values and if we constraint the backbone length to be small.

It should be noted that the results from measurement campaigns do not discriminate among

the topology features and do not consider the whole set of outlets but rather acquisitions have

been made among nodes at large distance. To this respect we have investigated the behavior

of channels belonging to the same cluster or to different ones. We have classified channels

according to their maximum achievable rate as function of both the backbone length and the

number of intermediate backbone nodes. While we have not found any strong dependence

of the maximum achievable rate from the backbone length, we have found an interesting

linearly decreasing dependency between the lower achievable rate bound and the number of

junction nodes in the backbone.

Finally, we applied the simulator to study the relaying in PLC. Significant capacity

improvement can be obtained via opportunistic relaying in in-home PLC networks. The relay

is beneficial to improve the communication performance among pair of outlets belonging to

distinct clusters since they experience channels with high attenuation. In such a case, the

best relay position is the derivation box that serves the transmitter node. The gains are

even higher for cross breaker channels when we opportunistically exploit a relay positioned

in the main panel.

MTL Extension of the Bottom-up Channel Model

We have presented an MTL theory-based approach to compute the MIMO channel transfer

function of PLC networks with multiple conductor cables. The method is based on computing

the MIMO CTF via a matrix voltage ratio approach which is applicable to complex in-home
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networks that exhibit several branches. We have addressed the analytical modelling of cables

with symmetric and ribbon geometries. Then, we have validated the channel simulator. We

have found that the results from simulations are in good agreement with the experimental

ones. This shows that the simulator is an appropriate tool for the generation of MIMO

PLC channel responses to be used in the design and testing of PLC modems that exploit

MIMO. In order to better the results when ribbon cables are deployed, we have also proposed

improving the cable model by considering the effects of nonuniform dielectric insulation.

We have combined the MTL of the VRA to obtain a statistical bottom-up MIMO PLC

random channel generator. We have exploited the channel generator to infer the statistics

of the maximum achievable rate when the MIMO, the MRC and the selection diversity

SIMO configurations are deployed. For the MIMO scheme, we have compared the results

with the experimental ones and we have found that the simulated MIMO is consistent, on

average, to the experimental one. Furthermore, we have investigated the correlation among

MIMO channels. Again, we have found that, on average, simulated channels present a

correlation that is in good agreement with the experimental one. Finally, we have studied

the improvement given by MIMO schemes in topologies where the neutral and the PE wires

are short circuited in the main panel. We have found that in this case gains are still obtained.

Top-Down Channel Model

We have presented a novel fitting procedure to initialize a top-down channel model in order

to generate PLC channel responses with statistics in agreement with that of measured chan-

nels. Firstly, we have described the multipath propagation model, from which the analytical

expression of the PLC channel frequency response can be derived. Then, we have introduced

the variability into a restricted set of model parameters to obtain a random channel genera-

tor algorithm. We have derived the closed expression of the statistical frequency correlation

function and the mean CTF profile of the generated channels. Hence, we have found the

values of the model parameters that allows generating channels in good agreement with the

experimental ones. The procedure targets the average CTF profile and the average coherence

bandwidth of the measured channels.

To test the model, we have targeted a set of measured channels whose statistics is avail-

able in the literature. The measured channels have been divided into nine channel classes

according to their maximum achievable rate in AWGN conditions. For each class, the aver-

age CTF profile and the average delay spread are given. We have fitted the model to all the

nine channel classes, and we have provided the model parameters. Furthermore, we have

studied the statistics of the generated channels, and we have found strong agreement with

that from measurements. This validates the model and the fitting procedure.

Finally, we point out that although the model is intended for in-home PLC, it may be

extended to other application scenarios. For instance, outdoor low-voltage PLC which will

cover an important role in the Smart Grid.
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10.1 Comparison between the VRA and the ABCD

Matrix Method

We aim to highlight the connections between the conventional ABCD matrix method and

the VRA. Let us focus on Fig. 10.1, which shows the unit representation of the channel

backbone between a pair of outlets, and let us define the ABCD matrix of the b-th unit as

[

Vb

Ib

]

=

[

Ab Bb

Cb Db

][

Vb−1

Ib−1

]

(10.1)

Then, we can exploit the chain rule to obtain

[

Vtx

Itx

]

=

[

VN+1

IN+1

]

=

[

AN+1 BN+1

CN+1 DN+1

]

×
[

AN BN

CN DN

]

. . .

[

A1 B1

C1 D1

][

V0

I0

]

.

(10.2)

Now, since each unit comprises the cascade of the equivalent admittance of a branch and a

line segment (see also Fig. 6.6), we can reformulate the ABCD matrix of the b-th unit as

[

Ab Bb

Cb Db

]

=

[

1 0

YBb
1

]

×
[

cosh(γbℓb) ZCb
sinh(γbℓb)

YCb
sinh(γbℓb) cosh(γbℓb)

]

,

(10.3)

that is, the ABCD matrix of the admittance YBb
= 1/ZBb

multiplied by the ABCD matrix

of the backbone line segment which belongs to unit b. We also define YCb
= 1/ZCb

as the

characteristic impedance of the line. Now, let us assume the knowledge of the equivalent
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AN+1 B N+1

CN+1 DN+1

AN B N

CN DN

V N+1

I N+1
unit N+1 unit NI N

V N V N-1

I N-1

V1

I 1
unit 1 I 0

V0 ZL
A1 B 1

C1 D1

Figure 10.1: Structure of a backbone divided in N + 1 subunits, each of which is described
by its ABCD matrix.

load admittance of the b-th unit, i.e., YLb
= Ib−1/Vb−1 = 1/ZLb

. From (10.3), the expression

of Vb as a function of Vb−1 reads

Vb =
(
cosh(γbℓb) + ZCb

YLb
sinh(γbℓb)

)
Vb−1, (10.4)

where we neglect the dependence from frequency to simplify the notation. We further ma-

nipulate (10.4). In detail, we define the load reflection coefficient of unit b as

ρLb
=

YCb
− YLb

YCb
+ YLb

, (10.5)

we explicit YLb
as a function of ρLb

, and we exploit the result into (10.4) to obtain

Vb =
eγbLb + ρLb

e−γbLb

1 + ρLb

Vb−1 . (10.6)

It follows the VRA core equation starting from the ABCD matrix description of the network.

Now, to compute (6.19) for every unit b, we need the load impedance of all the units. In

this respect, we exploit the impedance carry-back method, to obtain the input admittance

of unit b as follows

YIb = YBb
+ YCb

YLb
+ YCb

tanh(γbℓb)

YCb
+ YLb

tanh(γbℓb)
= YBb

+ YRb
, (10.7)

where YRb
is the equivalent load admittance obtained by carrying back YLb

to the upstream

port of unit b. Starting from unit b = 1, we recursively apply (10.7) to compute the load

impedance, and consequently the CFR, for each unit b. Finally, the overall CFR is the

product of the individual unit CFRs according to (6.15).

In conclusion, while the ABCD matrix method exploits the chain rule to obtain an overall

ABCDmatrix which gathers and merges all the information about the system, the VRA splits

up the analysis in a certain number of sub-units for which it computes the input admittance

and the CFR. The VRA can be thought as a scalar version of the ABCD matrix method

since it handles only scalar elements which allows lowering the implementation complexity.
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10.2 From the Statistical Correlation Function to the

Path Loss

We derive the closed form expression of the statistical correlation function in (8.9). We start

from (8.5), we model the random parameters as described in Section 8.1.2, and we compute

(8.8). We exploit the statistical independence of the path gains p0(i) and p1(i), to obtain

φ(f, λ) = |A|2 σ2
p0

(

1 + σ2
0f

K2 (f + λ)K2

)

E

[
Np∑

i=1

e−j 2πλ
ν

ℓie−(2a0+a1(fK+(f+λ)K))ℓi

]

, (10.8)

where the expectation targets the number of paths and their lengths. We further introduce

the following notation α(f, λ) = 2a0+a1(f
K +(f +λ)K) and β (λ) = 2πλ/ν. Now, the path

lengths are modelled as independent and uniformly distributed random variables between 0

and Lmax. Therefore, (8.8) turns into

φ(f, λ) = |A|2 σ2
p0

(

1 + σ2
0f

K2 (f + λ)K2

)

× 1− e−(α(f,λ)+jβ(λ))Lmax

(α(f, λ) + jβ(λ))Lmax
E [Np] .

(10.9)

Finally, we recall that the number of paths is modelled as a Poisson random variable

with modified alphabet (see Section 8.1.2). Therefore, the expectation in (10.9) reads

E [Np] =
ΛpLmax

1− e−ΛpLmax
. (10.10)

Substituting (10.10) into (10.9), as well as the terms α(f, λ) and β(λ), we obtain

φ(f, λ) =
(

1 + σ2
0f

K2 (f + λ)K2

) |A|2 Λp

1− e−ΛpLmax

× 1− e−(2a0+a1(fK+(f+λ)K)+j2πλ/ν)Lmax

2a0 + a1

(

fK + (f + λ)K
)

+ j2πλ/ν
,

(10.11)

i.e., the statistical correlation function of the generated channels. When λ = 0, (10.11)

corresponds to the mean CTF profile of the generated channels, namely, A(f) = φ(f, 0),

that reads

A(f) =
|A|2Λp

(
1 + σ2

0f
2K2

) (

1− e−2(a0+a1fK)Lmax

)

2 (1− e−ΛpLmax) (a0 + a1fK)
. (10.12)
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