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Abstract

Superconducting materials, being characterized by a negligible electrical resistance
under peculiar working conditions, provide extraordinary electromagnetic perfor-
mances. The research field on electromagnets has taken a lot of advantages from
this technology, since the huge electrical current densities that these materials sus-
tain enable to produce very strong magnetic fields, up to more than 10 T, with
negligible losses compared to the normal-conducting coils. The development of su-
perconductors technology during the last years has enabled projects that only some
decades ago were considered not feasible, both technically and economically. Among
them, the most notable are fusion reactors like ITER, presently under construction
in Cadarache (France), and particle accelerators for high energy physics such as the
Large Hadron Collider (LHC) operating at CERN in Geneva (Switzerland).

The present work regards the THELMA code, a coupled thermal-electromagnetic
numerical model for the description of superconducting cables and magnets. This
software was initially intended for the simulation of the electromagnetic behavior in
the so-called Cable-In-Conduit-Conductors (CICC), largely used in fusion machines
like ITER. During the PhD activity, a brand-new thermal model has been developed
and added to the pre-existing code to describe problems in which the system thermal
evolution cannot be assessed a priori. Moreover, the code has been extended to deal
also with the Rutherford cables, a type of superconducting cable widely used in
accelerator magnets like those of LHC. Finally, the code has been applied to several
case studies, both in the field of accelerator and fusion magnets.

This thesis is structured in the following way.
The first two chapters are a general introduction to superconductivity: the first is

a presentation of this phenomenon and its applications, intended for readers that are
not familiar with this technology, whereas the second is a more detailed description
of the superconducting wires and cables studied during this PhD activity.

In the second part of the thesis, the THELMA numerical code is widely described.
In chapter 3, the geometrical, electromagnetic and thermal models are presented,
with a particular focus on the brand-new parts developed during this PhD activ-
ity, such as the Rutherford cable geometrical model, the thermal model and the
coupling among electromagnetic and thermal routines. The THELMA model for
electrical and thermal contact resistances is instead widely explained in chapter 4,
together with the numerical analysis of several experimental measurements on both
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Rutherford and CICC cables.
The third part of the work is instead focused on some examples of the application

of the THELMA coupled code, performed during the PhD activity. In chapter 5 the
analysis of the voltage-temperature characteristic on a CICC sample is presented,
as a validation and an example of the code capability of reproducing non-trivial
experimental findings. In chapter 6, the problem of the longitudinal propagation
of a thermal-electromagnetic instability (quench) in impregnated Rutherford coils
is analyzed with experimental, analytical and numerical tools. In chapter 7, the
predictive analyses in terms of current distribution and losses in the CICC magnet
NAFASSY are reported. Further details regarding useful material properties and
some analytical and numerical models can be found in the appendices.



Sommario

I materiali superconduttori, essendo caratterizzati in particolari condizioni da una
resistenza elettrica trascurabile, offrono straordinarie prestazioni elettromagnetiche.
La ricerca sugli elettromagneti ha ottenuto notevoli vantaggi da questa tecnologia, in
quanto le enormi densità di corrente elettrica che questi materiali sopportano posso-
no essere usate per generare campi magnetici estremamente intensi, anche maggiori
di 10 T, con delle perdite trascurabili in confronto agli avvolgimenti normocondut-
tivi. Lo sviluppo della tecnologia dei superconduttori avvenuto negli ultimi anni ha
permesso progetti che solo pochi decenni fa erano considerati irrealizzabili, sia dal
punto di vista tecnico che economico. Tra questi, i più importanti sono senz’altro i
reattori per fusione nucleare come ITER, attualmnente in costruzione a Cadarache
(Francia), e acceleratori di particelle per la fisica delle alte energie come il Large
Hadron Collider (LHC) del CERN a Ginevra (Svizzera).

In questa tesi viene presentato il codice THELMA, un modello numerico per
la descrizione accoppiata del comportamento termo-elettromagnetico di cavi e ma-
gneti superconduttori. Questo codice era stato inizialmente creato per la simulazio-
ne del comportamento elettromagnetico dei cosiddetti Cable-In-Conduit-Conductors
(CICC), ampiamente usati in macchine per la fusione nucleare come ITER. Durante
l’attività di dottorato, è stato implementato un nuovo modello termico in aggiunta
al codice preestitente, in grado di descrivere problemi nei quali l’evoluzione termica
del sistema non può essere prevista a priori. Inoltre, il codice è stato esteso per
descrivere i cavi di tipo Rutherford, usati comunemente nei magneti per acceleratori
di particelle come quelli di LHC. Infine, il codice è stato applicato per l’analisi di
diversi casi di studio, sia nell’ambito dei magneti per acceleratori di particelle che
per fusione nucleare.

La tesi è strutturata nella seguente maniera.
I primi due capitoli sono un’ampia introduzione alla superconduttività: il primo

è una presentazione generale di questo fenomeno e sulle sue applicazioni, pensata per
chi non dovesse avere familiarità con questa tecnologia, mentre il secondo contiene
una descrizione più dettagliata dei fili e cavi superconduttori presi in considerazione
durante questo dottorato di ricerca.

Una descrizione dettagliata del codice numerico THELMA è invece riportata nel-
la seconda parte della tesi. Nel capitolo 3 vengono presentati i modelli geometrici,
elettromagnetici e termici, con particolare dettaglio relativamente alle parti svilup-
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pate durante l’attività di dottorato, quali il modello geometrico del cavo Rutherford,
il modello termico e l’accoppiamento tra il modello termico e quello elettromagneti-
co. Il modello di THELMA per le resistenze di contatto elettriche e termiche è invece
descritto nel capitolo 4, insieme all’analisi numerica di alcuni misure sperimentali
sia su cavi Rutherford che CICC.

La terza parte della tesi è invece focalizzata su alcuni esempi di applicazione
del codice accoppiato THELMA, svolti durante l’attività di dottorato. Nel capitolo
5 viene analizzata la caratteristica tensione-temperatura di un campione di cavo
CICC, quale esempio di validazione sperimentale nella quale il codice è in grado di
riprodurre fenomeni di difficile comprensione. Il capitolo 6 presenta il problema della
propagazione longitudinale di un’instabilità termo-elettromagnetica in avvolgimenti
impregnati di cavi Rutherford, analizzato con strumenti sperimentali, analitici e
numerici. Nel capitolo 7 sono invece descritte le analisi predittive in termini di
perdite e distribuzione di corrente riguardo il magnete CICC NAFASSY. Ulteriori
dettagli riguardanti le proprietà dei materiali e alcuni modelli analitici e numerici
sono infine riportati nelle appendici.
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Chapter 1

Superconductivity and its
Applications

Superconductivity has been discovered about one century ago. A lot
of effort has been put in these years by physicists and engineers to
understand the non-trivial properties of this state of matter, in or-
der to take these materials out of the laboratories and employ them
in industrial applications. In this chapter the characterizing proper-
ties of superconducting materials will be described, together with the
milestones in their discovery. These materials will be then classi-
fied according to their thermal, magnetic and electric behavior. Some
theoretical models will be briefly summarized, and a description of
the typical parameters used for the experimental characterization of
practical samples will follow. Finally, the most important areas in
which applied superconductivity is employed will be presented. They
cover almost all the engineering spectrum, ranging from high perfor-
mance electromagnets to very high precision detectors, from magnetic
levitation to electric power transfer and electronics.

3



4 Superconductivity and its Applications

1.1 The Discovery of Superconductivity

In 1908 the Dutch physicist Heike Kammerlingh Onnes was the first scientist able
to liquefy helium [135], a discovery that granted him the Nobel Prize in 1913. The
liquid phase of a substance cannot exist over the so-called critical point, that is only
5.1953 K at a pressure of 0.22746 MPa for helium. Thus, Onnes had to use several
pre-cooling cycles to reach such low temperatures in his laboratory in Leiden, that
became at the time the coldest place on Earth. This achievement is one of the most
important discoveries of the previous century, since it permits to investigate physical
conditions that previously were completely inaccessible.

One of the most striking surprises in this new field of investigation was found
by Onnes himself in 1911, during his studies on the electrical behavior of metals at
very low temperatures. In 1900, Paul Drude already postulated that the electric
resistance in metals is a consequence of the free electrons scattering produced by
the ions of the crystal lattice. These interactions stop at absolute zero temperature,
nullifying the resistance in a pure crystal, whereas a real sample exhibits a residual
resistivity related to the scattering produced by impurities. This model is valid for
a large class of metals, with copper, silver, aluminum among the others. As an
example, the copper resistivity ρE as a function of temperature is plotted in Figure
1.1, whereas a detailed description of material properties at very low temperature is
reported in Appendix A.
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Figure 1.1: Copper electrical resistivity as a function of temperature for three dif-
ferent levels of residual resistivity ratio (RRR), with data from [113]. At low tem-
peratures the constant contribution of the impurities is evident.

However, at the beginning of the 20th century the actual behavior of metals
at very low temperatures was still an unsolved problem, since scientists like Lord
Kelvin assumed a strong resistivity increase near absolute zero due to diminished
electron mobility [170]. Therefore Onnes was interested to find proofs or denials to
these theories. Against all expectations, he found a sudden drop in the electrical



1.2 Theory of Superconductivity 5

Figure 1.2: Electrical resistance of a mercury sample at low temperature as measured
by Onnes in 1913 [136].

resistivity ρE of mercury at about 4.2 K. In Figure 1.2 Onnes’ measurements [136]
are reported. These results were in contrast with all available theoretical models,
and were therefore considered the sign of a new state of matter, that was named
superconductivity. Many elements and composites exhibit this transition at different
critical temperatures Tc .

Some years after, it was also discovered that a superconductive specimen is not
simply a perfect conductor, that is a material characterized by ρE = 0. In Figure 1.3
the behavior in applied magnetic field of a superconductor and of a perfect conduc-
tor is compared. No difference can be found if the magnetic field is applied after the
change of state from normal conductivity, as reported in Figure 1.3a. Both speci-
mens would exclude the magnetic field from their interior because of the screening
supercurrents that would be induced on the surfaces of the samples according to
Faraday-Neumann-Lenz law . These screening currents are induced also on normal
conductors but they are quickly dumped because of the Joule losses, whereas they
persist if the resistivity is zero. On the other hand, a different behavior is observed
if the change of state happens after the application of an external magnetic field, as
in Figure 1.3b. A perfect conductor should indeed trap and maintain the magnetic
field present inside before the change of state, whereas a superconductor exhibit the
perfect diamagnetism, that is the complete expulsion of magnetic flux for the interior
of the sample. This unexpected effect was first observed by the German physicists
Fritz Walther Meissner and Robert Ochsenfeld in 1933 [121].

1.2 Theory of Superconductivity

Many theoretical physicists tried to explain the unexpected properties of the su-
perconducting samples. In this section the most important models that have been
proposed will be briefly summarized.



6 Superconductivity and its Applications

Superconductor

Perfect conductor

T > Tc,
Ha = 0

T < Tc,
Ha = 0

T < Tc,
Ha > 0

T > Tc,
Ha > 0

(a) Field applied after the change of state.

Superconductor

Perfect conductor

T > Tc,
Ha = 0

T > Tc,
Ha > 0

T < Tc,
Ha > 0

T < Tc,
Ha = 0

(b) Field applied before the change of state.

Figure 1.3: Behavior of a superconductor and of a perfect conductor in an applied
magnetic field Ha.

1.2.1 Phenomenological Models

In 1934 Cornelis Jacobus Gorter and Hendrik Brugt Gerhard Casimir [76] proposed
a phenomenological model in which the superconductor is represented as the super-
position of two fluids, one composed by normal-conducting carriers and one with a
concentration ns per unit volume of superelectrons that are responsible of the super-
conductivity. This assumption was the basis for the London Equations, developed
by the brothers Fritz and Heinz London in 1935 [102], the first model capable to
explain the perfect diamagnetism in superconductors. The model can be deduced
starting from the Drude equation for an electron with mass m and charge −e:

m
dvel
dt = −eE− mvel

τscat
, (1.1)

where vel is the particle velocity, E an applied electric field and τscat the scattering
relaxation time. For a non-resistive material τscat → ∞, therefore the second term
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of the second member of Eq. (1.1) vanishes. Defining the transport super-current
density due to superelectrons as Jt = −nsevel, the first London equation can be
obtained:

d(ΛJt)
dt = E, (1.2)

where
Λ = m

nse2 . (1.3)

Equation (1.2) replaces for a perfect conductor the Ohm’s law, but it is not able
to take into account the Meissner-Ochsenfeld effect. Indeed, applying the Maxwell
equations:

∇×E = −dB
dt , (1.4)

∇×H = Jt, (1.5)

together with Eq. (1.2), the following equation for the magnetic field can be ob-
tained:

∇2 dH
dt = µ0

Λ
dH
dt . (1.6)

A time and space independent solution H(r, t) = H0 for this equation exists, and
this is incompatible with perfect diamagnetism since the magnetic field must decay
inside the superconductor. Thus, the second London equation is considered:

∇× (ΛJt) = −B, (1.7)

where B is the magnetic induction. Applying Eq. (1.7) together with Eq. (1.5) the
following result can be obtained:

∇2H = µ0H
Λ = H

λ2 , (1.8)

that correctly models the perfect diamagnetism, since it predicts an exponential
decrease of the magnetic field from the surface to the interior of the sample, with a
penetration depth λ according to London:

λ =
√

m

µ0nse2 . (1.9)

The order of magnitude of λ in pure classic superconductors is 50 nm.
The Gorter-Casimir and London theories were generalized in 1950 by Vitaly

Lazarevich Ginzburg and Lev Landau in the so-called GL-theory [98], based on the
superconducting order parameter Ψ, that is a wave function defined as ns = |Ψ|2.
In a superconducting-normal conducting boundary, |Ψ|2 decays along the so-called
coherence length ξ, with typical values in pure superconductors of 300 nm. The
ratio:

κ = λ

ξ
, (1.10)

is called Ginzburg-Landau parameter and it is important to classify superconducting
materials, as it will be explained in the following.
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1.2.2 Microscopical Models

None of the models just summarized is intended to explain the causes of the su-
perconductivity, but only to reproduce the main macroscopical experimental results
regarding superconducting samples. The first microscopic theory able to describe in
detail the behavior of several classes of superconductors is the BCS theory, from the
names of the three American physicists John Bardeen, Leon Cooper and John Robert
Schrieffer that postulated it in 1957 [13]. This theory, that was worth a Nobel Prize
in 1972, describes the superconductivity as a macroscopic quantum phenomenon.

A qualitative explanation can be given considering a couple of electrons in a
lattice of positive ions. The first electron, when moving inside the lattice, perturbs
the ions, that displace towards this first particle. This displacement of ions locally
polarizes the lattice with a positive charge, and the second electron will be attracted
by this perturbation due to the Coulomb forces. In normal metals, this attraction
is by far exceeded by the Coulombian repulsion between the couple of electrons,
that are particles of same charge. Instead in superconductors the two electrons are
coupled together and a net attraction remains. This couple of electrons is called
Cooper pair and it is characterized by a distance between the particles lower than
the coherence length ξ.

More precisely, in BCS theory Cooper pairs are quasi-particles that follow the
Bose-Einstein statistics instead than the Fermi-Dirac one. Since the Pauli exclusion
principle does not apply to bosons, Cooper pairs form a condensate in the so-called
BCS ground state, separated by an energy gap ∆(T ) from the normal conducting
state, with a limiting value at 0 K [165]:

2∆(0) = 3.528 kB Tc, (1.11)

where kB = 1.38 · 10−23 J/K is the Boltzmann constant. 2∆ is equal to the minimum
energy required to break the Cooper pair and return to the normal conducting
state. The coupling between the electrons of the pair can be expressed in terms
of an exchange of phonons, that are quasi-particles that represents lattice vibration
quanta. Lev Petrovich Gor’kov demonstrated in 1959 [75] that the GL theory is
equivalent to the BCS theory in the limiting case in which T ≈ Tc and the magnetic
vector potential A does not change very rapidly, creating a bridge between the
phenomenological and microscopic descriptions of superconductors.

BCS theory is valid in the so-called weak-coupling limit between electrons and
phonons, whereas generalizations like Eliashberg theory [64] and its developments
[97] [120] are valid also in the strong-coupling limits. However, there are still some
classes of superconductors, introduced in the following section, in which no complete
theory is available.

1.3 Critical Parameters

For engineering purposes, superconducting materials are described by means of some
critical parameters. As already explained, the temperature at which the supercon-
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ductive transition happens is called critical temperature Tc. Other important critical
parameters are the critical field and the critical current density, that are the maxi-
mum magnetic field and current density that the sample can sustain without losing
its superconductive properties. All these parameters are described below. The last
parameter is the critical frequency fc. Starting from the Gorter-Casimir two flu-
ids model, the normal and the superelectrons can be considered analogous to the
parallel between a resistance R and an inductance L [165]. Such a circuit exhibits
an inductive behavior below the characteristic frequency f0 = R/(2πL), whereas at
higher frequencies the resistive branch becomes dominant. The critical frequency of
a superconductor can be estimated with such a model, obtaining an order of mag-
nitude of 1011 Hz. However, since for most applications the working frequency is
much lower than fc, this parameter will be neglected in the following.

1.3.1 Critical Temperature

The critical temperature allows to share the superconductors between two main
classes. In the beginning, all the superconducting elements and alloys discovered
were characterized by very low critical temperatures, lower than 25 K. Such low
temperatures can be obtained only using liquid helium as coolant or employing a
cryocooler. In Table 1.1 the most important superconductive elements and com-
posites of this class, called Low Temperature Superconductors (LTS) are reported
together with their critical temperature at zero applied magnetic field. Niobium is
the element with the highest known critical temperature, nevertheless composites
can have critical temperatures much higher than their constituents. All LTS ma-
terials can generally be described by the microscopic theories summarized in the
previous section. For engineering purposes, the most important materials are the
alloy Nb-Ti and the composite Nb3Sn (see Figure 1.4a).

(a) Nb3Sn. Grey balls represent tin, blue niobium. (b) YBCO.

Figure 1.4: Schematized unit cells for some superconductors.
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Table 1.1: Critical temperature Tc,0 at zero magnetic field and critical field Bc,0 at
0 K of some LTS elements and composites. In the latter case Bc,0 is replaced by
Bc2,0.

(a) Type I superconducting elements.

Element Tc,0 [K] Bc,0 [mT] References

Ti 0.40 5.6 [142]
Ga 1.083 5.92 [142]
Al 1.175 10.5 [142]
Sn 3.722 30.5 [142] [117]
Hg(β) 3.949 33.9 [142]
Hg(α) 4.154 41.1 [142]
Pb 7.196 80.3 [142]

(b) Type II superconducting materials.

Material Tc,0 [K] Bc2,0 [T] References

V 5.40 0.268 [142]
Nb 9.29 1.04 [142]
Nb-44w/o Ti 9.3 15 [188]
Nb-25w/o Ti 10.1 9.3-10 [188] [142]
V3Ga 16.5 19.6 [117] [124]
Nb3Sn 18.0 25 [72]
Nb3Al 18.7 15-20 [188] [69]
Nb3(Al0.8Ge0.2) 20.7 43.5 [188]
Nb3Ge 23.0 38 [188]

A breakthrough in superconductivity was achieved in 1986 by the German physi-
cists Johannes Georg Bednorz and Karl Alexander Müller, that found superconduc-
tivity in a ceramic composite based on lanthanum, barium and copper oxides, with
a critical temperature of 35 K [16]. This result, rewarded with Nobel Prize in 1987,
was the first discovery of a new class of superconductors called High Temperature
Superconductors (HTS). These materials are based on copper-oxides planes embed-
ded in the lattice like in Figure 1.4b. Some HTS have a critical temperature higher
than 77 K, and this permits cooling with liquid nitrogen, making this technology
cheap and very promising for industrial applications. The most important mate-
rials of this class are YBa2Cu3O7−δ (YBCO), with a critical temperature of 93 K
[190], and Bi2Sr2Can−1CunO2n+4+δ (BSCCO), with a critical temperature of 107 K
if n = 3 [106]. BCS theory is not able to describe HTS, that still lack a complete
theoretical modeling.

Recently, the discovery of superconductivity in magnesium diboride (MgB2) at
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Figure 1.5: Critical field in type I superconductors. The filled areas in diagrams
represent the superconductive state.

39 K [127] has aroused a lot of interest, since this material is relatively cheap com-
pared to HTS that frequently feature rare elements in their composition. Further-
more, the material can be described by means of the BCS theory, differently from
the other superconductors with similar critical temperatures.

1.3.2 Critical Field

Type I Superconductors

In 1914, when applying a magnetic induction of only 60 mT on a superconductive
lead sample, Onnes discovered that an applied magnetic field can destruct the su-
perconductive state. This was a great disappointment for scientists and engineers,
since this phenomenon seemed to prevent practical applications for superconduc-
tive materials. Several elements like tin, mercury, lead are indeed superconductive
up to the application of a magnetic field called critical field Hc. Below this value,
the superconductive sample is a perfect diamagnet, therefore its magnetization is
M = −H. When Hc is reached superconductivity is lost, and the material turns into
a normal conductor. A typical magnetization curve for this kind of materials, called
type I superconductors, is reported in Figure 1.5a. Hc can be easily deduced from
thermodynamical considerations [165] and its temperature dependence is generally
expressed with the approximated relation, plotted in Figure 1.5b:

Hc u Hc,0

[
1−

(
T

Tc

)2
]
, (1.12)



12 Superconductivity and its Applications

0

Hc1

0 Hc1 Hc2

M
a
gn

et
iz

at
io

n
|M

|

Applied magnetic field H

Figure 1.6: Magnetization curve in a type II superconductor. The dark filled area
represents the superconductive state, the light filled area the mixed state.

where Hc,0 is the critical field at T = 0 K. Since the critical magnetic induction
Bc = µ0Hc for type I superconductors is in the range 10− 100 mT (see Table 1.1a),
they are generally not useful for engineering purposes.

Type II Superconductors

In 1937 the Russian physicist Lev Vasilyevich Shubnikov [155] discovered a new class
of materials, called type II superconductors. Examples from this class are niobium,
vanadium, technetium and the large part of superconducting alloys and compounds.
These materials are characterized by three different states. Below the so-called lower
critical field Hc1, the material behaves in the same way as a type I superconductor.
Above Hc1, in the so-called mixed state, the material still exhibits zero resistance
and the perfect diamagnetism is lost, thus the field can penetrate in the sample in
the form of quantized flux vortices or fluxoids. The flux quantum is equal to:

Φ0 = h

2e u 2 · 10−15 Wb, (1.13)

where h is the Planck constant. The fluxoids arrange themselves in a regular trian-
gular pattern, named Abrikosov lattice from the name of the Russian physicist that
theoretically explained their formation in 1957 [3]. His theory of the mixed state,
together with Gor’kov development of Ginzburg-Landau theory, forms the so-called
GLAG-model. The mixed state lasts up to the upper critical field Hc2, that can
be orders of magnitude higher than the critical field of type I superconductors, as
reported in Table 1.1b. Above Hc2 the specimen turns into a normal conductor. In
Figure 1.6 an example of a type II magnetization curve is reported.

The mixed state can be qualitatively understood remembering that the supercon-
ducting order parameter decays along the coherence length ξ, whereas the magnetic
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Figure 1.7: Qualitative comparison between magnetic induction B penetration and
superconductivity state decay at a normal-superconductor (SC) boundary.

field decreases along the penetration depth λ. If a fluxoid penetrates the material,
screening currents should flow around it to maintain the diamagnetism in the re-
maining part of the material. If ξ � λ, like in Figure 1.7a, the screening currents
should flow in a resistive region where the superconducting order parameter is al-
ready decayed. In this case, that is for type I superconductors, these currents would
cause an ohmic loss and the mixed state is therefore not stable from an energetic
point of view. Conversely, if ξ � λ (see Figure 1.7b) like in type II superconductors,
the screening currents can flow where the superconducting order is not yet com-
pletely decayed. The Ginzburg-Landau parameter κ = λ/ξ is particularly useful
in this case to establish the class to which a material belongs, since according the
GLAG theory:

• for κ < 1/
√

2 the material is type I;

• for κ > 1/
√

2 the material is type II.

1.3.3 Critical Current Density and Pinning

Type II superconductors are the most important ones for technological applications
since they can sustain strong applied fields. However, if we feed a superconductor
of this kind with a transport current density Jt, the Ampère law (Eq. 1.5) predicts
an inhomogeneity in the density of the fluxoids. This leads to a repulsive Lorentz
force between them, causing a movement from the high field regions to the low field
ones. The consequence of this mechanism is an ohmic loss, that would prevent the
type II superconductors to carry much current.

Nevertheless, in real superconductors the fluxoids can be pinned to certain po-
sitions in the crystal lattice by inhomogeneities like impurities, grain boundaries,
dislocations where the superconducting order parameter is depressed. Therefore the
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repulsive Lorentz force can be counterbalanced by a bulk pinning force per unit
volume, due to the interaction between fluxoids and these inhomogeneities called
pinning centers. The maximum value of this force Fp,max defines theoretically the
so-called critical current density Jc:

Fp,max = −Jc ×B, (1.14)
that is the maximum value of the transport current density that the superconduc-
tor can sustain without losses. Jc is a characteristic of the material and depends
on temperature T and applied magnetic induction B, therefore a critical surface
that divides the normal-conducting to the superconducting state in the parame-
ter space is typically defined. Some materials, like Nb3Sn, are very sensitive also
to the mechanical deformation state, therefore strain ε dependence is carefully ac-
counted. The critical surface for a Nb-Ti wire, normalized to a reference value
Jc0 = Jc(4.2 K, 5 T), is reported in Figure 1.8a. In Figure 1.8b the critical surface
of a Nb3Sn wire at the temperature of 4.2 K is reported, as an example of the strain
dependence. In chapter 2 the most important functions used to describe the critical
current in Nb-Ti and Nb3Sn wires are summarized.
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Figure 1.8: Examples of critical surfaces for Nb-Ti and Nb3Sn wires.

The maximum pinning force is not constant with magnetic induction. A first
quantitative relation was found by Fietz and Webb [68]:

Fp,max ∝
Bc2

ν

κγ
f(b), (1.15)
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where ν and γ are empirical constants, b = B/Bc2 is the reduced field, Bc2 is the
upper critical induction, κ is the Ginzburg-Landau parameter and f is a suitable
function of the reduced field only. f is equal to zero for b = 0 and b = 1 and it
exhibits a maximum at intermediate fields. The explanation of this behavior is due to
Kramer [96] and it is related to the interactions between fluxoid lattice and pinning
centers [188]. At low field indeed, the Abrikosov triangular lattice of fluxoids is very
stiff, and it does not fit well on the disordered distribution of inhomogeneities in the
bulk. The net pinning force is therefore low, since every pinning center is exerting
forces in different directions on different fluxoids. On the other hand, approaching
the upper critical field the fluxoid density is so high that the efficiency of the pinning
mechanism decreases down to zero. f is generally expressed in the form:

f = bp(1− b)q (1.16)

where p and q are the pinning coefficients. The pinning exponents vary a lot with
different materials and samples. In Figure 1.9 typical behaviors of pinning force as
a function of applied field are reported, with values normalized to the maximum
pinning force available. In Nb-Ti the pinning force is almost symmetrical, whereas
in Nb3Sn the maximum is displaced toward low fields.

Equation (1.16) is also employed to estimate the upper critical induction using
the Kramer function fK:

fK = [JcB
1−p]

1
q . (1.17)

Considering Jc = Fp,max/B and Eq. (1.16) the result is:

fK ∝ 1− b = Bc2 −B
Bc2

, (1.18)

that is a linear function of magnetic induction B and it can be used to extrapolate
the so-called Kramer critical field Bc2,K. In Figure 1.10 a typical Kramer plot is
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reported for a Nb3Sn strand. The markers represent experimental data at different
levels of applied strain. Extrapolating the linear behavior, it is possible to estimate
Bc2,K as the intercept of the straight lines on the x axis.

For Jt ≥ Jc the maximum pinning force is exceeded and the fluxoids start to
move, generating an electric field according to Faraday-Neumann-Lenz law. This
ohmic loss is modeled with the so-called flux-flow resistivity ρff (Ω ·m):

E(J) = ρff(Jt − Jc), (1.19)

where E is the electric field. The flux-flow resistivity can be approximated as [165]:

ρff ≈ ρn
B

Bc2
, (1.20)

where ρn is the normal-state resistivity of the material.

1.4 Experimental Characterization

The critical current Ic at high magnetic inductions is generally estimated on practical
samples through voltage-current measures. However, the theoretical linear behavior
of Eq. (1.19) is never observed in real superconductors, whereas a non-linear transi-
tion is typically measured, see for example Figure 1.11. An experimental standard
for the definition of Ic must therefore be adopted: different criteria are possible and
have been proposed [38] [48], based on the resistivity onset, on the dissipated power
density, on the take-off point or on the linear extrapolation of flux-flow resistivity.
However, none of these methods is commonly used, since an electric voltage criterion
is typically considered, according to which the voltage-current characteristic (VAC)



1.4 Experimental Characterization 17

0

40

80

0 100 200

E
le
ct
ri
c
fi
el
d
E

[µ
V
/m

]

Current I [A]

4 T5 T6 T7 T8 T9 T10 T
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magnetic induction at the temperature of 4.2 K.

of a superconductor is expressed with the so-called power law:

E(I) = Ec

(
I

Ic

)n
(1.21)

where Ec is the so-called critical electric field, typically in the range of 10 µV/m. Ic
is the critical current measured with this electric field criterion, that is the worldwide
typical reference for the experimental characterization of superconductors. The n-
index can be computed as the logarithmic slope of the VAC:

n = d(lnE)
d(ln I) = I

E

dE
dI . (1.22)

Typical values of n are between some units and some tens.
According to [38] the concept of n-index was first introduced by Walters [181].

In an early work [176] Voelker observed that the logarithmic slope of the VAC slowly
varies with field and current for a given sample of wire, while it can be very different
from sample to sample, due to damages, twisting, metallurgical treatment, copper-
to-superconductor bond or some other features. Sometimes, instead of Eq. (1.21)
an exponential fit is used to empirically parametrize the VAC [57] [70] [94].

Some attempts have also been made to empirically characterize the behavior of n-
index of a Nb3Sn superconductor as a function of temperature T , magnetic induction
B and applied strain ε [161] [163]. The correlation between critical current Ic and
n-index is very frequently expressed as:

n = 1 + r(T, ε) · [Ic(B, T, ε)]s(T,ε) (1.23)

where r and s are two arbitrary functions of T and ε only. r is reported to vary
weakly with temperature and strain (up to 20%) while s is typically in the range
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0.4− 0.5. In Figure 1.12 an example of this correlation is plotted, with data from a
Nb3Sn wire [168].

These parametrizations lead to similar results in the range 10− 100 µV/m, that
is the most investigated, while none of these models is expected to be completely
accurate in the full range of the VAC. Indeed, according to [163], different n-indexes
can be measured at different levels of electric field and at the same values of magnetic
induction, temperature and applied strain, suggesting deviations from Eq. (1.21).

A lot of effort has been put to explain the VAC non-linearity and to predict the
behavior on a broader electric field range. Some of these models are based on:

• Josephson junction coupling between grains [128];

• sausaging [63];

• flux creep [156] [164];

• Ic statistical distribution [60] [79] [80] [85] [112] [183].

The first two approaches are focused on the role of defects inside the bulk material.
Flux creep is the jump of fluxoids from a pinning center to another activated by
thermal motion. It causes an uncertainty in the theoretical definition of Jc that can
explain the VAC curvature in the case of samples with low concentration of defects
(like single crystals, thin films etc.). On the opposite, the last approach neglects the
microscopical characteristics of the material, focusing on a general statistical descrip-
tion of a macroscopic sample. This approach, as reported in Appendix B, has been
considered in detail in the present thesis to better understand the voltage-current
characteristic in superconducting wires and to outline how much the statistical dis-
persion of the critical current in a sample can affect the performances.
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1.5 Applications

Superconducting materials can be employed in any application in which very high
current density and magnetic induction are required with a low energy consump-
tion. In high performance electromagnets, large values for critical field and cur-
rent are generally preferred than a high value for critical temperature. Indeed,
iron-dominated normal-conducting magnets are limited by ferromagnetic materi-
als saturation above 1 − 2 T and by aluminum and copper current densities, that
in steady-state cannot exceed 1− 2 A/mm2 for air-cooled coils and 10 A/mm2 for
water-cooled ones, to avoid excessive heating [193]. For magnetic fields up to about
20 T, superconducting materials allow these limits to be easily exceeded, since much
lower losses are generated. In Figure 1.13a typical critical current densities avail-
able at 4.2 K in different superconducting materials are reported as a function of
magnetic induction. The characteristics of HTS superconductors like YBCO and
BSCCO are very promising, especially at extremely high fields, compared to the
much common and well-known LTS materials. However, it is important to notice
that presently YBCO can be engineered only in the form of anisotropic samples like
thin tapes. Notable differences can be observed if the field is applied in the nor-
mal or parallel direction with respect to the current. On the other hand, BSCCO
can be drawn into a round wire, but the process is very expensive since it implies
very strong pressures and a large amount of silver. As regards the magnesium di-
boride, its critical field is presently too low to fulfill the requirements of high field
electromagnets.

The values reported in Figure 1.13a are related to the superconductor bulk,
whereas in real superconducting wires and tapes a significant part of the cross-
section area is occupied by other materials. This is mandatory in order to improve
the mechanical behavior of the conductor and the thermal stability in the case
of a local transition from superconducting to normal state. Another important
parameter is therefore the engineering critical current density Je, defined as the
critical current normalized to the total cross-section area of the conductor. Previous
data can be therefore renormalized in terms of Je, obtaining Figure 1.13b, in which
the good performance of the LTS materials is much emphasized.

In the following paragraphs the most important areas in which the remarkable
electromagnetic performances of superconductors are employed will be summarized.

1.5.1 High Energy Physics

High energy physics (HEP) is the branch of science that studies the fundamental con-
stituents of matter and their interactions, mainly in the framework of the so-called
Standard Model. Proof of these theories can be found only by colliding particles at
higher and higher energies, necessary to reveal some phenomena. This task is done
in particle accelerators, like the Tevatron at Fermilab, the Hadron-Electron Ring Ac-
celerator at DESY in Germany, the Relativistic Heavy Ion Collider at Brookhaven
National Laboratory and the Large Hadron Collider (LHC) at CERN in Geneva
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(a) 3D cut of a LHC dipole in the tunnel. (b) ATLAS detector.

Figure 1.14: Superconductive magnets at CERN (© CERN).

(CH). LHC, in which two counter-rotating proton beams are collided to an energy
up to 7 TeV/beam, is the largest existing accelerator [145]. To reach such high en-
ergies, the particles are accelerated by radio-frequency cavities on a circular track
called synchrotron. A bending force is required to keep the beam on the circular
path, and high-field superconducting magnets are needed to this purpose. Indeed,
in an accelerator the proton beam energy E in TeV scales with the relation:

E u 0.3B ·R (1.24)

where B is the magnet induction in T and R is the bending radius in km. To obtain
the 7 TeV energy in LHC, the curvature radius of the beam is 2.804 km and the mag-
netic induction, larger than 8 T, is achieved with Nb-Ti superconducting magnets,
cooled at 1.9 K by super-fluid helium. Along the 27 km of the accelerator tunnel
1232 superconducting dipoles are present, each 15 m long and with a mass 30 tons.
An image of one of these dipoles in the tunnel is reported in Figure 1.14a. LHC
needs further 500 large magnets and 7724 small-size correctors (up to dodecapole
order) to precisely control the beam trajectory and focusing. To obtain the same
results with iron-dominated normal-conducting magnets a ring of 100 km would be
required, and the Joule power dissipated in coils would be more than 20 times larger
than the cooling power exerted by the existing LHC machine [148].

In LHC four big detectors are placed in the so-called insertion regions to study
the particle collisions, and also in this case applied superconductivity plays an im-
portant role. Indeed, the two largest detectors, ATLAS and CMS, feature very large
superconducting magnets to bend charged particles produced during the collisions.
In Figure 1.14b an image of the giant ATLAS barrel toroid magnet is reported.

The first beam of LHC was successfully delivered in September 2008. A re-
markable result was achieved on July 2012, with the announcement of the first
experimental discovery of the Higgs’ boson. This particle was theorized in 1964
by Peter Higgs and other physicists, and it has a fundamental role to solve some
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Figure 1.15: Diagram of the deuterium-tritium fusion reaction.

inconsistencies in the Standard Model. In future, the accelerator will be upgraded
to enhance the experimental accuracy and to permit new discoveries. The machine
luminosity, that is related to the number of events (collisions) per unit area and
unit time, will be increased, since running the accelerator without a significant lu-
minosity increase will lead only to marginal statistical gain. In the next version of
the accelerator, called HiLumi-LHC (HL-LHC), some magnets will be replaced with
Nb3Sn technology, in order to improve the focusing and thus the luminosity of the
beam, pushing the highest field in magnets to about 12 T [166].

Another notable accelerator complex under development is the Facility for An-
tiproton and Ion Research (FAIR) at the GSI in Darmstadt, Germany [126], that
will provide high intensity beams of ions and antiprotons for experiments in nu-
clear, atomic and plasma physics. It will feature two synchrotrons, named SIS100
and SIS300, in the same tunnel. The accelerator ring, 1.1 km long, is much smaller
compared to LHC, whereas the superconducting magnets will operate at a very high
field ramp rate, up to 4 T/s compared to the 7 mT/s that is the nominal value for
LHC. A lot of effort is therefore put to appropriately design the magnets for a long
lifetime and safe operation.

1.5.2 Controlled Thermonuclear Fusion

Nuclear fusion is the atomic reaction that takes place continuously in active stars,
in which two or more atoms join together forming heavier atoms and releasing large
amounts of energy according to well-known Einstein’s formula E = mc2. For ex-
ample, in Figure 1.15 one atom of deuterium and one of tritium can fuse together
creating a helium atom and a neutron releasing a total energy of 17.6 MeV. However,
to start this process it is mandatory to overcome the repulsive Coulomb forces be-
tween the atom nuclei. On Earth this can be done creating a thermonuclear plasma,
that is a ionized gas with a temperature of more than 150 million degrees in which
the electrons become separated from nuclei.

The International Thermonuclear Experimental Reactor (ITER) is a project,
signed by China, European Union, India, Japan, Korea, Russia and United States,
that aims at proving the viability of nuclear fusion as an energy source. Nuclear
fusion would have indeed many advantages. Small amounts of fuel are required: only
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Figure 1.16: ITER tokamak design (courtesy of ITER organization).

250 kg per year for a 1 GW plant. Furthermore, deuterium can be easily obtained
from seawater. Tritium instead would be continuously bred from the plasma neu-
trons interacting with the lithium present in the blanket surrounding the machine
vacuum chamber. The only by-product of the reaction, helium, is not harmful since
it is a noble and non-toxic gas. Finally, the fusion reaction is intrinsically safe, since
the process would stop in the case of a loss of control, differently from nuclear fission
where a runaway would take place.

The development of ITER reactor is underway in Cadarache, in the south of
France. In this machine, a toroidal reactor called tokamak will contain the hot
plasma in which the deuterium-tritium reaction will take place (see Figure 1.16).
The created neutrons will carry away about 80% of the reaction energy from the
plasma, and they will be absorbed by the walls of the machine, generating heat. Since
ITER is a demonstration plant, this heat will be dispersed through cooling towers,
whereas in future commercial reactors it will be converted into electric energy.

Due to its high temperature, the plasma cannot be enclosed by any material
container. However, since the plasma is an ionized gas, it is subjected to Lorentz
force. Thus, it is possible to control and confine the plasma inside the tokamak
using strong magnetic fields, provided by a very complex superconducting magnet
system [122], cooled with forced-flow super-critical helium at an inlet temperature
of 4.5 K. In the case of ITER, the magnetic field configuration is achieved by:

• 18 D-shaped Toroidal Field (TF) Nb3Sn coils that will provide a steady field
of 5.30 T at the torus major radius, 6.20 m. The nominal peak field of the
magnet will be 11.8 T at a current of 68 kA, with a total stored magnetic
energy of about 41 GJ;
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• 6 Nb3Sn coil modules that will form the Central Solenoid (CS), featuring a
peak field of 13 T. These modules will be independently fed with a current
between 40 and 45 kA to induce a current in the plasma and to control the
vertical stability;

• 6 Poloidal Field (PF) coils that will be fed with a current between 45 and
55 kA to keep the plasma away from the tokamak walls. The peak field of these
magnets will be lower, about 6 T, permitting the use of Nb-Ti technology;

• 18 Nb-Ti Correction Coils (CC) will control possible instabilities in the plasma
and correct eventual field errors.

The facility is expected to be completed in 2019, with the first plasma to be
produced in 2020. The machine will operate with pure hydrogen fuel up to 2027
to study and check the plasma operation in different regimes. After that, the first
deuterium-tritium reactions will be generated with increasing levels of power.

After ITER project, the Demonstration Power Plant (DEMO) will demonstrate
the large-scale production of electrical power and tritium fuel self-sufficiency. The
design of the 2− 4 GW machine will be completed by 2017 and the operations are
planned to start in the 2030s, with the intent to have a first commercial fusion power
plant ready by 2050.

1.5.3 Nuclear Magnetic Resonance

Some atom nuclei, when exposed to magnetic fields, can absorb and re-emit an elec-
tromagnetic radiation at a particular frequency that is proportional to the applied
field strength. This phenomenon is called Nuclear Magnetic Resonance (NMR) and
it is due to the spin precession of protons or magnetized nuclei in magnetic fields
according to the Larmor frequency:

f = γB (1.25)

where γ is the gyromagnetic ratio of the particle, that is the ratio of its magnetic
dipole moment to its angular momentum. Larmor frequency is typically in the range
of MHz. For example, for a proton γ = 42.576 MHz/T, therefore the resonance spans
from about 43 MHz at 1 T to 900 MHz at 21 T.

Several applications of this phenomenon exist. NMR is widely employed for ex-
ample in spectroscopy, to determine the chemical and physical properties of atoms
and molecules (see Figure 1.17a), and in petroleum industry to analyze rock porosity
and structure. However, the most important industrial application is the Magnetic
Resonance Imaging (MRI), that is a medical imaging technique widely used in ra-
diology with more than 3000 equipments annually installed worldwide [105]. Since
hydrogen is present in every tissue of human body because of water, it is possible to
apply proton NMR to obtain images of internal organs useful for non-invasive diag-
nosis, like the one reported in Figure 1.17b. The resolution of this technique depends
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(a) A 21 T/900 MHz NMR spectroscope. (b) The MRI of an human head.

Figure 1.17: Nuclear Magnetic Resonance.

on the applied magnetic induction and on the field quality, therefore superconduct-
ing magnets are the best solution for high performance systems. In particular in
the case of whole body scanners, only superconducting magnets can produce fields
well above 0.5 T with the required homogeneity, that is less than 10 ppm peak-
to-peak [105]. Presently, the largest whole body scanner under development is the
11.75 T/500 MHz ISEULT Nb-Ti magnet with a warm bore of 900 mm [105].

1.5.4 Other Applications

Electromagnets producing very strong and precise fields are the most important,
but not the only area in which applied superconductivity is employed. Increasing
interest by the electric power industry is demonstrated by several projects focused
on superconducting power cables [132]. For example, the possibility to store electric
energy in a loss-less way with technologies like superconducting flywheels or Super-
conducting Magnetic Energy Storage (SMES) is very interesting in particular in the
field of renewable energies, where the intrinsic intermittency of these resources is
a significant obstacle for their complete development. Moreover, superconductivity
can also be employed to increase the power conversion efficiency by means of low-
loss motors and turbines. Finally, very promising applications are available also in
electronics, thanks to the Josephson junction effect, and in transportation, with the
Maglev as an important example.

Power Cables

Some attempts have been done in order to employ the high current density available
in superconducting materials to transfer energy without losses in the electric power
grids. At the beginning of the 2000s, a 120 m BSCCO demonstration cable was
installed near the Frisbie substation in Detroit (USA), connecting the low voltage
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side of a transformer with a circuit rating of 100 MVA to a 24 kV bus. However, the
system was not put in continuous operation because of vacuum leak issues [159]. In
2006, a 350 m BSCCO cable rated 34.5 kV / 800 A has been installed between two
substations in Albany (USA) and has operated for 7000 hours without failures [116].
The same cable has been then upgraded replacing 30 m of the old conductor with
a new generation YBCO cable [191]. A recent important milestone is the German
AmpaCity project [158], that has successfully installed a 10 kV, 40 MVAHTS system
that started operations in May 2014 in the city of Essen. The system is composed
by 1 km cable, presently the longest operating HTS system, and a fault current
limiter. Finally, a remarkable project is under development at CERN [11]. All the
cables used for the current transfer from power converters to the LHC magnets will
be replaced with HTS links before 2023. More than 1000 km of conductors carrying
altogether more than 150 kA will be required. Presently, only few HTS links are
already installed in LHC.

Electronics and Josephson Junctions

The use of superconductors in electronics is based on the so-called Josephson Junc-
tion (JJ). It is composed by two electrodes coupled by a weak link, that can be for
example a tiny sheet of insulator. In normal conditions, no current should flow if a
voltage is applied between the two electrodes, whereas a current can be measured if
the two electrodes are superconducting. This phenomenon is related to the quantum
tunneling applied to the Cooper pairs, and it was predicted by the physicist Brian
Josephson in 1962. Many applications of this principle are possible. For example,
Superconducting QUantum Interference Devices (SQUIDs), composed by the paral-
lel of two JJ, are the most precise existing magnetometers, with a noise floor close
to few fT/Hz1/2 [132]. On the other hand, digital electronics technologies based on
JJ like Rapid Single Flux Quantum can be very fast and considerably less power
consuming than traditional CMOS, and they have been already employed in wide
bandwidth satellite communications and signal intelligence applications [132].

Levitation and Maglev

In the field of transportation, the superconductivity can be employed in the so-called
Maglev trains [99], in which strong electromagnets are installed on board and along
the track. Their magnetic field is controlled in order to levitate the vehicle just above
the track, eliminating the mechanical friction with the rail. In this way, extremely
high speeds can be achieved, with a record of 581 km/h obtained in 2003 by the
SCMaglev in Yamanashi prefecture in Japan [132]. A remarkable project under
development is the Chuo Shinkansen high-speed railway in Japan [132], that will
link Tokyo-Nagoya-Osaka at a maximum speed of 505 km/h. Commercial operation
between Tokyo and Nagoya is planned to start in 2027, whereas the extension to
Osaka is planned for 2045.
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1.6 Aim of the Thesis

Complex engineering must be employed to meet the demanding requirements of
fusion and accelerator magnets, in terms of field strength, quality and reliability.
Indeed, in some cases superconducting magnets can be subjected to electromagnetic-
thermal instabilities (quenches), that can seriously damage the windings if they have
not been correctly designed. A multi-physics approach is therefore mandatory in
both the analysis and the design of superconducting magnets, since thermal param-
eters depend on the electromagnetic behavior and viceversa. In addition, mechanics
plays a significant role and cryogenics and liquid helium dynamics must be con-
sidered. Furthermore, local properties difficult to control and predict, such as the
electrical and thermal contact resistances, have a paramount role for the correct
operation of superconducting cables, and very extensive experimental characteri-
zations are hardly feasible, due to the large cost of full-scale prototypes and test
equipments. A possible strategy is therefore to develop complex theoretical models
to understand the behavior of small-scale samples, enhance their performance and
infer the working condition limits for the complete systems. This task must be done
mainly with numerical tools, since analytical approaches can deal only with very
simplified cases. The present work is therefore focused on the numerical modeling
of superconducting cables for fusion and accelerator magnets, in particular in terms
of their thermal and electromagnetic behavior.

To enhance the cable performances in terms of stability, a careful design at both
the strand and the cable level is developed, as widely explained in chapter 2. At the
strand level, the filament size and arrangement in the cross-section, together with
stabilizing materials are carefully evaluated. At the cable level, different geometri-
cal approaches are considered in fusion and accelerator magnets. In fusion magnets,
where fast transient phenomena can be present due to the plasma, and the field qual-
ity is not so stringent, cables are made of hundreds of strands twisted in subsequent
stages and rely on the possibility of a current transfer among them and an efficient
cooling. This technology is called Cable-In-Conduit-Conductor (CICC). In acceler-
ator magnets, where the accuracy of the magnetic field is of paramount importance,
the superconducting cable is made according to the Rutherford geometry, in which
few transposed strands are tightly packed to form a rectangular or trapezoid cross-
section. Two superconducting materials are considered in the present work, since
they are presently the most important: Nb-Ti and Nb3Sn. The first one combines
very good mechanical properties with a well-established fabrication process, whereas
the second one can give much better performances in terms of magnetic field and
current density, at the cost of a poorer mechanical behavior.

Special purpose numerical models are very often used to deal with such uncon-
ventional cable designs and physical aspects. The numerical code developed and used
during this PhD activity, THELMA, is described in detail in chapter 3. Although
the THELMA code was originally intended for the electromagnetic and thermal
simulation of CICCs cables and joints, it can now deal also with Rutherford cable
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modeling, thanks to the brand-new routines developed during this PhD activity.
The THELMA electromagnetic modules model superconducting cables as suitable
lumped and distributed equivalent electrical networks. The code is able to predict
the current distribution among the wires, the voltages and the losses resulting from
eddy currents or from local transitions from superconducting to normal conduct-
ing state. The validity of the THELMA electromagnetic modules has been already
checked several times by means of comparison of numerical results with experimental
data measured on CICC cables and joints samples.

During this PhD activity, a further thermal module has been developed, whose
focus is to describe the heat propagation along and among superconducting wires,
taking into account the non-linearity of the thermal material properties. With this
new module, the thermal analysis of superconducting cables can be carried out in
both adiabatic cases, in which the heat propagation to the coolant can be neglected,
and forced-flow cooling, provided that the thermodynamical conditions of the coolant
can be considered stationary. Following the concept of a multi-physics approach, the
thermal module is coupled with the electromagnetic routines, in order to increase
the accuracy of the numerical results.

Since superconducting cables are not monolithic conductors, a primary physical
aspect to be considered is the current and heat transfer among adjacent wires. An
advanced understanding of the contact mechanism is indeed fundamental to guar-
antee the cable performance and to enhance its stability. This can be achieved only
with a correct setting-up of the model parameters, possible only on the basis of
calibration experiments, that can be reproduced by the code. The THELMA code
has been already used to accurately model the experimental setups for the measure-
ment of the electrical contact resistances among superconducting wires in CICCs for
fusion magnets. During this PhD activity, as explained in chapter 4, the code has
been applied also to the case of Rutherford cables. In addition, further analyses have
been performed on CICC cables and joints, considering a novel statistical approach
that is able to better reproduce and understand the experimental data.

After the complete description of the physics modeled in the numerical code and
the related parameters, the versatile capabilities of the THELMA code are then
demonstrated by means of some case studies analyzed during this PhD activity.

First of all, in chapter 5 the experimental data taken on a CICC sample for
ITER production are analyzed with the THELMA code, showing its effectiveness in
describing the behavior of a complex superconducting cable from both the electro-
magnetic and the thermal point of view.

The THELMA code is also useful in reproducing the experimental behavior of
other objects, such as impregnated Rutherford cables. Thus, in chapter 6, the quench
propagation in a magnet wound with a Rutherford cable is described with analytical,
experimental and numerical methods. Then, in chapter 7, a predictive analysis of
the losses and current distributions in a CICC magnet is presented, as an example
of the THELMA code capability in modeling very complex objects in an accurate
way. The main findings of all these analyses are finally summarized in chapter 8.



Chapter 2

Superconductor Technology for
Fusion and Accelerator Magnets

The extraordinary electromagnetic behavior of superconducting ma-
terials is not easy to be translated into simple designs for magnet
windings. Fusion and accelerator magnets indeed require very de-
manding performances in terms of magnetic field strength and homo-
geneity, and furthermore they are also characterized by very complex
and noisy working conditions, in which radiations, fast magnetic field
fluctuations, thermal inhomogeneities and huge mechanical stresses
are present. As it is explained in this chapter, these phenomena can
seriously affect the superconductor performance in terms of stability.
Thus, practical superconductors feature complex designs, in order to
ensure the safe and continuous magnet operation and to optimize the
desired performance. Generally, a multi-scale approach is used, start-
ing from micrometric superconducting filaments, to superconducting
wires (strands) in which thousands of filaments are embedded, to large
superconducting cables capable to carry tens of kA.

In this chapter, the design and the fabrication of the most com-
mon superconducting strands are summarized. In particular, the de-
scription is focused on Nb-Ti and Nb3Sn strands, since they are the
workhorse for machines like ITER and LHC. Then, the Rutherford
cables and Cable-In-Conduit-Conductors (CICC) are analyzed, em-
phasizing their advantages and drawbacks. Rutherford cables are the
main superconducting cable design for accelerator magnets, whereas
CICCs will be largely employed in ITER.

29
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2.1 Superconducting Strands

Superconducting wires or strands are composed by a large amount of tiny twisted
superconducting filaments embedded in a normal-conducting matrix, typically made
of copper, as shown in Figure 2.1. This very complex design has been developed
to enhance the conductor performances in terms of stability. In the following, the
concept of stability in superconducting wires is summarized with a particular focus
on the minimum propagating zone, the flux jumping and the inter-filamentary cou-
pling. Then, Nb-Ti and Nb3Sn strands are described, as regards their manufacturing
process and the most common scaling laws, that are semi-empirical relations that
describe the critical current as a function of field, temperature and strain.

(a) CERN LHC reference Nb-Ti strand. (b) Nb3Sn bronze-route strand.

Figure 2.1: Superconducting strand cross-sections with magnification of their fila-
ments (courtesy of Peter J. Lee, NHMFL-FSU).

2.1.1 Design and Stability

Minimum Propagating Zone

The concept of stability in applied superconductivity is related to the material be-
havior when it is affected by localized depositions of energy, generally referred as
disturbances. Many phenomena can indeed cause a disturbance in a superconducting
wire: heat leaks from the cryogenic system, mechanical displacements or friction,
eddy current losses, magnetic field fluctuations, etc. In any case, the critical cur-
rent of the superconducting strand can be locally depressed, moving the working
condition over the critical surface to the normal-conducting state. The wire starts
therefore to generate heat, that may diffuse along the strand and turn all the su-
perconductor into a normal conductor. Assuming adiabatic conditions and a point
disturbance heating up the wire up to the critical temperature Tc, it can be demon-
strated [188] that the propagation of the disturbance happens if its initial length is
larger than the so-called minimum propagating zone:

lMPZ =
√

2k(Tc − T0)
ρEJ2

c
, (2.1)
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Figure 2.2: Sketch of the minimum propagating zone in a superconducting strand.

where k and ρE are respectively the thermal conductivity and the electrical resistivity
of the normal-conducting material, Tc is the critical temperature, T0 is the coolant
temperature and Jc is the critical current density. If the initial perturbation length
is lower than lMPZ, as shown in Figure 2.2a, the strand cooling capability exceeds
the generated heat and the disturbance is recovered; conversely, the disturbance
propagates and a so-called quench affects the material, as in Figure 2.2b. During a
quench the large amount of energy stored in the magnet is dissipated as heat, that
can seriously damage or even melt the winding if no protection system is foreseen.

If bulk superconducting strands were employed, i.e. without any additional re-
sistive material embedded, the order of magnitude of lMPZ would be micrometers,
therefore any tiny perturbation would trigger a potentially harmful instability. This
is due to the ratio k/ρE that is relatively small in many superconducting materials
over the critical surface. To solve this issue, composite wires made of supercon-
ductor and copper are used. The normal-state electrical resistivity of copper is
indeed some orders of magnitude lower than the normal-state resistivity of Nb-Ti
or Nb3Sn, and the ratio k/ρE is up to 6 orders of magnitude higher1, therefore the
presence of copper can promote the stability to a considerable extent. Furthermore,
during a quench the copper carries the current producing lower Joule losses than
normal-conducting Nb-Ti or Nb3Sn, thus reducing the overheating and acting as
a passive protection system. The normal-conducting material present in supercon-
ducting strands is therefore referred to as stabilizer, and it should be characterized

1See Appendix A for material properties of copper and superconducting materials.
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Figure 2.3: Superconducting slab subjected to an external field in critical state.

by a very low electrical resistivity at cryogenic temperatures. Its residual resistiv-
ity ratio RRR, that is the ratio between the resistivity at room temperature and
at cryogenic temperatures2, should therefore be very high. In the case of copper,
typical values are around 100, that require a high purity material to be obtained.

Flux Jumping

The very fine subdivision of superconductor in filaments is mandatory due to the
phenomenon of flux jump3. It can be explained considering for example a supercon-
ducting slab characterized by a width 2a. If an external magnetic field parallel to the
broad face is applied to the sample, opposite persistent currents flow on the surfaces
of the specimen according to Faraday-Neumann-Lenz law to screen the magnetic
field. However, if the field is strong enough, the current density required for the
screening could be higher that the critical current density and the magnetic field
can therefore penetrate in the slab. The limiting condition is when the field is fully
penetrated and the sample is carrying opposite critical current densities in each half
of the slab, as shown in Figure 2.3. This condition, called critical state, can be
unstable, since a small disturbance can easily trigger a quench causing a collective
flux unpinning. In particular, under adiabatic assumptions, it can be demonstrated
[188] that an instability occurs in the slab if:

µ0J
2
c a

2

ρcp(Tc − T0) > 3, (2.2)

where µ0 is the vacuum magnetic permeability and ρcp is the volumetric heat ca-
pacity. The only geometrical parameter present in Eq. (2.2) is the slab half width
a, and it is evident that its reduction can enhance the stability. The same principle
applies also to the diameter of superconducting wires, therefore practical supercon-
ducting strands must be subdivided into a very large number of filaments, whose
typical diameters are in the range of micrometers to avoid flux jumping.

2See Appendix A.3, page 192.
3See [188] chap. 7 for a very complete description of the phenomenon.
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ltw

Ḃ

Figure 2.4: Sketch of the different behavior in transient fields of a non-twisted and
a twisted wire. The blue arrows indicate the eddy current flow, that reverses every
half twist pitch in the case of the twisted wire.

Inter-Filamentary Coupling

The subdivision and the normal-conducting matrix are effective in improving the
strand stability, but if an external transient magnetic field is applied to the wire, eddy
currents generate among the superconducting filaments flowing through the resistive
matrix. This is undesirable, since AC losses are produced and the filaments become
coupled together, reducing the effectiveness of the flux jump protection provided by
subdivision. To solve this issue, the superconducting filaments are twisted with a
pitch ltw, since in this way the electric field generated by any external magnetic field
variation reverses every half twist pitch, considerably decreasing the eddy currents
and the coupling between filaments, as depicted in Figure 2.4. However, twisting is
not effective in reducing the AC losses related to the strand self-field, that therefore
sets a limit to the maximum wire diameter dst, that should not be much greater
than 1 mm, and to the maximum number of filaments, around 105 [189].

2.1.2 Nb-Ti

The niobium-titanium alloy was the first superconducting material to be engineered
for mass industrial production, since 1960s [50], but the most remarkable achieve-
ments in its fabrication have been obtained in the 1980s, pushed by the requirements
of particle accelerators and by the increasing demand for MRI magnets. Nowadays,
Nb-Ti is still the most important industrial superconducting material for applica-
tions in the range 2− 8 T. It has indeed several advantages compared to other
superconductors, in particular as regards the mechanical properties. It is very duc-
tile but very strong at the same time: it is comparable to the stainless steel in terms
of yield strength [15]. Moreover, these very good mechanical properties permit a
cheaper fabrication process compared to Nb3Sn or HTS superconductors. In Figure
2.5 some examples of Nb-Ti strand cross-sections are reported.
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(a) SSC prototype strand (courtesy of
Peter J. Lee, NHMFL-FSU).

(b) LHC strand containing more than
8000 filaments (© CERN).

Figure 2.5: Cross-sections of Nb-Ti strands.

Fabrication Process

A typical fabrication process of a Nb-Ti strand follows the following steps [50] [188],
depicted in Figure 2.6:

1. Billet fabrication. The first step is the creation of a cylindrical Nb-Ti billet with
diameter of 200− 600 mm, that must be very homogeneous to obtain good me-
chanical and electrical properties. This is achieved through several processes
like consumable-electrode arc melting, electron-beam melting, or plasma arc
melting of pure metals. The level of impurities must be controlled very pre-
cisely to less than 200 ppm, except for oxygen and tantalum that have more
relaxed specifications. The composition typically ranges between 44 and 50%
of titanium in weight. At 44% in weight of titanium the maximum critical
field of about 11 T at 4.2 K is achieved, whereas an higher titanium content
can improve the critical temperature up to a 1:1 composition in weight.

2. Monofilamentary extrusion. The billet is put in a high-purity copper sheat
and extruded to reduce its cross-section size by a factor ∼ 20. The surfaces
between the copper and the billet must be chemically clean to improve the
creation of the bond between the filament and the stabilizer. A diffusion
barrier, made with a niobium foil, is inserted between Nb-Ti and copper to
prevent the formation of intermetallic components that may distort or even
break the filaments.

3. Multifilamentary extrusion. In a second extrusion stage, several extruded
monofilamentary billets are stacked together in a copper can and reduced to
an overall diameter of 25− 40 mm. Before this stage, the monofilamentary
billets are drawn in an hexagonal shape to better fit in the copper can. In the
case of simple strands, like MRI wires that are characterized by only ∼ 100
filaments, only this second extrusion process is necessary.
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Figure 2.6: Fabrication of a Nb-Ti strand (courtesy of Peter J. Lee, NHMFL-FSU).

4. Thermo-mechanical cycles. To improve the critical current through flux pin-
ning, the conductor should be subjected to several thermal cycles. Different
strategies have been proposed along the years: common processes are com-
posed by three heat treatments at 420℃ lasting for 80 hours each or 4-6 heat
treatments at lower temperature (∼ 375℃). Cold wire drawing is done before
and after each thermal cycle, further reducing the conductor cross-section to
the centimeter range.

5. Final drawing and twisting. The wire is brought to its final diameter, generally
less than 1 mm, with a final cold work. Just before the final drawing, the wire
is twisted with a pitch 10 − 20 times larger than the diameter, in order to
reduce the interfilamentary coupling currents in transient regime.

Wires with several thousands of filaments can be produced with this process.
Aluminum instead than copper could be used as stabilizer. Other alloys like Cu-Ni or
Cu-Mn are sometimes employed to increase the matrix resistivity, in particular when
strong field variations are expected, in order to reduce AC losses and to decouple
the superconducting filaments when they are very small, about some micrometers
[178]. The n-index (Eq. 1.22) of Nb-Ti strands is generally high, as large as 50 [148].
Lower values are obtained if the filaments are smaller than 3µm [189].

Critical Current Scaling Laws

The most common scaling law for Nb-Ti strands is the so-called Bottura fit [26]:

Jc(B, T )
Jc,ref

= C

B

(
B

Bc2(T )

)α (
1− B

Bc2(T )

)β [
1−

(
T

Tc,0

)n]γ
, (2.3)

where Jc,ref is a reference critical current density, typically measured at 5 T and
4.2 K, C is a scaling constant and α and β are the pinning exponents. The upper
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Figure 2.7: Magnetic field dependence of critical current in Nb-Ti typical LHC
strands [26].

critical field is expressed by the formula:

Bc2(T ) = Bc2,0

[
1−

(
T

Tc,0

)n]
, (2.4)

where n is generally equal to 1.7. Typical values for parameters are reported in
Table 2.1. Figure 1.8a and Figure 2.7 have been obtained using this scaling law with
the parameters reported in the last row of Table 2.1.

Table 2.1: Common ranges for Bottura fit parameters [26]. The typical values refer
to LHC Nb-Ti strands.

C α β γ n Tc,0 Bc,0 Jc,ref
[-] [-] [-] [-] [-] [K] [T] [A/mm2]

Range 24-38 0.57-0.89 0.75-1.10 1.76-2.30 1.7 8.5-9.35 14-14.5 3 · 103
Typical 27.04 0.57 0.9 2.32 9.2 14.5

Another scaling law sometimes used for Nb-Ti strands is the so-called Bochvar
fit [95]:

Jc(B, T ) = C[Bc2(T )]m−pBp−1
(

1− B

Bc2(T )

)q
, (2.5)

with the following temperature dependence for the upper critical field:

Bc2(T ) = Bc2,0

1−
(
T

Tc,0

)2
(1− c1

T

Tc,0

)
. (2.6)

The parameters are Bc2,0, Tc,0, the scaling constant C, 2 < m < 2.5, c1 = 1.67 and
the pinning coefficients p and q, typically near respectively to 1 and 1.2.
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2.1.3 Nb3Sn

Niobium-tin belongs to the class of the A15 phases, which includes intermetallic
compounds with the composition A3B, where A is a transition metal and B can be
any element. Further than Nb3Sn, also Nb3Ge, V3Ga and V3Si are notable super-
conducting compounds of this class. Differently from niobium-titanium alloy that
exhibits a smooth variation of the superconducting properties with the composition,
the correct stoichiometric composition is very important in these materials to achieve
good critical parameters. Nb3Sn is characterized by a quite peculiar crystallographic
structure, with a body centered cubic lattice of tin atoms with two niobium atoms
for each face of the cube (see Figure 1.4a). The pinning mechanism is in this case
mainly due to the grain boundaries in the polycrystalline material.

Albeit superconductivity in Nb3Sn has been discovered in 1954 [118], the large-
scale industrial applications are relatively recent. The advantages of Nb3Sn com-
pared to Nb-Ti are the much higher critical parameters: Tc,0 is around 18.3 K and
Bc2,0 is around 25 T [72]. Conversely, the mechanical properties are poorer: the ma-
terial is very hard and brittle, and small elongations (about 0.3%) can irreversibly
degradate the material or even fracture it. These limitations obviously affect the
fabrication process, that must be different from that of Nb-Ti.

Fabrication Process

The first commercial Nb3Sn conductors were made in the shape of thin tapes with
a tiny layer of superconductor deposited on one face through chemical vapor depo-
sition or surface diffusion [188]. In the 1970 the feasibility of the creation of mul-
tifilamentary composite like Nb-Ti strands was demonstrated through the so-called
bronze-route process [90], described below.

The main difference between niobium-titanium and niobium-tin fabrication is
that in the latter case the formation of the superconducting material from its pre-
cursors is done through an heat treatment that takes place after the strand has
already reached its final diameter and usually after the coil winding. This is manda-
tory since the brittle Nb3Sn would not tolerate the strong mechanical stresses needed
to draw the material into a millimeter range wire, whereas the niobium and the tin
separately are sufficiently ductile for such a process. Moreover, to reduce the me-
chanical stress provoked by the winding process, the so-called react-and-wind process
employed for Nb-Ti is often replaced by the wind-and-react technique, in which the
heat treatment is the final production step. The heat treatment is done at very high
temperatures (around 650℃) lasting for ten days or more. Longer heat treatments
facilitate the formation of the stoichiometric Nb3Sn through diffusion, increasing
the critical current but also causing a diffusion of pollutants in the stabilizer copper,
that may result in a reduced RRR. The n-index is generally lower than Nb-Ti, up
to 30-40.

Different processes have been elaborated and proposed along the years [72] (see
also Figure 2.8):
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(a) Bronze (left) and IT (right) strands for ITER TF coil
[168]. Both are 0.82 mm large.

(b) 1.25 mm PIT for the NED
project [32] (© CERN).

Figure 2.8: Cross-section of Nb3Sn strands made with different fabrication processes.

• Bronze process. It was the first method to be developed. Nb rods are inserted
in a bronze matrix, surrounded by a stabilizing copper sheat. A diffusion
barrier, typically made of tantalum, is interposed between the bronze and
the copper to prevent the diffusion of the first in the second during the heat
treatment, that would pollute the stabilizer and strongly increase its resistivity.
The overall non-Cu area is employed for the formation of superconducting
Nb3Sn. Very fine filaments can be obtained (≤ 5µm), whereas the non-Cu
critical current is relatively low, around 1 kA/mm2 at 12 T and 4.2 K. It may
be preferred in applications where strong field transients are expected.

• Internal Tin (IT) process. The strand contains a certain number of subele-
ments, composed by a tin core surrounded by a composite of niobium and
copper. In the case of a Restacked Rod Process (RRP) niobium filaments are
embedded in a copper matrix, whereas in the Modified Jelly Roll (MJR) pro-
cess a niobium mesh layered with copper is present. Differently from bronze
process, the tin core area cannot be used for superconductor formation and
the subelement acts as a quite large filament of about 50− 150 µm. However,
much higher non-Cu current density can be obtained, up to 3 kA/mm2 at 12 T
and 4.2 K [73].

• Powder-In-Tube (PIT) process. A tin-rich powder is embedded in niobium
rods that are stacked into an high-purity matrix of copper. This process needs
shorter heat treatments (some days) compared to the other methods, and it
is able to obtain relatively small decoupled filaments of 30− 50µm. Non-Cu
critical currents up to 2.7 kA/mm2 at 12 T and 4.2 K [32] can be obtained,
with large values for the n-index, up to two times compared to the other
processes [104].
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Figure 2.9: Critical current as a function of applied strain on a Nb3Sn Internal-Tin
strand for ITER TF production [168]. The solid lines represent ITER scaling law,
the dotted ones Durham fit.

Critical Current Scaling Laws

In the last years a lot of effort has been put in the complete understanding of
the pinning mechanism in the niobium-tin compound. This phenomenon is much
complicated in niobium-tin than in niobium-titanium since the strain ε dependence
cannot be neglected, as shown for example in Figure 2.9. One of the first empirical
models regarding this aspect is the Ekin model [62]:

s(ε) = Bc2(ε)
Bc2,0

= 1− α|εA + εm|u, (2.7)

where s(ε) is the so-called strain function, u ≈ 1.7 and:

α ≈
{

900, εA < −εm,

1250, εA > −εm.
(2.8)

The strain can be expressed as ε = εA+εm, where εA is the applied strain, whereas εm
is the intrinsic strain. The thermal contraction of copper at cryogenic temperatures
is indeed higher than niobium-tin, therefore a thermal pre-compression acts on the
superconductor even if no strain is applied. Critical field and current maxima can
be therefore observed when this pre-compression is compensated at εA = −εm. For
the critical temperature a typical correlation is:

[
Tc(ε)
Tc,0

]w
= s(ε), (2.9)
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with w u 3. A very common scaling law based on Ekin model is Summers’ fit [160]:

Jc(B, T ) = C√
B

(
1− B

Bc2(T )

)2
1−

(
T

Tc,0

)2
2

, (2.10)

with the following empirical temperature dependence for upper critical field:

Bc2(T ) = Bc2,0

1−
(
T

Tc,0

)2
1− 0.31

(
T

Tc,0

)2 [
1− 1.77 log

(
T

Tc,0

)] , (2.11)

The strain dependence is introduced through the Ekin model just described (Eqs.
2.7 and 2.9) and with:

C = C0[s(ε)]1/2. (2.12)

The critical surface is therefore characterized by four parameters: the maximum
upper critical field Bc2,0, the maximum critical temperature Tc,0, the scaling constant
C0 and the strain constant α.

A more accurate description than Summers’ fit has been proposed by Twente
University [74]:

Jc(B, T, ε) = C

B
s(ε) MDG (t)(1− t2)bp(1− b)q, (2.13)

where the reduced field b and the reduced temperature t are defined as:

b = B

Bc2(t, ε) = B

Bc2,0s(ε) MDG(t) , (2.14)

t = T

Tc(ε)
= T

Tc,0 [s(ε)]1/w
. (2.15)

MDG(t) is the Maki-De Gennes function, an implicit microscopic model that de-
scribes the upper critical field dependence:

log
(
T

Tc,0

)
= Ψ

(1
2

)
−Ψ

(1
2 + ~DBc2(T )

2Φ0kBT

)
, (2.16)

whereD is the diffusion constant of the normal conducting electrons, ~ is the reduced
Planck constant, Φ0 is the flux quantum and kB is the Boltzmann constant and Ψ(x)
is the digamma function, derivative of the logarithm of Gamma function Γ(x):

Ψ(x) = d
dx log [Γ(x)]. (2.17)

In order to simplify the model, MDG(t) is generally approximated with the empirical
formula:

MDG(t) u 1− t1.52. (2.18)
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Table 2.2: Fit parameters for MDG(t) u 1 +∑6
i=1 cit

i.

c1 c2 c3 c4 c5 c6

0.00624582 −2.35233 2.85869 −2.54358 1.333669 −0.302699
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Figure 2.10: Maki-De Gennes function and its approximations.

A better fit can be obtained with the 6th order polynomial whose coefficients are
reported in Table 2.2. MDG(t) and the two proposed fits are plotted in Figure 2.10.

The strain function s(ε) is obtained through the so-called deviatoric strain model
[72] and it results in:

s(ε) = 1 + 1
1− Ca,1ε0,a

[
Ca,1

(√
ε2

sh + ε2
0,a −

√
(ε− εsh)2 + ε2

0,a

)
− Ca,2ε

]
, (2.19)

εsh = Ca,2ε0,a√
C2

a,1 − C2
a,2

. (2.20)

This scaling law has been adopted as official ITER parametrization for Nb3Sn
critical surface [27]. Five parameters are necessary: the maximum upper critical
field Bc2,0, the maximum critical temperature Tc,0, the scaling constant C and the
pinning force exponents p and q, that are respectively set to 0.5 and 2 in most
common cases. Three more parameters, Ca,1, Ca,2 and ε0,a are needed for the strain
dependence. A selection of common values for the parameters is reported in Table
2.3.

A simplified and improved version of Eq. (2.13) has been proposed in [8]:

Jc(B, T, ε) = C(1− t2)bp−1(1− b)q. (2.21)

The relations (2.14) and (2.15) are maintained, whereas an improved strain function
is proposed:

s(ε) = max

0,
1− Ca,1

√
ε2 + ε2

0,a − Ca,2
[
ε3 − 3(ε0,a)2ε

]
1− Ca,1ε0,a

. (2.22)
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Table 2.3: Some examples of parameters for Twente/ITER scaling law.

Type p q Ca1 Ca2 ε0,a εm Tc,0 Bc,0
[-] [-] [-] [-] [%] [%] [K] [T]

PIT, SMC3 [107] 0.5 2 45.062 4.256 0.286 0.0 16.97 29.45
PIT, FRESCA II [24] 0.453 1.90 60 22 0.31 −0.15 16.3 30.2
IT, ITER TFPRO [83] 0.5 2 81.69 35.25 0.15 −0.057 16.21 34.02
IT, ITER TF [168] 0.746 2.335 79.94 45.04 0.207 −0.284 16.26 32.59
Bronze I, ITER TF [168] 0.525 1.547 404.87 386.71 0.139 −0.422 16.06 29.88
Bronze II, ITER TF [168] 0.489 1.618 226.93 203.86 0.187 −0.366 16.02 30.28

It must be noted that the number of the fit parameters and their symbols are the
same than Eq. (2.13), but their meaning and their values are generally different.

Another fit function often used to describe niobium-tin critical surface is the
Durham scaling law [162]:

Jc(B, T, ε) = A(ε)[T ∗c (ε)(1− t2)]2[B∗c2(T, ε)]n−3bp−1(1− b)q. (2.23)

where:

B∗c2(T, ε) = B∗c2,0(ε)(1− tν), (2.24)
B∗c2,0(ε)
B∗c2,0(0) = 1 + c2ε

2 + c3ε
3 + c4ε

4, (2.25)

(
A(ε)
A(0)

)1/u
=
(
Bc2,0(ε)
Bc2,0(0)

)1/w

= T ∗c (ε)
T ∗c (0) . (2.26)

The model is very flexible since it features a lot of parameters (12, plus the pre-
compression εm), although some of them are typically considered fixed, for example
u = 0, n = 2.5, ν = 1.5 and w = 2.2. In Table 2.4 some examples of parameters for
ITER TF strands are reported.

Table 2.4: Some examples of parameters for Durham scaling law for ITER TF
strands [168]. The applied strain must be inserted in the fit function as a percentage.

Type p q c2 c3 c4 εm Tc,0 Bc2,0
[-] [-] [-] [-] [-] [%] [K] [T]

IT 0.963 2.310 −0.753 −0.606 −0.160 −0.254 16.73 30.76
Bronze I 1.056 2.099 −0.487 −0.263 −0.0420 −0.382 16.60 29.80
Bronze II 0.490 1.420 −0.435 −0.219 −0.0325 −0.369 16.36 28.75

Recently, a scaling law based on an exponential strain dependence has been
proposed [169], leading to very accurate results both from a theoretical and from an
experimental point of view.
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Figure 2.11: LHC Rutherford cable (© CERN). In both images, the copper matrix
of some strands is etched, showing the Nb-Ti filaments.

2.2 Superconducting Cables

Generally, superconducting strands are bundled together into cables rather than be-
ing used individually. High current cables have indeed many advantages in windings
for high-field magnets [188] [189]. With high currents less turns are necessary, sim-
plifying the magnet design and reducing its cost, at the same time improving the
conductor ruggedness. Indeed, a reduced number of turns leads to a smaller impact
of the turn-to-turn insulation on the winding fill factor, compacting the design. Fur-
thermore, it leads to a decreased inductance, reducing the voltages during current
ramps and allowing faster current discharges in the case of a quench. Moreover,
the stability is enhanced, since current redistribution among parallel strands can
help the recovering from local disturbances that can affect a single wire. The main
drawbacks of large superconducting cables are the increased power dissipated by the
current leads and joints and the high current power converters required, but their
impact is more than compensated by the advantages [188].

An important characteristic of a cable design is the possibility of a full geomet-
rical transposition of the strands, that means that every wire should exchange its
position with each other one along the cable length, in order to obtain an uniform
average position in the cable cross-section. In this way, the AC losses are signif-
icantly reduced and the strands are exposed to almost the same mean magnetic
induction along the cable length. Transposition is different from twisting, since in a
twisted cable a wire located in the center of the cable stays in the same position all
along the cable length.

Several designs are available for superconducting cables. In the following, Ruther-
ford cables and Cable-In-Conduit-Conductors (CICC) are described. The first is the
most common design for magnets employed in particle accelerators, whereas the sec-
ond will be widely used in fusion magnets like those of ITER.

2.2.1 Rutherford Cables

The Rutherford cable was developed in the beginning of 1970s in the Rutherford
laboratory, from which it takes its name. This cable can be described as a flattened
hollow twisted tube of strands, that form therefore two fully transposed layers [189].
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It is characterized by a very large fill factor (between 80 and 90%) and it generally
carries currents in the range 10− 20 kA with a number of strands Nst between about
10 and 50. The cabling scheme is the same of that of the Roebel cable bar commonly
used in electric machines. Images of a LHC Nb-Ti Rutherford cable are reported in
Figure 2.11.

In particle accelerators the field produced by magnets must be controlled very
carefully. Considering a polar system of coordinates (r, φ), the ideal current dis-
tribution needed to produce a 2n-polar magnetic field is proportional to cos (nφ)
[148]. Since such a distribution is not practically achievable, it is approximated
by a suitable arrangement of coil blocks forming arc segments, as it can be seen
in Figure 2.12. The Rutherford cables are the main conductor employed in these
magnets, because of the very high engineering current density that can be achieved
and the great geometrical precision they can offer. To permit a better positioning
of the cables in the magnet cross-section, Rutherford cable cross-section is generally
slightly trapezoidal rather than perfectly rectangular. This characteristic is called
keystoning.

Figure 2.12: Field map on a quadrant of the cross-section of the MQXF quadrupole
for the HiLumi upgrade of LHC [67]. The image and the field have been obtained
with the ROXIE [148] numerical tool.

In Figure 2.13 images of a cabling machine for Rutherford cable are reported.
As shown in Figure 2.13a, a large rotating disk is equipped with a certain number
of spools with the strands to be cabled [53]. The number of rotations per cable
unit length defines the transposition pitch ltr of the cable. The rotation speed and
the pulling force acting on wires is controlled in order to reduce their torsion and
equalize the tension among them. The wires then pass in the middle of a set of four
rollers that define the cable thickness w and height h, as shown in Figure 2.13b. The
keystoning angle α can be obtained by tilting the top roller, but its amount is limited
by the critical current degradation that is obtained if the narrow-edge packing factor
is higher than 98% [148]. To reduce the inter-strand coupling currents among the two
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(a) The rotating spools. (b) The rollers acting on the wires.

Figure 2.13: Images of a Rutherford cabling machine (© CERN).

Table 2.5: Geometrical parameters of some selected Rutherford cables.

Magnet Nst
dst h w α ltr wins Reference[mm] [mm] [mm] [degrees] [mm] [mm]

LHC main dipole 28 1.065 15.1 1.9 1.25 115 0.125 [148]
DISCORAP SIS300 dipole 36 0.825 15.1 1.48 0.9 100 0.125 [178]
HQ01e quadrupole 35 0.8 15.15 1.437 0.75 102 0.09 [182]
11 T dipole 40 0.7 14.70 1.269 0.79 110 0.150 [14]
SMC3 racetrack 14 1.25 10.0 2.2 0.0 60 0.1 [10]

cable layers, sometimes an annealed stainless steel strip, some tens of micrometers
thick, is interposed between them to increase the contact resistance [178].

Rutherford cable insulation is done in different ways. Nb-Ti cables are generally
wrapped with some layers of a thin polyimide sheet. For example, in the case of LHC
cables three layers of polyimide with an overall thickness wins of 125µm per cable
face are employed [145]. Since it was discovered that leaving the cable porous to
coolant can improve the conductor stability, a slight gap between turns of insulation
is left [189]. In the case of Nb3Sn cable, this insulation technique is not applicable,
since polyimide cannot withstand the thermal cycle needed by the wind-and-react
process. The cable is therefore insulated by means of glass fiber wraps, sleeves or
braids. After the heat treatment, the winding is impregnated with epoxy resin to
assure a better structural support to the fragile Nb3Sn strands.

2.2.2 Cable-In-Conduit-Conductors

Fusion magnets like those of ITER project require currents up to 68 kA, much higher
than accelerator magnets. Furthermore, the environment in which they are located
is very noisy: ITER magnets are indeed designed to work in pulsed operation up
to more than 1 T/s, more than two orders of magnitude larger than LHC nominal
ramp rate. Moreover, the plasma itself can affect the coil performance in the case of
instabilities or accidental disruptions. Conversely, the field quality specifications are
generally relaxed compared to accelerator-grade cables. A more robust design with
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improved cooling capabilities is therefore required for these working conditions. This
is achieved in the so-called Cable-In-Conduit Conductors (CICC) thanks to forced-
flow cooling by means of super-critical helium

CICCs are composed by a very large number of strands, up to about 1500. A
multi-stage cabling scheme, sometimes called rope-type cabling, is adopted [55]. First
of all, three strands are twisted together with a twist pitch t1 to form the so-called
triplet, that is generally the fundamental brick of a CICC. A group of triplets, e.g.
three of them, are then twisted together with a pitch t2 to form a 2nd order bundle,
in this case referred to as 3×3. Then, a certain number of these 2nd order sub-cables,
e.g. five of them, is twisted together to form a 3rd order bundle called 3× 3× 5 and
so on, up to the last cabling stage. Suitable intermediate compaction is applied on
the cables and the sub-cables to better control their shape and geometry. The twist
pitches gradually increase with the cabling stage and are generally selected to be
non-integer multiples to avoid trivial coupling current loops [54].

After cabling, the conductor is inserted in a resistive jacket, generally made of
steel, to give mechanical stiffness to the conductor. Depending on the application
the jacket cross-section can be circular, square, square with a circular hole for the
conductor or rectangular. The jacket is oversized by a few millimeters on the diam-
eter to enable the cable insertion, therefore it should be compacted onto the cable
with a set of rollers to achieve its final dimensions. Finally, the conductor is spooled
to facilitate transportation. A pair of images of CICCs from ITER production is
shown in Figure 2.14.

(a) TF conductor. (b) CS conductor.

Figure 2.14: Images of ITER CICCs (courtesy of Carlos Sanabria, NHMFL-FSU).

With this design, the strands are fully transposed and a considerable void fraction
fvoid, around 30-40%, is available. These voids are employed for forced-flow cooling
by means of super-critical helium. Often, the last cabling stage is twisted around a
central stainless steel spiral to facilitate the helium circulation between the strands
and to reduce its pressure drop between inlet and outlet [54]. This very porous design
permits a much better heat exchange with the coolant compared to Rutherford cable,
due to the larger wetted area and to the forced helium flow. However, an important
drawback, in particular for Nb3Sn wires, is that the strands have more freedom
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Table 2.6: ITER conductors specifications [55]. TF and CS conductors rely on
Nb3Sn technology, whereas PF and CC conductors are made of Nb-Ti strands.

(a) Nst,SC is the number of SC strands in the cable. The symbol , indicates a circular
jacket, � a squared jacket with a circular hole and � a squared jacket. The dimension
reported is the external diameter in the first case, the external side in the other cases.

Type Cable Layout Triplet Copper Core Nst,SC Jacket [mm]
TF (3× 3× 5× 5 + C)× 6 2 SC+1 Cu 3× 4 Cu 900 , 43.7
CS 3× 3× 4× 4× 6 2 SC+1 Cu - 576 � 49.0
PF1,6 3× 4× 4× 5× 6 3 SC - 1440 � 53.8

PF2-4 ((3× 3× 4 + C1)× 5 + C2)× 6 2 SC+1 Cu 1.2 mm (C1) 720 � 51.92.7 mm (C2)
PF5 (3× 4× 4× 4 + C)× 6 3 SC 2.85 mm 1152 � 51.9
CC 3× 4× 5× 5 3 SC - 300 � 19.2

(b) dcable,i is the inner diameter of the cable after compaction, corresponding to the central
spiral diameter (absent in the CC conductor). dcable,e is the external diameter of the cable
after compaction, except for CC conductor in which it is the side of the square.

Type Twist pitches ti [mm] dst [mm] fvoid [%] dcable,i [mm] dcable,e [mm]
TF 80 140 190 300 420 0.82 29.7 7.9-8.1 39.7
CS 20 45 80 150 450 0.83 33.5 6.8-7.2 32.6
PF1,6 45 85 145 250 450 0.73 34.3 9.8-10.2 37.7
PF2-4 45 85 145 250 450 0.73 34.1 9.8-10.2 35.3
PF5 45 85 145 250 450 0.73 34.1 9.8-10.2 35.3
CC 45 85 145 250 - 0.73 35.4 - 14.8

to displace compared to Rutherford impregnated cables, and this can be a serious
concern in terms of performance degradation as the winding is subjected to several
electromagnetic (and therefore mechanical) cycles.

To improve the overall cable performance in terms of stability and protection,
in some CICCs a certain number of only copper strands, referred to as segregated
copper strands, are added in the conductors. For example, one or even two of the
strands of the triplet can be replaced with a copper strand. In some cases, like ITER
TF and PF conductors, also entire normal-conducting cores are added in the central
channel of high-order superconducting bundles.

The last stage sub-cables, referred to as petals, are generally partially wrapped
with a thin stainless steel tape, to facilitate helium penetration into the petal and
enabling inter-petal current redistribution in the case of a quench. The steel tape
provides mechanical support and an increase of the inter-strand resistance to reduce
the coupling currents and the AC losses [54]. The overall cable is wrapped with
another thin stainless steel tape to provide protection during jacketing.

As an example of design parameters, in Table 2.6 the main specifications of the
CICCs that will be employed in ITER magnets are reported.
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Chapter 3

Coupled Thermal
Electromagnetic THELMA
Code

The analysis of the superconducting cables performances is a very
complex task from an engineering point of view. Phenomena happen-
ing on different scales must indeed be considered, starting from the
micrometric superconducting filaments carrying fractions of ampere
to the largest CICCs carrying tens of kA in a cross-section of some
centimeters. Also the time scale of the disturbances to be considered
is very wide, ranging from interfilamentary coupling currents with
time constants of milliseconds to eddy currents, lasting for several
seconds, induced by plasma instabilities. A numerical approach to
this problem is mandatory in many cases, due to the large number
of unknowns, the very complex material behavior and geometry and
the intrinsic coupling between thermal and electromagnetic proper-
ties. An accurate description of the conductor geometry is generally
necessary, since phenomena like the coupling currents among strands
are strongly dependent on it. Because of that, it is often difficult to
employ general purpose finite-elements software, that would require a
enormous number of mesh elements to describe efficiently the cable
geometry. Thus, dedicated software is frequently developed in order
to better fit the requirements of this kind of computation.

During this PhD activity, the coupled electromagnetic and ther-
mal model THELMA for the analysis of superconducting cables has
been used and further developed. The geometrical, electromagnetic
and thermal modules are described in this chapter, with a particular
focus on the brand-new parts implemented, regarding the Rutherford
cables geometry, the brand-new thermal model and its coupling with
the electromagnetic module.
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3.1 Numerical Models for Superconducting Cables

The unsuitability of commercial finite-elements codes in describing the very com-
plex geometry and the unconventional material properties of superconducting cables
have encouraged the development of many dedicated numerical models to analyse
the current and temperature distributions. Some of the most notable in the field of
thermal and electromagnetic analysis are summarized in this section. Very often,
these models are based on the generation of a lumped or distributed electrical net-
work equivalent to the object under study. This permits to take advantage of the
well-known techniques for the solution of the electrical network problems.

An early example of this kind of model was given for the computation of eddy
currents in a flat metal-filled superconducting braid subjected on a uniform field
along the cable [125]. A lumped electrical network, characterized by Nst − 1 in-
dependent current loops, was proposed to overcome the difficulty in applying the
Maxwell’s equations in the anisotropic geometry of the conductor. Many authors
have generalized this model with the concept of “columns” [6] or “calculation bands”
[174] that permits to consider more complex magnetic field configurations. The well-
known CUDI model [175], focused on Rutherford cables, is based on this approach.
Its equivalent network defines the possible current paths in the cable and the pos-
sible inter-strand heat exchanges. The cable is discretized over the cross-section in
2Nst − 2 sections and in Nst bands for each cable transposition pitch. The code
has demonstrated his effectiveness in studying and reproducing experimental data
on the development of coupling currents [174] and on the minimum quench energies
[187]. A modified version of CUDI, CUDI-CICC [130] has been developed by the
University of Twente to extend the approach to CICCs, although describing only
the last stage sub-cables.

Further models based on equivalent lumped networks obtain the solution thanks
to the node analysis [46] rather than the concept of bands or current loops. The
electromagnetic code developed by the University of Udine and included in the
THELMA code is among them, and is described in detail in the following. The
JackPot-ACDC code [172], developed by the University of Twente, is another mem-
ber of this class. It is focused on the analysis and design of CICC cables and joints
in both steady-state and transient regimes. The main advantage of this code is the
MATLAB programming environment that, thanks to its efficiency, permits a very
detailed description of the conductor, up to the individual strand, with a reasonable
computational effort [143]. The code comprehends a thermal model computing the
temperatures of helium, cable and joint along the conductor axis, representing the
cable cross-section with six independent temperatures (one for each petal).

Several models are instead based on a distributed parameters network, like [153].
One of the most complete and general purpose is THEA [25], which can be used
to model both Rutherford cables and CICCs [5] [29] and is able to describe the
conductor in its electromagnetic, thermal and hydraulic aspects [30]. The model for
the electrical current distribution is based on the hypothesis that the current can
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flow continuously from each strand to all the other through distributed contacts. A
system of parabolic differential equations is obtained in this way, and it can be solved
numerically or even analytically under some assumptions [28]. These equations, with
suitable arrangements or modifications, are the basis for several other codes, like
[103] or the electromagnetic module, described in detail in the following, developed
by the University of Bologna and implemented in the THELMA code.

All these models are normally intended for a description of a short cable segment,
since they are generally too demanding and detailed for the simulation of an entire
coil or magnet. Further dedicated codes are therefore generally employed for this
task. For example, the software ROXIE by CERN [148] permits a detailed design
of the electromagnetic performances of accelerator magnets. Codes for the analysis
of the quench behavior at the magnet level are also available, like QLASA by INFN-
LASA laboratory [146], or the thermal module based on a lumped network embedded
in ROXIE [151].

3.1.1 THELMA Code

The THELMA code is divided into several independent modules, that are described
in detail in the following sections. A part of the code, herein referred to as geomet-
rical model, is devoted to the generation of the cable geometry starting from the
superconducting strand and cable parameters. After this step, suitable equivalent
networks are generated by the electromagnetic and the thermal models, that can be
used together or separately. The electromagnetic model is composed of two modules:

• a linear lumped parameters network developed by the University of Udine [18],
referred to as Udine EM module, capable to describe superconducting cables,
joints and terminations far from the critical surface;

• a non-linear distributed parameters network developed by the University of
Bologna [34], referred to as Bologna EM module, that features only an el-
ementary model for joints and terminations, but is suitable to describe the
superconductor in more general working conditions.

The two modules can also be used together, in particular when the termination
or joint is described by Udine EM module and the remaining part of the cable is
modeled by Bologna EM module. The thermal model is instead a non-linear lumped
equivalent network, developed at the University of Udine during this PhD. Presently,
it can be coupled only with the Bologna EM module. A thermal-hydraulic module
developed by Politecnico di Torino [140], more focused on the helium behavior and
its thermal stability in CICCs, is also available. Since this module has not been used
in the present work, it will not be considered any further.
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(a) Left: two bundles obtained by grouping sev-
eral strands. Right: equivalent macrostrands.
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P

sax
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uref ax
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(b) Local triad describing the cable axis
as a function of sax.

Figure 3.1: THELMA geometrical model.

3.2 THELMA Geometrical Model

The sequence adopted for the superconductors geometry modeling is described in
[19]. This phase is divided into three main steps:

1. the definition of the cable cross-section. To meet the requirements of complex
cables like CICCs, a hierarchical model is employed for the cable-cross sec-
tion. First, the material and geometrical properties of each individual strand
are defined. Then, the cable cross-section geometry is generated following a
group-and-define strategy: more and more complex bundles can be defined by
grouping strands and bundles defined in the previous steps, as shown in Figure
3.1a. In order to facilitate the analyses of cables made of many strands, it is
also possible to use equivalent macrostrands or cable elements in place of cable
bundles, so that the number of model unknowns can be reduced;

2. the definition of the cable axis 3D geometry. This step makes use of some
embedded primitives, describing rectilinear segments, helices, circles or circle
arcs, or with an array of coordinates that is then interpolated by suitable cubic
splines. In any case, a local triad (ut,ax,un,ax,uref,ax) is obtained as a function
of the curvilinear coordinate along the cable axis sax, as shown in Figure 3.1b;

3. the computation of the geometry of each individual strand. The geometry of
each strand can be computed depending on the cabling scheme, starting from
the information on the cable cross-section and the cable axis geometry, as
reported in the following paragraphs.

3.2.1 Rutherford Cable

In this section the geometry of the strands of a Rutherford cable wound on a recti-
linear axis is described first. In particular, the equations for the strand coordinates
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Figure 3.2: Sketch of the geometrical parameters on a Rutherford cable cross-
section. The keystoning is exaggerated for clarity purposes.

x = (x1, x2, x3) and the tangent unit vector to the strand axis ut = (ut,1, ut,2, ut,2)
are presented, where:

ut = dx
ds , (3.1)

and s is the curvilinear coordinate along the strand axis. The results are then ex-
tended for whatever curvilinear cable axis described by the triad (ut,ax,un,ax,uref,ax)
with the transformation:

x∗ = x1ut,ax + x2un,ax + x3uref,ax + xa, (3.2)

where xa is the cable axis point. In Figure 3.2 the main parameters of the cross-
section are schematized, with a much exaggerated keystoning angle α for clarity
purposes. The cable axis reference vector uref,ax is parallel to the cable short-edge.
Along the cable axis, the strands describe an isosceles trapezoid in the cross-section,
represented with a solid blue line in the figure: wm and wM are respectively the
minor and major bases and h is the height. The following relations can be written:

κ = arctan
(
wM − wm

2h

)
= α

2 , (3.3)

w = wm + wM
2 , (3.4)

hκ = h

cosκ. (3.5)

Longitudinal views of the cable are shown in Figure 3.3. Considering a transposition
pitch ltr, the transposition angle ϕ, assumed constant along the cable axis and on
all the cable faces, can be computed as:

ϕ = arctan
[

ltr
2(w + hκ)

]
, (3.6)

since in half transposition pitch the strand has moved along half of the trapezoid
perimeter.
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(a) Long-edge view.
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(b) Short-edge view.

Figure 3.3: Sketch of the strands transposition on the Rutherford cable faces.

Piece-Wise Linear Model

A preliminary simplified model for the geometry of each strand axis as a function
of the cable axis curvilinear coordinate sax can be obtained with a piece-wise lin-
ear approximation. Even if the geometry is periodic with a space period equal to
the transposition pitch ltr, it suffices to consider the behavior in sax ∈ [0, ltr/2).
To obtain the geometry of the second half-period, the following transformation is
applied:

sax =⇒ s∗ax = ltr
2 − sax, (3.7)

x3 =⇒ x∗3 = −x3, (3.8)
ut,2 =⇒ u∗t,2 = −ut,2. (3.9)

The cable transposition direction described in the following is left-handed, i.e. anti-
clockwise. To obtain a right-handed transposition direction, it suffices to consider
the transformation:

x3 =⇒ xr3 = −x3, (3.10)
ut,3 =⇒ urt,3 = −ut,3. (3.11)
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Three different regions for sax ∈ [0, ltr/2) are defined. Their boundaries along the
cable axis curvilinear coordinate are:

saax = wM
2 tanϕ, (3.12)

sbax =
(
wM
2 + hκ

)
tanϕ. (3.13)

In any case the first coordinate of x and ut is:

x1(sax) = sax (3.14)
ut,1 = sinϕ, (3.15)

since the curvilinear coordinate s along the strand axis can be expressed by:

s = sax
sinϕ. (3.16)

The equations for the other two coordinates depend on the curvilinear coordinate
region and are the following:

• Region a: when the strand lays on the largest short-edge cable face, i.e. trape-
zoid major base wM, the position is described by the following equations, valid
for sax ∈ [0, saax]:

xa2(sax) = h

2 , (3.17)

xa3(sax) = −wM
2 + saax − sax

tanϕ . (3.18)

The tangent unit vector to the strand axis ut is:

uat,2 = 0, (3.19)
uat,3 = − cosϕ (3.20)

• Region b: when the strand lays on the long-edge cable face, i.e. trape-
zoid side hκ, the position is described by the following equations, valid for
sax ∈ [saax, s

b
ax]:

xb2(sax) = −sax − saax
tanϕ cosκ+ h

2 , (3.21)

xb3(sax) = sax − saax
tanϕ sin κ− wM

2 . (3.22)

The tangent unit vector to the strand axis ut is:

ubt,2 = − cosϕ cosκ, (3.23)
ubt,3 = cosϕ sin κ (3.24)
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• Region c: when the strand lays on the smallest short-edge cable face, i.e.
trapezoid minor base wm, the position is described by the following equations,
valid for for sax ∈ [sbax, ltr/2):

xc2(sax) = −h2 , (3.25)

xc3(sax) = −wm
2 + sax − sbax

tanϕ (3.26)

The tangent unit vector to the strand axis ut is:

uct,2 = 0, (3.27)
uct,3 = cosϕ (3.28)

In Figure 3.4 an example of the long-edge and short-edge views of one strand
axis of a keystoned Rutherford cable with 36 strands is reported. The geometry
described above corresponds to the first strand of the cable, assumed with initial
position in the middle of the largest cable thickness:

x2(0) = h

2 , (3.29)

x3(0) = 0. (3.30)

From this geometry, the position of the ith cable strand can be obtained by replacing
in Eqs. (3.17)-(3.28) the axis curvilinear coordinate sax with siax = sax + γi, with:

γi = (i− 1) ltr
Nst

. (3.31)

A further initial curvilinear phase γ0 can be added to all the strands to shift the
first strand initial position.

Smoothed Model

The piece-wise model is simple, however it gives discontinuities in the tangent unit
vector ut when passing from one region to the following, as shown in Figure 3.4c. To
remove the discontinuities, the model has been smoothed around its discontinuities
with suitable circle arcs like those shown in Figure 3.5, in order to obtain a continuous
tangent unit vector1. These circle arcs correspond to the central angles Θa and Θb,
that are respectively the angle between uat and ubt and between ubt and uct :

Θa = arccos (uat · ubt) = arccos (sin2 ϕ− cos2 ϕ sin κ), (3.32)
Θb = arccos (ubt · uct) = arccos (sin2 ϕ+ cos2 ϕ sin κ). (3.33)

1The proof of the equations described in this section is available in Appendix C.
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Figure 3.4: Piece-wise linear geometry for a 36 strand keystoned Rutherford cable.
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Θa

θa

Figure 3.5: 2D view of the circle arc employed in the smoothed model for region a.

Two further regions are therefore defined astride saax and sbax. The length of these
transitions, named ssm = αsmwm tanϕ for both regions. The parameter 0 < αsm ≤ 1
permits to adjust the smoothing intensity. If αsm = 0 the piece-wise linear model is
obtained, conversely if αsm = 1 the region c), corresponding to the minor thickness
of the Rutherford, is completely replaced by a circle arc.

It is easier to represent the strand position and its tangent unit vector as a
function of the angular position θ along the circle arc, that can be computed as a
function of the cable axis coordinate sax as:

θa(sax) = arccos
[
sin Θa

√
1

2(1− cos Θa) − (ta)2 + (cos Θa − 1)ta
]
, (3.34)

where:

ta = sax − saax
ssm

. (3.35)

Since ta ∈ [−1/2, 1/2], Eq. (3.34) is well-defined for any non-trivial value of Θa, i.e.
Θa 6= 0. Equations (3.34) and (3.35) are valid for the transition astride saax.

The equations for the two circle arcs are the following (Eq. 3.14 is still valid):

a1) When the strand is passing from the smallest short-edge cable face to the long-
edge cable face, the position is described by the following equations, valid for
sax ∈ [saax − ssm/2, saax + ssm/2], corresponding to θa ∈ [0,Θa]:

xa1
2 (θa) = −ssm

2
cosκ
tanϕ

1− cos θa
1− cos Θa

+ h

2 , (3.36)

xa1
3 (θa) = ssm

2
1

tanϕ
sin κ(1− cos θa) + 1− cos (Θa − θ)

1− cos Θa
− wM

2 . (3.37)
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The tangent unit vector to the strand axis ut is:

ua1
t,1(θa) = sinϕsin θa + sin (Θa − θa)

sin Θa
, (3.38)

ua1
t,2(θa) = − cosϕ cosκ sin θa

sin Θa
, (3.39)

ua1
t,3(θa) = cosϕsin κ sin θa − sin (Θa − θ)

sin Θa
(3.40)

b1) When the strand is passing from the long-edge cable face to the largest short-
edge cable face, the position is described by the following equations, valid for
sax ∈ [sbax − ssm/2, sbax + ssm/2], corresponding to θb ∈ [0,Θb]:

xb12 (θb) = ssm
2

cosκ
tanϕ

1− cos (Θb − θb)
1− cos Θb

− h

2 , (3.41)

xb13 (θb) = ssm
2

1
tanϕ

[cos (Θb − θb)− 1] sin κ+ 1− cos θb
1− cos Θb

− wm
2 . (3.42)

The tangent unit vector to the strand axis ut is:

ub1t,1(θb) = sinϕsin θb + sin (Θb − θb)
sin Θb

, (3.43)

ub1t,2(θb) = − cosϕ cosκsin (Θb − θb)
sin Θb

, (3.44)

ub1t,3(θb) = cosϕsin κ sin (Θb − θb) + sin θb
sin Θb

(3.45)

In Figure 3.6 and 3.7 details of the smoothed model for three different values of αsm
are shown, in the case of the same Rutherford cable geometry reported in Figure
3.4. A 3D view of the same modeled geometry is reported in Figure 3.8a. Finally,
in Figure 3.8b the 3D sketch of the model for a curved Rutherford cable segment
is shown. The geometry is that of the 14 strands SMC3 non-keystoned Rutherford
cable, as reported in Table 2.5.

3.2.2 Cable-In-Conduit-Conductors

In the case of CICC strands, a pseudo-analytical geometrical model is employed [19].
A reversed numbering sequence corresponding to the cabling stage is assumed for
the subsequent bundle axes, which starts from 0 for the strand axis and ends to the
number of stages nst for the cable axis. The procedure starts with the generation
of a set of simple helices around the cable axis. These helices correspond to the
last-but-one cable bundles. A new set of composite helices is then generated around
these curves, to obtain the axes of the last-but-two bundles. As shown in Figure
3.9, the points of (k− 1)th axis are found from the point of kth axis as a function of
the curvilinear coordinate along the kth axis sk as:

OPk−1 = OPk + rk cos (ωksk + θk)unk + rk sin (ωksk + θk)urefk , (3.46)
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Figure 3.6: Details of the smoothed geometry for a 36 strand keystoned Rutherford
cable.
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Figure 3.7: Details of a Rutherford cable cross-section with the smoothed model.
Left: minor thickness. Right: major thickness.

(a) Rectilinear segment of a 36 strands keystoned Rutherford cable.

(b) Curved segment of a 14 strands non-keystoned Rutherford cable.

Figure 3.8: 3D views of modeled Rutherford cable segments.
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Figure 3.9: CICC geometry: generation of the (k − 1)th axis from the kth axis.

Figure 3.10: 3D view of a rectilinear segment of a ITER TF CICC.

with k = 1, . . . , nst. OPk−1 and OPk are respectively the position vectors of the
generic points of (k − 1)th and the kth axes, rk is the kth twisting radius, θk is the
initial angular phase and:

ωk = 2π
pk
, (3.47)

where pk is the kth twisting pitch. The twisting radius and the twisting pitch can be
computed from the cable geometrical parameters, whereas θk should be determined
from the actual cable geometry, even though its value is generally unknown. Thus,
θk is generally considered as a random variable during the analyses, in order to assess
the typical cable parameters and characteristics, that should be almost independent
on the actual initial angular phase. A pseudo-random array of initial angular phases
Θ, called phase set, is generally employed to define the angular phases of all the
cable bundles.

The iterative application of Eq. (3.46) requires the curvilinear coordinate to be
computed for each axis point at each stage, but in general this cannot be done in
an analytical way due to the non uniform curvature of the axis of a composite helix.
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Figure 3.11: Examples of joint and termination cross-sections. (a) twin box joint;
(b) segmented copper joint; (c) and (d) cylindrical sleeved joint and termination.

Thus, a spline-based description is adopted, in which first a set of Pk−1 points is
generated, whose coordinates are expressed as a function of the curvilinear coordi-
nate sk by means of Eq. (3.46), then a numerical computation of the curvilinear
coordinate sk−1 is performed and the coordinates of points Pk−1 are expressed as a
function of sk−1.

In Figure 3.10, a 3D view of the model for a short rectilinear segment of ITER
TF CICC is reported. In this case, as in other full-size CICCs, a final compaction
is applied to the conductor, so that the petals have a wedge-shaped cross-section.
In the model, this is obtained through a suitable geometrical transformation of the
bundle cross-section, so that the strand axes of each petal lay inside a circle sector.

3.2.3 CICC Joints and Terminations

Different types of CICC joints and terminations are foreseen in THELMA [17], as
reported in Figure 3.11. In any case, a suitably shaped copper block, the saddle, is
used to perform the electrical connection. In the magnet inlet and outlet termina-
tions, the saddle is in direct contact with the feeding busbars. In a joint instead,
a single good electrical contact between the two cables must be guaranteed, and it
can be achieved in different ways. In a twin box joint, as in Figure 3.11a, two termi-
nations are soldered together. In a segmented copper joint, as in Figure 3.11b, the
cables are enclosed into a stack of two copper blocks. In the case of the cylindrical
sleeved joint, as in Figure 3.11c, the electric connection is performed by a copper
sleeve covering each cable and by a unique saddle.

In the Udine model for joints and terminations, the only objects considered are
the cables and the saddle, since other components are made of materials with much
higher resistivity like stainless steel. The saddle is represented by a 3D prismatic
object, with one (in the case of a termination) or two curved saddle-shaped surfaces
(in the case of the intermediate joint), which are in contact with the cable or the
cables, as shown in Figure 3.12 for the termination.
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Figure 3.12: Example of a THELMA model for a termination [17]. Left: cross-
section, showing the cable elements and the saddle mesh. Right: simplified 3D
view.

3.3 THELMA Electromagnetic Model

In the analyses presented in this document, both Udine and Bologna EM mod-
ules have been used, depending on the type of analysis required. The Udine EM
module has been used for all the steady-state linear analyses, being more detailed
than Bologna EM module in terms of terminations and joints description and it
is more suitable for the modeling of experiments like the inter-strand resistances
measurements (see chapter 4). Instead, the Bologna EM module has been used for
simulations in which the superconductor approaches the critical surface, and there-
fore the linear approximation foreseen by Udine EM module is longer valid. In the
following the relevant aspects of both models are described.

The numerical efficiency of both modules has been enhanced during the PhD
activity, allowing much detailed analyses than before. In steady-state, ITER CICC
samples have been studied down to the individual strand, as reported in Section 4.5.2
and 4.5.3. In transient regime, detailed sensitivity analyses have been performed on
a CICC cable discretized into more than 70 cable elements, corresponding to three
complete cabling stages, as reported in Chapter 7.

3.3.1 Udine EM Module

Network Generation

When the cable geometry is defined in terms of strands or equivalent cable elements,
the generation of the equivalent network is divided into these main phases [19]:

1. cable element equivalent network component creation;

2. cable element nodes and branches creation;

3. inter-strand resistances computation and network equivalent component cre-
ation;

4. inter-strand nodes and branches creation.
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Figure 3.13: Simplified view of an equivalent electrical network. Two supercon-
ducting cable elements (in red), one resistive cable element (in blue), two joints (in
magenta) and some of the inter-strand resistances (in green) are visible.

Each cable, with its cross-section modeled as a set of Nce cable elements or strands,
is divided into a suitable number Nem of equal segments along its axis, selected ac-
cording to the space resolution level desired. The current density is assumed uniform
in each of these segments. In the network, the superconducting cable elements are
represented by purely inductive components, magnetically coupled to each other and
with any external magnetic field source (which may be, for instance, a close coil).
In the resistive cable elements, i.e. copper strands or cores, a suitable longitudinal
resistance is added. In this way, a linear inductive network N-dipole is generated,
whose self and mutual inductance coefficients are computed with an integral method
starting from the cable element geometry. As regards the inter-strand resistances,
their computation and the related parameters are extensively described in Section
4.4.

In the case of a joint, the same discretization along the cable longitudinal direc-
tion is used for both the saddle and the cable strands [18]. In the saddle, the current
density is non uniform not only along the cable direction, but also in the cross-
section, since the contacts between the strands and with the saddle are not evenly
distributed. For this reason, the saddle sections are all discretized in the same way
by means of a 2D structured grid, as shown in Figure 3.12. Starting from the mesh
geometry, the joint discretization and the saddle material, a suitable set of trans-
verse conductances is generated. To take into account also of the saddle longitudinal
currents, the corresponding nodes of adjacent saddle sections are connected by lon-
gitudinal resistances. As a boundary condition, the terminations saddle surfaces in
contact with the external feeding busbars are supposed to be equipotential.

A simplified view of the equivalent network is reported in Figure 3.13. One
advantage of the Udine EM module is the possibility to insert additional components
to the network, so that auxiliary objects, like power supplies, external resistors and
so on can be installed.
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Network Solution

The modified node analysis method has been adopted to solve the network in the
time domain [46]. The unknowns are all the node potentials, but one, and all the
currents in the current-driven components, in this case the inductive N-dipoles, any
additional resistor and ideal e.m.f. generators. The following system can be written,
applying the Kirchhoff’s laws and the component voltage-current characteristics:(

AT
r R

G Ar

)
·
(

V
I

)
+
(

0 M
C 0

)
· d

dt

(
V
I

)
=
(

E
J

)
, (3.48)

where E and J are the arrays of the known impressed e.m.f.s and currents, V and I
are the arrays of unknown potentials and currents, Ar is the incidence matrix for the
current-driven components, R and G are respectively the matrices of the self and
mutual resistances and conductances and M is the matrix of the self and mutual
inductances. C is the matrix of the capacitances, not used in these electromagnetic
analyses.

Equation (3.48) is an algebraic-differential system, and the system unknowns
can be state variables or simple unknown quantities. The system equations and
unknowns are therefore sorted so that, in the system, the algebraic equations and the
simple unknowns are considered first. The final form of the system is the following:(

DSaa DSad

DSda DSdd

)
︸ ︷︷ ︸

DS

·
(

XSa

XSd

)
︸ ︷︷ ︸

XS

+
(

0 0
0 FSdd

)
︸ ︷︷ ︸

FS

· ddt

(
XSa

XSd

)
=
(

YSa

YSd

)
︸ ︷︷ ︸

YS

. (3.49)

In these matrices, XS is the array of the sorted unknowns, YS is the array of the
sorted known terms, FS and DS are the sorted matrices. In all these arrays and
matrices, the first sub-subscript is “a” for the algebraic equations and “d” for the
differential ones. The second sub-subscript is “d” for the unknown state variables,
and “a” for the other case. If XSa is obtained from the algebraic equations and
replaced in the differential ones, the result is:

dXSd

dt = F−1
Sdd

[
YSd −DSdaD

−1
Saa

YSa + (DSdaD
−1
Saa

DSad −DSdd)XSd

]
. (3.50)

Since all the equations are linear, the system matrices are constant with time. To
enhance the solution efficiency, Dsaa and Fsdd can be inverted once, before the sim-
ulation, by means of LU matrix factorization. The system of ordinary differential
equations is then numerically solved with a suitable Runge-Kutta method2.

3.3.2 Bologna EM Module

The Bologna EM module [34] is a complete 3D non-linear electromagnetic model
for the computation of the current distribution among the Nce cable elements (CEs)

2See Appendix D, page 231, for a description of some common Runge-Kutta methods.
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and of the currents and voltages on the jacket of CICCs. To describe the external
conduit, the jacket cross-section is split into Nje jacket elements (JEs), similar to
the CEs used to describe the cable. The geometry of the JEs is derived extruding
the conduit initial cross-section along the cable axis, thus obtaining JEs parallel to
the cable axis. The module can of course be used also in the case of Rutherford
cables, omitting the resistive jacket modeling and providing the suitable geometry,
as described in Section 3.2.1.

The complete derivation of the equations of this model is available in [34]. The
magneto-quasi-static regime without magnetizable bodies is considered, therefore
the electric field E can be derived from the scalar potential V and the magnetic
vector potential A, by means of the following equation:

E = −∇V − ∂A
∂t

. (3.51)

The equation for the charge conservation:

∇ · J = 0, (3.52)

together with suitable constitutive relations should be added to correctly define the
problem, whose unknowns are the currents and the voltages, both assumed uniformly
distributed in the cross section of a given CE or JE.

Let Ikc (s, t) be the current flowing in the kth CE. In the present approach, the
difference currents ikc are evaluated, given by the deviation of the current in a given
cable element from an uniform current distribution among all strands:

ikc (s, t) = Ikc (s, t)− Nk

Nst
I(t) (3.53)

where Nk is the number of strands represented by the kth CE, Nst is the total number
of strands in the cable, I(t) is the total transport current as a function of t, and s
is the curvilinear coordinate along the cable axis. A first set of equations is derived
along the axis of each CE and JE from Eq. (3.51):

∂V k
c

∂s
(s, t) = −Ek

c ·
dykc
ds −m

k
uc(s)

dI
dt (t)−

Next∑
β=1

mkβ
ec (s)dIβe

dt (t)

−
Nce∑
α=1

L∫
0

mkα
cc (s, s′)∂i

α
c

∂t
(s′, t) ds′, k = 1, . . . , Nce, (3.54)

∂V h
j

∂s
(s, t) = −Eh

j ·
dyhj
ds −m

h
uj(s)

dI
dt (t)−

Next∑
β=1

mhβ
ej (s)dIβe

dt (t),

h = 1, . . . , Nje, (3.55)

where voltages Vc and Vj indicate the potential on the axis of a CE or JE with
respect to a nil reference point taken at infinite distance from the cable. Here only
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the physical meaning of the model equations is described, refer to [34] for the exact
definition of the parameters muc, mcc, muj, mec and mej.

The longitudinal variation of the voltage along the axis line of a CE or JE,
appearing in the first member of Eqs. (3.54) and (3.55), derives from several com-
ponents of the voltage drop. The first term in the second member represents the
electric field component along to the CE/JE axis, Ek

c the electric field acting on the
kth CE, and ykc the position vector of the axis of the same CE. Eh

j and yhj are the
same quantities in the hth JE. The electric field is correlated to the current density
in each element through appropriate constitutive relations, depending on the local
temperature, magnetic induction and applied strain. In the CEs, the constitutive
relation derives from the numerical solution of the electrical parallel between the
normal conductor of the matrix and the superconductor, described by the power
law3. The constitutive electrical relationship for the JEs is simply E = ρEJ.

The second term in second member of Eqs. (3.54) and (3.55) represents the
voltages induced by time variations of the self field generated by the transport cur-
rent I(t) flowing along the whole cable. In evaluating these voltages, the current
distribution is assumed uniform among the strands. The third term of the second
member represents the mutual inductive coupling of each CE or JE with the Next ex-
ternal coils possibly present in a given magnetic configuration, characterized by the
currents Iβe , for β = 1, . . . , Next. Finally, the last term of Eq. (3.54) represents the
mutual inductive coupling between the different cable elements. The corresponding
term in Eq. (3.55) is neglected since the resistivity of the jacket is large enough
to make the electrical time constants in the jacket negligible with respect to the
electrical time constants in the cable.

A second set of equations, deriving from Eq. (3.52), is needed to solve the
problem. At a given position along the cable, the CE current changes due to the
distributed contacts with the other CEs and the JEs. Considering the formulation
Eq. (3.51) for the electric field, the following equations can be derived:

∂ikc
∂s

(s, t) =−
Nce∑
i=1

σkicc(s)
[
V k

c (s, t)− V i
c (s, t)− hkiucc(s)

dI
dt (t)−

Next∑
λ=1

hλkiecc (s)dIλe
dt (t)

]

−
Nje∑
i=1

σkicj (s)
[
V k

c (s, t)− V i
j (s, t)− hkiucj(s)

dI
dt (t)−

Next∑
λ=1

hλkiecj (s)dIλe
dt (t)

]
,

k = 1, . . . , Nce, (3.56)

3See Eq. (1.21), page 17. Details on the numerical solution can be found in Section 6.4.2, page
138.
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∂ihj
∂s

(s, t) =−
Nce∑
i=1

σihcj (s)
[
V h

j (s, t)− V i
c (s, t) + hihucj(s)

dI
dt (t) +

Next∑
λ=1

hλihecj (s)dIλe
dt (t)

]

−
Nje∑
i=1

σhijj (s)
[
V h

j (s, t)− V i
j (s, t)− hhiujj(s)

dI
dt (t)−

Next∑
λ=1

hλhiejj (s)dIλe
dt (t)

]
,

h = 1, . . . , Nje. (3.57)

Also in this case, only a general description of the physical meaning is reported,
whereas the detailed definition of the parameters σcc, σcj, σjj, hucc, hucj, hucj, hecc,
hecj and hejj can be found in [34].

The first sum at the second member of both equations represents the current ex-
changes between a given CE or JE, respectively, with all the other CEs, whereas the
second sum accounts respectively for the current exchanges between a given CE or
JE element with all the other JEs. The term between square brackets is the integral
of the electric field along a geometric line connecting the centers of two different
CEs or JEs. The difference between the potentials Vc and Vj corresponds to the
integration of −∇V in Eq. (3.51). The remaining part of the integral corresponds
to the integration of the time derivative of A and accounts for the voltages induced
by variations of the self magnetic field generated by the cable and of the magnetic
fields generated by external coils.

The straightforward solution the complete system made of Eqs. (3.54)-(3.57)
would require a remarkable computational effort, since the number of unknowns
and equations is 2(Nce + Nje). However, with suitable algebraic arrangements, the
number of equations and unknown functions can be reduced to Nce + Nje − 1, cor-
responding to the difference currents in all the JEs and in all CEs but the last.
The result is an algebraic-differential system of equations, that can be suitably dis-
cretized in space by means of finite-elements. The solution of the algebraic part can
be obtained by means of LU factorization, whereas common Runge-Kutta methods
are employed for the differential part. In particular, the explicit Cash-Karp 5th order
method or the implicit TRX2 2nd order method are used4.

3.4 THELMA Thermal Model

A significant part of this PhD activity has been devoted to the development of a
brand-new general purpose thermal model to be coupled with the existing electro-
magnetic modules. An equivalent lumped network model has been adopted in order
to exploit large part of the existing routines of the Udine EM module. On the other
hand, the node analysis used for the network solution is particularly effective for
the thermal equivalent network, as it is described in the following. Differently from
the Udine EM module, the thermal module must account for the non-linear thermal
properties which are typical at cryogenic temperature. In the following, first the ca-

4See respectively Appendices D.1.4 and D.2.2.
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Figure 3.14: Sketch of the primal elements, thermal nodes and dual elements in a
cable element.

ble equivalent network is described, then the model for the helium thermal network
is summarized.

3.4.1 Cable Element Equivalent Network

Let a cable element (CE) be divided along the longitudinal cable axis coordinate
sax into Nth primal elements [167], interleaved by Nth + 1 thermal nodes. A dual
element can be defined astride each thermal node, as shown in Figure 3.14. The
following heat balance can be written at time t for each dual element h of the ith
CE, as sketched in Figure 3.15:

(∆U)ih = P long,i
h−1,h − P

long,i
h,h+1 + P gen,i

h − P i,He
h +

Nce∑
j=1
j 6=i

P jih , h = 1, . . . , Nth + 1, (3.58)

where:

• (∆U)ih is the internal energy variation of the hth dual element of the ith CE;

• P long,i
h−1,h is the longitudinal heat flow from the (h− 1)th to the hth longitudinal

dual element of the ith CE. It is associated to each boundary between each dual
element and the neighboring, therefore it corresponds to each primal element;

• P gen,i
h is the heat generated inside the hth longitudinal dual element of the ith

CE;

• P i,He
h is the heat exchanged between the hth dual element of the ith CE and

the helium;

• P jih is the heat exchanged between the hth longitudinal dual elements of the
jth and of the ith CE.
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Figure 3.15: Sketch of the terms of the heat balance Eq. (3.58) for the hth dual
element of the ith CE. For clarity purposes, only two CEs are represented.

If the length of each longitudinal element is sufficiently small, the temperature
variation inside each dual element is small, therefore a uniform temperature T ih can
be assigned to each dual element. In these conditions, the following expressions for
the quantities present in Eq. (3.58) can be written:

• for the internal energy variation:

(∆U)ih = (ρcp)ihvih
dT ih
dt = Cih

dT ih
dt , (3.59)

where vih is the volume of the hth longitudinal dual element of the ith CE and
(ρcp)ih is its volumetric heat capacity. Cih is a suitable heat capacitance [J/K]
representing the internal energy.

• For the longitudinal heat flow:

P long,i
h−1,h = kih−1,h

Aice
lih−1,h

(T ih−1 − T ih) = Glong,i
h−1,h(T ih−1 − T ih), (3.60)

where lih−1,h is the distance along the CE axis between the neighboring thermal
nodes h−1 and h, Aice is the CE cross-section area, assumed constant along the
cable length and kih−1,h is the thermal conductivity, defined for each primal
element. Glong,i

h−1,h is the equivalent thermal conductance [W/K] representing
the longitudinal heat flow.

• The heat generated P gen,i
h is given by the total losses computed by the elec-

tromagnetic module, as explained in Section 3.5.

• For the heat exchanged with the helium:

P i,He
h = hic,hA

wet,i
h (T ih − THe

h ) = Gi,He
h (T ih − THe

h ), (3.61)
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Figure 3.16: Equivalent thermal lumped network for the ith CE. For clarity purposes,
only the network components toward one further CE are represented.

where hic,h is the convective heat transfer coefficient and THe
h is the temperature

of the helium for the hth longitudinal dual element. The wetted area Awet,i
h of

the hth longitudinal dual element of the ith CE can be expressed by:

Awet,i
h = lihp

wet,i
h , (3.62)

where lih is the dual element length and pwet,i
h its wetted perimeter. Gi,He

h is the
equivalent thermal conductance [W/K] representing the heat exchange with
helium. In some cases, like the quench propagation in impregnated Ruther-
ford cables (see chapter 6) an adiabatic assumption can be considered for the
conductor, therefore this term can be neglected.

• For the heat exchanged among jth and ith CE, a suitable contact thermal
conductance Gjicont,h can be used:

P jih = Gjicont,h(T jh − T
i
h). (3.63)

The evaluation of these thermal contact conductances is explained, together
with their electrical counterpart, in Section 4.4.

It must be noted that the network components described above can be written as the
product between a geometrical factor, dependent only on the cable element geometry
and discretization, and a material property. For example, in the case of the heat
capacitance, the dual element volume is the geometrical factor and the volumetric
heat capacity is the material property.

The heat balance (3.58) corresponds to an equivalent lumped network featuring
thermal conductances, capacitors and heat flow generators, as shown in Figure 3.16.
Since the material properties (ρcp)ih, kih−1,h and Gjicont,h are far from being constant
in the temperature range of interest5, the equivalent network components are non-
linear. In particular, the following assumptions have been considered:

5See Appendix A, page 181.
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• (ρcp)ih are evaluated at the dual element temperature T ih;

• kih−1,h are evaluated at the primal element temperature, approximated as the
mean temperature between neighboring dual elements:

T ih−1,h =
T ih−1 + T ih

2 ; (3.64)

• the contact thermal conductances Gjicont,h are evaluated at the mean tempera-
ture among the CEs in contact:

T jih = T jh + T ih
2 . (3.65)

Moreover, the CEs are generally a composite material, a mixture of superconduc-
tor and copper. Their material properties are therefore computed as the weighted
average of copper and superconductor properties according to the Cu/nCu cross-
section areas ratio λi:

λi =
Aice,Cu
Aice,nCu

, Aice,Cu +Aice,nCu = Aice. (3.66)

In particular:

(ρcp)i = λi(ρcp)Cu + (ρcp)SC
1 + λi

, (3.67)

ki = λikCu + kSC
1 + λi

u
λi

1 + λi
kCu (3.68)

The last approximation is valid since the thermal conductivity in superconducting
materials is many orders of magnitude lower than in copper5.

3.4.2 Helium Equivalent Network

A general model for the helium should consider the details of the fluid dynamics and
of the different states on the phase diagram. However, the purpose of the present
work is limited to a description of the helium temperature impact on the super-
conductor, neglecting phenomena such as pressure variations or changes of state
that should be better studied with dedicated models like [30] [140]. The following
assumptions are therefore considered:

• the helium channel along the cable axis is modeled as an additional thermal
CE, subdivided into Nth primal elements by Nth + 1 thermal nodes at which
the temperatures THe

h are assigned, as done for the CEs. In principle, the
extension of this model to multiple parallel helium channels, e.g. an helium
channel for each petal in a CICC, poses no theoretical problems. However, in
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Figure 3.17: Sketch of heat fluxes and temperatures for the helium heat balance Eq.
(3.69). For clarity purposes, only one CE is reported.

that case further assumptions should be made regarding the subdivision of the
fluid mass among the helium parallel channels and on the heat flows among
them. Since these phenomena are difficult to be evaluated experimentally, a
single channel model has been considered;

• the helium material properties6 depend not only on temperature, but also on
pressure PHe. In the present work, PHe is considered an impressed quantity,
i.e. an input parameter of the model;

• if forced-flow cooling is considered, like in CICCs, the mass flow rate ṁ is
assumed to be constant with time and uniform along the conductor length.
Different assumptions require a detailed fluid dynamic description, that lies
outside the limits of the present work;

• changes of state are not foreseen, i.e. no latent heat is considered.

Under these assumptions, the following heat balance, similar to Eq. (3.58) can
be written for helium, as sketched in Figure 3.17:

(∆U)He
h = P long,He

h−1,h − P
long,He
h,h+1 +

Nce∑
i=1

P i,He
h + P adv

h−1,h − P adv
h,h+1, h = 1, . . . , Nth + 1.

(3.69)

6See Appendix A.5, page 204.
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Figure 3.18: Equivalent network for the advective terms P adv
h−1,h and P adv

h,h+1.

The meaning, the expression and the equivalent network components of (∆U)He
h ,

P long,He
h−1,h , P long,He

h,h+1 and P i,He
h are the same of the corresponding terms of Eq. (3.58):

(∆U)He
h = (ρcp)He

h vHe
h

dTHe
h

dt = CHe
h

dTHe
h

dt , (3.70)

P long,He
h−1,h = kHe

h−1,h
AHe

lHe
h−1,h

(THe
h−1 − THe

h ) = Glong,He
h−1,h (THe

h−1 − THe
h ), (3.71)

P i,He
h = hic,hA

wet,i
h (T ih − THe

h ) = Gi,He
h (T ih − THe

h ), (3.72)

where lHe
h−1,h is the distance between neighboring helium thermal nodes, vHe

h is the
helium dual element volume, AHe its equivalent cross-section area computed on the
basis of the conductor void fraction fvoid, (ρcp)He

h its volumetric heat capacity and
kHe
h−1,h its thermal conductivity.

The remaining terms P adv
h−1,h and P adv

h,h+1 represent the advective heat flows, eval-
uated respectively at the boundary between h − 1 and h and between h and h + 1
dual elements, as shown in Figure 3.17. These heat flows can be expressed by:

P adv
h,h+1 = ṁhHe(THe

h,h+1), (3.73)

where hHe is the helium specific enthalpy, computed at THe
h,h+1, that is the tem-

perature at the boundary between h and h + 1 dual elements. Provided that the
temperature variation inside each dual element is small, THe

h,h+1 can be written as:

THe
h,h+1 =

THe
h + THe

h+1
2 . (3.74)

and the enthalpy can be approximated as:

hHe(THe
h,h+1) u hHe(THe

h ) + (cHe
p )h,h+1

THe
h+1 − THe

h

2 , (3.75)

where (cHe
p )h,h+1 is the specific heat at constant pressure. A similar expression can

be obtained for P adv
h−1,h:

P adv
h−1,h = ṁhHe(THe

h−1,h) u ṁ

[
hHe(THe

h )− (cHe
p )h−1,h

THe
h − THe

h−1
2

]
, (3.76)
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therefore the net advective heat flow entering in the hth dual element is:

P adv
h−1,h − P adv

h,h+1 u
ṁ(cHe

p )h−1,h

2 (THe
h−1 − THe

h )−
ṁ(cHe

p )h,h+1

2 (THe
h+1 − THe

h ) =

= Gadv
h−1,h(THe

h−1 − THe
h )−Gadv

h,h+1(THe
h+1 − THe

h ). (3.77)

Thus, the lumped network equivalent to the advective terms can be expressed by
means of thermal conductances ±Gadv

h,h+1 and controlled heat flow generators, as
shown in Figure 3.18.

In general, the advective term must be considered with care, since it may involve
numerical instabilities. Indeed, the equivalent lumped network described above is
equivalent to the central difference scheme proposed in [137], based on the assump-
tion of a piece-wise linear temperature profile along the longitudinal coordinate.
However, this approximation is valid only for small values of the adimensional Peclet
number Pe, defined as the ratio between the strengths of advective and diffusion
terms, that in the case of an isolated helium channel is:

Peh,h+1 =
ṁcHe

p lHe
h,h+1

AHekHe
h,h+1

= 2
Gadv
h,h+1

Glong,He
h,h+1

(3.78)

If |Peh,h+1 | > 2, the central difference scheme may become numerically unstable
[137]. A trivial solution to the problem is the use of a finer discretization mesh,
that reduces lHe

h,h+1 and the Pe number accordingly. Alternative possibilities exist,
for example the use of an upwind scheme, that approximates THe

h,h+1 with a relation
based only on the temperatures of the upstream fluid. The simplest case is:

THe
h,h+1 = THe

h , (3.79)

Upwind schemes are numerically stable but introduce a spurious numerical diffusivity
that can lead to inaccurate results, therefore they are not considered in the present
case. More complex schemes also exists, based on the estimation of the effective Pe
number of each element [137]. However, they are not feasible in the case of CICCs,
since the diffusive term relies mainly on the thermal diffusion in the solid part of
the conductor, making the estimation of the Pe number very complex. Nevertheless,
the presence of the diffusive term along the solid part of the cable has a stabilizing
effect, since the thermal conductivity of copper is many orders of magnitude larger
than helium, and this results in a strongly reduced Pe number compared to the case
of the isolated helium channel.

3.4.3 Network Completion and Solution

Similarly to the Udine EM module, further network components can be included
to describe additional objects or conditions. For example, a network component
equivalent to the e.m.f. generator used in the EM module can be added to model an
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impressed temperature difference on a given surface. Conversely, heat flow genera-
tors can represent heat depositions due to natural disturbances or controlled heaters.
With such choices, appropriate boundary conditions can be applied:

• if a Dirichlet condition should be considered, e.g. an assigned helium temper-
ature, a impressed temperature difference generator can be used;

• a general Neumann condition, i.e. an assigned heat flow, can be modeled
thanks to suitable heat flow generators;

• an adiabatic Neumann condition, i.e. no heat flow, is assumed if no additional
network components are considered.

In variable regime, if only Neumann conditions are considered, all the thermal nodes
correspond to differential unknowns, since a thermal capacitor is connected between
each of them and the ground node. The ndir nodes at which a Dirichlet condition is
applied, i.e. a temperature is assigned, are instead algebraic unknowns.

Like in Udine EM module, the thermal network equations are built thanks to
the modified node analysis method, resulting in a system of equations corresponding
to Eq. (3.48), rearranged as in Eq. (3.50) and solved with a Runge-Kutta method.
However, in the thermal case, the system matrices are not constant and are recom-
puted considering the material properties non-linearity. This applies to the system
matrices FS and DS of Eq. (3.49) which are therefore written as the sum of their
linear and non-linear components:

FS = FS,L + FS,NL, (3.80)
DS = DS,L + DS,NL. (3.81)

FS,L and DS,L are stored through all the computation, together with the geometrical
factors, that are the constant parameters needed for the computation of FS,NL and
DS,NL, such as the element areas, volumes and lengths. The non-constant material
properties depend on a set of control variables, that are either quantities internal to
the thermal module, e.g. temperatures, or quantities given by external modules like
the EM model, e.g. magnetic induction. The control variables are stored for each
non-linear network component and suitably updated as the simulation progresses. At
each time step of the Runge-Kutta method, the material properties are recomputed
according to the last set of the control variables, and combined with the appropriate
geometrical factors to obtain FS,NL and DS,NL, that are then added to their linear
counterpart to obtain the final matrices.

The computation of the non-linear terms can be very cumbersome if carried
out without any suitably tailored criterion. In the case of the thermal model, the
accuracy with which the material properties are known can be of some percent,
therefore, a small fixed variation threshold δi has been defined for each control vari-
able, to prevent unnecessary material properties recalculation when the maximum
control variable change is lower than δi. For example, a threshold of 10−3 K is
generally used for the temperature.
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The inversion of matrices DSaa and FSdd must be performed at any matrix change
to obtain the solution of Eq. (3.50), and this may generally require a huge amount
of computational time. However, in the case of the thermal model this operation
is particularly easy, since the differential matrix FSdd , which contains all the values
of the thermal capacitors, is a diagonal matrix, since all the thermal capacitors are
connected to ground node representing the absolute zero temperature:

C =


C1 0 · · · 0 0
0 C2 · · · 0 0
...

... . . . ...
...

0 0 · · · Cn−1 0
0 0 · · · 0 Cn

 , (3.82)

On the other hand, matrix DSaa is 2ndir × 2ndir, therefore it must be inverted only
if Dirichlet conditions are applied. Moreover, ndir is generally small, i.e. some units,
therefore the computational effort required is negligible.

Thus, the modified node analysis method applied to the thermal lumped network
leads to a differential system of equations that can be solved quite efficiently also in
the non-linear case.

3.5 Thermal-Electromagnetic Coupling

To carry out the analyses performed during this PhD activity, the Bologna EM
module and the lumped thermal network have been coupled together. No cou-
pling between Udine EM module and lumped thermal network model was necessary.
Presently, the coupling between EM and thermal (TH) models is explicit. This
means that the two systems of differential-algebraic equations are solved indepen-
dently with internal step-sizes, respectively hem and hth, and suitable information
is exchanged between the two models when an additional step-size hexp is passed.
An implicit coupling, i.e. a combination of the two models into a single system of
equations with a single step-size himp, adopted for example in [30], has not been
considered for several reasons. First of all, it is less modular and flexible than sev-
eral explicitly coupled models. Moreover, since the thermal and electromagnetic
problems can be characterized by quite different time constants, the solution of a
single model with a Runge-Kutta method would be affected by the smallest among
all the time constants, being the integration step-size controlled by error estimation
techniques7. As an example, a very tiny time constant resulting from the thermal
equations can slow down also the solution of the EM equations and viceversa. With
the explicit coupling, the internal step-sizes are completely independent and useless
system solutions are avoided. The drawback of explicit coupling is the need to find
a good method to decide the step-size hext necessary to obtain accurate results.

7See Appendix D, page 231.
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Figure 3.19: Conceptual scheme of the TH-EM models coupling.

The conceptual scheme of the coupling between the models is reported in Figure
3.19. The EM model can be considered as a black box that gives as output the
cable losses, provided that the temperature distribution along the cable is given as
input. The thermal model computes the temperature distribution along the cable
considering as input the electromagnetic losses produced by the cable. The following
steps are therefore suitably cycled:

1. EM step: starting from an initial temperature distribution T1 at t1, the EM
module evolves for a duration hexp. The electromagnetic losses P gen along the
cable are computed at t1 and at t1 + hexp. These losses are exact with the
assumption of a constant temperature in the interval [t1, t1 + hexp].

2. TH step: the losses, averaged thanks to a trapezoid rule during the step-size
hexp, are given to the thermal module. The temperature distribution evolution
in the interval [t1, t1 + hexp] is then evaluated;

3. Accuracy check: the assumption of a quite constant temperature distribution
for the solution of the EM module should be checked in order to assess the
model self-consistency. The maximum temperature increase (∆T )max during
the step-size is therefore evaluated from the thermal model, and compared
with a fixed threshold Θmax, that is an input parameter of the code. Suitable
values for Θmax are around 10−3 ÷ 10−2 K. If (∆T )max > Θmax, the com-
puted step is rejected and recalculated with a reduced step-size. Conversely,
if (∆T )max < Θmax, the temperature profile has not changed significantly and
the EM step can be considered valid, therefore a new EM step starting at
t1 + hexp is considered.

4. Step-size control: both in case of rejection or acceptance of the computed re-
sults, the new step-size hnew

exp is automatically computed thanks to the heuristic:

hnew
exp = 0.9hexp

4

√
Θmax

(∆T )max
, (3.83)
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that provides a very smooth control of the step-size in order to maintain an
almost constant (∆T )max in subsequent steps. Equation (3.83) is based on a
similar formula for step-size control taken from [78].

Presently, the coupling works only with cables discretized into the same number
of cable elements Nce by the EM and TH models, whereas the numbers Nem and
Nth of longitudinal segments of EM and TH modules can be different. If Nem 6= Nth,
the temperature and losses along the cable are suitably linearly interpolated.



Chapter 4

Inter-Strand Resistances

The longitudinal electrical resistance of a superconducting cable far
from the critical surface can be generally considered as null. However,
the same assumption cannot be made for the transverse resistance,
that is the resistance that the current experiences when transferring
from a strand to a neighboring one. Indeed, several aspects can affect
this phenomenon: the presence of thin oxide layers, coatings and
solder can change the inter-strand resistance by orders of magnitude.
Furthermore, all of these aspects are strongly dependent on the heat
treatment applied, on the materials purity and on the mechanical
forces the cable is subjected to.

Due to the complexity of the phenomenon, no satisfactory theo-
retical and general purpose model can be employed for inter-strand
resistance estimation. Nevertheless, since the current and heat re-
distribution among strands are important aspects in terms of cable
stability and losses, dedicated measurements are performed to evalu-
ate the actual inter-strand resistances in superconducting cables. In
this Chapter, the main experimental methods employed in Rutherford
cables and CICCs for the inter-strand electrical resistances evaluation
are summarized. The effectiveness of THELMA electromagnetic code
in modeling such experimental procedures and in reproducing their
results is then demonstrated by means of some case studies. These
analyses were a necessary step to validate the code and to calibrate the
inter-strand resistance parameters. The data used for all the model
validation and calibrations have been taken from literature or given
by researchers, as cited in detail in the relevant thesis sections.

83
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4.1 General Aspects of the Inter-Strand Contact

The electrical and thermal inter-strand resistances have a significant impact on the
superconducting cables performances. Indeed, very large values are unwanted, since
they can avoid current and heat redistribution among neighboring strands in the
case of a localized electromagnetic or thermal disturbance. Conversely, a very low
electrical resistance value is also generally undesirable, since it promotes the flow
of significant eddy currents in transient regime, leading to huge AC losses that can
affect the thermal stability of the conductor. A detailed analysis of the inter-strand
resistances is therefore needed for a correct design of a superconducting cable.

Many aspects affect the electrical and thermal inter-strand resistances in super-
conducting strands [187]:

• the contact: the actual area of contact between two surfaces is generally local-
ized in a few discrete spots, even for very smooth surfaces [51]. This is con-
firmed by experimental results in which the conductance is dependent upon
the applied force between the samples and not on the area of contact nor on
the apparent contact pressure [149];

• the oxidation: the thin oxide layer present on the outermost surface of the
strand has a remarkable role on the effective transverse resistance. The thick-
ness of this layer is strongly dependent on the heat treatment, on the surface
material and on the mechanical pressure applied. For example, a reduction of
the inter-strand electrical resistance is observed if the heat treatment is per-
formed under transverse pressure, since the oxygen may diffuse and dissolve in
the metallic bulk [141]. Moreover, at low temperatures each oxide layer acts
as an additional boundary resistance, and the Kapitza resistance due to the
acoustic mismatch between the layers can be significant [149];

• the strand coating: since the natural oxidation of copper surface gives unpre-
dictable results, a coating is generally applied to the strands to better control
the oxidation growth. For example, in the case of LHC strands a SnAg alloy is
used, since a controlled copper oxide layer can be grown with a suitable heat
treatment [187]. Other materials employed for coatings are Ni, Cr and Al2O3
[150];

• the presence of solder : if very small values for inter-strand resistance should
be achieved, partial or full soldering can be employed;

• the presence of additional bundle cores or wrappings: if large values of inter-
strand resistances are needed, thin layers of resistive material can be employed
to decouple neighboring strands. Generally, stainless steel foils 10− 100µm
thick are used.

The electrical inter-strand resistance is generally dominated by the contribution
of the oxide, whereas the main phenomenon affecting the thermal inter-strand re-
sistance is the contact [187]. Different behaviors can be observed as a function of
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Figure 4.1: Adjacent and cross-over resistances in Rutherford cables.

temperature for electrical and thermal inter-strand resistance. The first are not
expected to vary in the temperature range of interest [101] [187], whereas a power
law fit is typically considered for the thermal contact conductance per unit length
[W/(K·m)]:

kcont(T ) = αT β, (4.1)

where α and β are two fitting constants. Typical values for β are between 0.75
and 2.5 [149]. At temperatures higher than 20− 30 K, kcont becomes linear with
temperature and tends to a constant value above 200 K [84].

In the following, the common techniques adopted for inter-strand electrical resis-
tance measurements in Rutherford cables and CICCs are summarized and discussed.
Then, the THELMA model for the analysis of inter-strand resistance measurements
is explained. Finally, some case studies of numerical analyses of the inter-strand
resistances with THELMA are presented.

4.2 Rutherford Cables

Two different types of inter-strand resistances are generally defined in a Rutherford
cable, as shown in Figure 4.1a:

• the adjacent resistance Ra [Ω], that is the resistance between neighboring
strands on the same face of the cable;

• the cross-over resistance Rc [Ω], that is the resistance between strands laying
on opposite faces of the cable.

Each type of inter-strand resistance is associated to a contact area which is defined
conventionally. The contact area for Rc is defined as the shadow area of the cross-
over, whereas the strand diameter multiplied for the cross-over length is generally
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Figure 4.2: Ra and Rc measurement in a Rutherford cable with 10 strands. Left:
principle of the measurement technique. Right: Fully-connected graph representing
the equivalent network. Solid lines represent Gc,tot, dashed lines Ga,tot.

considered for Ra [189]. The contact surface resistivity is obtained from the mea-
sured resistance and this contact area. As shown in Figure 4.1b in a Rutherford
cable, each couple of non-adjacent strands experiences two cross-over contacts along
one transposition pitch. The overall contact between two adjacent strands along
the same length can instead be represented as the parallel of 2Nst contacts with
resistance Ra.

Due to the constraints on the geometrical parameters of Rutherford cables for
accelerator magnets, the inter-strand coupling currents and their related losses are
more sensitive to Rc than Ra [174], therefore high Rc values are desirable to reduce
AC losses. On the other hand, very large values of both Ra and Rc can dramatically
reduce the minimum energy needed to quench the cable [187]. Following these
results, a desired feature is to obtain high value for Rc, to mitigate losses, and a
much lower value for Ra to promote stability thanks to current redistribution among
adjacent strands [189]. Nevertheless, the bare contact among strands generally gives
Ra values up to an order of magnitude higher than Rc values due to the rolling
applied to the broad face [187] [189], therefore a thin stainless steel core is often
added between the cable layers to increase Rc. A wide compilation of Ra and
Rc values is reported in [187]. Typical Ra values for non-cored cables are around
1− 10µΩ, whereas Rc in cored cables can be larger than some mΩ.

The experimental evaluation of adjacent and cross-over resistances is generally
performed with a direct ohmic method [141] [174]. A DC current I is injected be-
tween opposite strands in the cross-section and the voltage distribution v among
the strands is measured, as schematized in Figure 4.2. In the case of uniform Ra
and Rc along the sample, the measurements can be compared with simple theoret-
ical results. Indeed, considering a sample as long as one transposition pitch, the
equivalent electrical network can be easily represented as a fully connected mesh of
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Figure 4.3: Analytical normalized voltage distribution in a 36 strands Rutherford
cable during an inter-strand resistance measurement. In the graph, the values for
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conductances Gc,tot and Ga,tot [S]:

Gc,tot = 2
Rc
, (4.2)

Ga,tot = 2Nst
Ra

. (4.3)

In these conditions, the network solution can be described by means of the normal-
ized voltage distribution vn = v/vmax, that depends only on the ratio δ = Rc/Ra
and it is symmetric as regards the strand taken as mass node, as shown in Figure
4.3. In particular, in the limit δ � 1, that means Rc � Ra, the normalized voltage
tends to a straight line. It can be easily demonstrated that in these conditions the
measured voltage is proportional to Ra:

v = RaI

8 . (4.4)

4.3 Cable-In-Conduit-Conductors

Several dedicated testing stations exist for the inter-strand resistances measurements
in CICCs, such as the Twente cryogenic press [1], the VOFEX device [134] or the
CRPP JORDI device [7], that is more focused on CICC terminations and joints.
These tests are generally done by feeding in turns pairs of strands characterized by
increasing different cabling stage, starting from strands of the same triplet, then of
the same 2nd order bundle and so on, up to consider couples of strands that belong to
different cable petals. Differently from Rutherford cables, simple theoretical models



88 Inter-Strand Resistances

describing the inter-strand resistances tests are not feasible, due to the complexity
and randomness of the conductor geometry. The equivalent contact resistance per
unit length rc [Ω·m] between two strands in the cable, is conventionally defined as
[131]:

rc = v

I
L, (4.5)

where v and I are respectively the measured voltage and current and L is the sample
axial length, generally chosen close to the last stage twist pitch. It must be noted
that in these measurements all the cable strands contribute to rc to some extent, not
only the two strands considered. A four-probe-method is generally used to improve
the measurement accuracy [123] [131] [134]. For Ni-plated Nb-Ti strands, typical
values for rc are between some tenths and some hundreds of nΩ·m [129], whereas in
the case of Nb3Sn Cr-coated strands, typical values are 1− 10 nΩ·m for strands of
the same triplet and 100 nΩ·m for strands of different higher order cabling stages
[123] [131]. Inter-petal resistances are dominated by the stainless steel wrap, and
they may be higher than 1 µΩ·m. rc is very sensitive to the applied force and the
mechanical cycling load. In particular, it decreases with the applied load, since the
strands are pressed one against the other, but mechanical hysteresis and relaxation
phenomena can be observed [129] [131]. The inter-strand resistances generally reach
a saturation value in loaded mechanical conditions after thousand of cycles [123]
[129].

In the usual inter-strand resistance measurement, each superconducting strand is
equipotential. Particular care in analyzing the measurements should be taken if cop-
per strands are embedded in the conductor. Equation (4.5) indeed is no longer valid
if one of the strands under test is normal-conducting, since the current diffusion be-
tween the normal-conducting and the superconducting strands spans approximately
along a diffusion length1:

ldiff =
√
rcAst
2ρE

, (4.6)

where Ast is the strand cross-section area and ρE is the electrical resistivity of
normal-conducting strands. Typical values of ldiff can be estimated between some
millimeters and one centimeter. In this case, the measured resistance between a
superconducting and a normal-conducting strand can be expressed as:

Rc,NC ∝
rc
ldiff

. (4.7)

This result is in good agreement with available measurements of inter-strand resis-
tances with copper strands, for example 9− 25 µΩ·m [131].

1See Appendix E, page 237 for an analysis of this aspect in the case of an isolated CICC triplet.
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4.4 Inter-Strand Resistances in the THELMA Code

The THELMAmodel is characterized by the following parameters representing inter-
strand elementary electrical resistances [19]:

• the strand spot contact resistance Rs
st [Ω]. It is used to model occasional

contacts along the cable axis, like the Rc in Rutherford cables or the inter-
strand resistances between strands belonging to different bundles in a CICC;

• the strand distributed contact resistance Rd
st [Ω·m]. It models contacts that are

supposed to be uniform along the cable axis, like the Ra in Rutherford cables
or the distributed contact between strands of the same triplet in a CICC;

• the stainless steel spot additional contact resistance Rs
ssa [Ω], used to model the

stainless steel cores in a Rutherford cable or the petal wrappings in a CICC.

These elementary resistances are a property of the individual strand, and their
suitable combination gives rise to the inter-strand resistances measured in actual
cables, that depend to some extent on all the cable strands. The same elementary
resistance values are generally considered for superconducting and copper strands
if their surface coating is the same. If a CICC termination or a joint is modeled,
one additional parameter Rs

sdl is used to describe the contact resistance between
the cable and the saddle. In the absence of specific experimental data, it is usually
assumed Rs

sdl = Rs
st, since it is expected that the saddle and strand contributions to

the resistance have the same magnitude. The elementary parameters for inter-strand
electrical resistances are generally calibrated through suitable numerical analyses,
performed to reproduce experimental results on cable short samples, as extensively
reported in the following section.

As regards the thermal inter-strand conductances, the following parameters are
considered:

• the strand spot contact conductance Gs
st [W/K], with the same meaning as the

corresponding electrical resistance Rs
st;

• the strand distributed contact resistance Gd
st [W/(K · m)], with the same mean-

ing as the corresponding electrical resistance Rd
st.

Differently from the electrical case, few experimental data are available for the ther-
mal inter-strand resistances. In this work, experimental data in the range 4− 10 K
from [101] are considered as reference for Gd

st. Equation (4.1) has been employed
to fit such data, for both coated and non-coated superconducting strands, as shown
in Figure 4.4. In the first case, α = 0.545 W/(K1+β ·m) and β = 1.54 have been
used, whereas in the second case α = 0.107 W/(K1+β ·m) and β = 2.25. Gs

st is then
obtained from Gd

st by an estimation of the contact length.
After the set-up of the elementary parameters, the length of the distributed

contacts and the locations of the spot contacts are automatically computed from
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Figure 4.4: Eq. (4.1) for thermal contact conductivity kcont fitted with data from
[101].

the modeled strand geometries by a routine that evaluates the distance between one
strand and all the others along all the cable axis, taking into account the presence
of possible stainless steel wrappings. In this way, a set of contact points between
strands is found, which correspond to concentrated or distributed conductances,
as described in detail in [19]. In the equivalent network, these conductances are
grouped into equivalent conductances connected to the network nodes that represent
the strand.

4.5 Numerical Analysis of Inter-Strand Resistances Mea-
surements

The electrical inter-strand measurements can be analyzed in the THELMA code by
means of the Udine EM module described in Section 3.3.1, based on an equivalent
lumped electrical network. Since no resistive transition is supposed to take place
during such measurements, the superconducting strands are considered as zero lon-
gitudinal resistance elements, whereas the copper strands are characterized by a
non-zero longitudinal resistance, computed on the basis of the material properties
at cryogenic temperature2. If a CICC termination or a joint is modeled, the copper
blocks, here collectively referred to as saddle, are represented by means of a suitable
mesh of transverse and longitudinal resistances.

To simulate experimental measurements, suitable current generators are acti-
vated in turn and their corresponding voltages are computed to obtain the resulting
resistance. Since these are steady-state measurements, the system of equations (3.48)

2See Appendix A.3, page 192 for the details.
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simplifies into the following linear system:(
AT

r R
G Ar

)
︸ ︷︷ ︸

S

·
(

V
I

)
=
(

E
J

)
. (4.8)

The system matrix S can be quite large and it is very sparse. To reduce the number
of unknowns, the nodes representing each superconducting strand can be merged
together, resulting in only one unknown potential per strand. Moreover, all the
resistances R, representing copper elements or inter-strand resistances, are modeled
as conductances G = 1/R, since, in the modified node analysis solution method,
each resistance adds two unknowns, being the resistor a current-driven component,
whereas only one unknown is added in the case of a conductance. With these
modifications, no current-driven component are present in the final network, and
the system Eq. (4.8) becomes:

GV = J, (4.9)

whose solution can be obtained by LU decomposition or iterative methods like Bi-
CGStab [171].

In the following, some examples of inter-strand resistances analyses done with
the THELMA code are reported. The first is related to a Rutherford cable, the
second to a CICC sample and the third to a CICC termination.

4.5.1 DISCORAP Rutherford Cable

Extensive inter-strand resistances measurements had been performed at INFN Mi-
lano, laboratorio LASA, on samples of the DISCORAP Rutherford cable [178]. A
view of the cable is shown in Figure 4.5a, whereas its main data are reported in
Table 2.5. This conductor is employed in the 3.9 m curved dipole model developed
by INFN for the SIS300 synchrotron of the FAIR facility [177], designed for very
high ramp rate cycling, up to 1 T/s. To limit the huge AC losses due to from such

(a) View of the cable. (b) Sample for inter-strand resistances tests.

Figure 4.5: DISCORAP Rutherford cable (courtesy of Giovanni Volpini, INFN Mi-
lano, laboratorio LASA).
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Figure 4.6: DISCORAP Rutherford cable inter-strand resistance measurements.

large field variations, the cable has been subjected to a special heat treatment in
oxidizing atmosphere to increase Ra. Moreover, a stainless steel core, about 13 mm
width and 25µm thick, is employed to enhance Rc.

The measurements were performed by means of the direct ohmic method for
Rutherford cables previously described in this Chapter. Ten cable pieces one trans-
position pitch long (10 cm) were stacked together and cured following the same
procedure adopted for magnet coil construction, as shown in Figure 4.5b. After
this preparation, the sample was inserted in a cryogenic mechanical test machine
to apply variable pressure on the stack, in order to provide accurate and repro-
ducible stress conditions and to study the sample during cycling. In the case of the
measurements considered for this analysis, the cool-down was performed applying a
constant pressure of 50 MPa and then the sample was subjected to some thousands
of mechanical cycles between 40 and 50 MPa. The voltages were measured on one
every two strands of one cable piece. Both positive and negative DC currents have
been employed, showing only negligible differences, therefore in the following the
voltages are presented as normalized for an unitary DC current. In Figure 4.6a the
measured voltages at 40 MPa and 50 MPa are reported as a function of the strand
number. No clear signs of performance degradation with cycling have been found.
For this reason, the variation with pressure, being quite limited in the present case,
is not considered any further.

The experimental data described above give an important opportunity to apply
the new THELMA code Rutherford cable model. To model these measurements
with the THELMA code, the normalized voltages have been compared with the
characteristics reported in Figure 4.3, as shown in Figure 4.6b, in order to obtain
a first guess for the parameter δ. It can be noticed that the measured normalized
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(a) Core width 100% of the internal
contact length.

(b) Core width 93% of the internal con-
tact length, centered placement.

(c) Core width 86% of the internal con-
tact length, centered placement.

(d) Core width 93% of the internal con-
tact length, off-centered placement.

Figure 4.8: Sketch of the different models for the core width and placement. It must
be noted that the grey-filled strands are not covered by the core since they are in
adjacent contact.

voltages of the strands between number 28 and number 34 lay in an area where
no data is expected, even for very large values of δ. This means that such values
are affected by systematic errors or by sample inhomogeneities localized in those
strands, thus they should be considered with care.

In a first THELMA model, uniform Rc and Ra along the sample have been
employed, whose values have been optimized comparing the simulations with the
measured voltages, as shown in Figure 4.7a and Figure 4.7b. Values of Ra between
1 and 2 mΩ and values of Rc between 6 and 10 mΩ lead to reasonable fits of the
experimental data, but they cannot describe the larger voltages measured on the
strands between 28 and 34. A possible explanation for this feature is the presence of a
defect localized in those strands. In particular, the impact of an additional cross-over
resistance Radd

c acting only on such strands has been checked, with values ranging
between 5 to 30mΩ. It must be noted that, lacking any independent evidence of
such a local defect, it must be considered only as a working hypothesis. The results
in the case Ra = 1mΩ and Rc = 8mΩ are reported in Figure 4.7c, showing that this
defective model can reasonably explain an asymmetric distribution of voltages and
the larger voltages measured in some localized strands.

In another set of THELMA simulations, the impact of a further inhomogeneity
has been analyzed. The stainless steel core width is indeed around 90% of the
internal cable width, therefore some strands may be in direct contact along the
sample, without any core contribution, and this may strongly affect the inter-strand
resistances and AC losses [49]. Since this phenomenon tends to reduce the measured
voltages in an inter-strand resistances test, the reference case has been chosen as
Ra = 1.5mΩ and Rc = 8mΩ, since it leads to slightly (about 10%) overestimated
voltages, as shown in Figure 4.7a. For clarity purposes and to better outline the
role of the core width and placement, no defects have been added, i.e. Radd

c = 0mΩ.
Four case studies have been considered, as shown in Figure 4.8:

a) a core covering 100% of the internal cable width (reference case, see Figure
4.7a and 4.7b);
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(c) Core width 93% internal contact length, asymmetric placement.

Figure 4.9: Comparison between measurements on DISCORAP Rutherford cable
and THELMA simulations with different core widths and placements. Reference
values for inter-strand resistances are Ra = 1.5mΩ and Rc = 8mΩ.
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b) a core covering 93% of the internal cable width, corresponding to one direct
cross-contact per cable edge;

c) a core covering 86% of the internal width width, corresponding to two direct
cross-contacts per cable edge;

d) a core covering 93% of the internal cable width but with an asymmetric place-
ment (shifted to one cable edge).

The results are reported in Figure 4.9. A further parameter, the cross-over resistance
in the absence of core, R∗c , must be added: values between Ra/10 and Ra have been
considered in the sensitivity analysis. Limited voltage dependance on R∗c is shown in
the case b). Nevertheless, even in this case the incomplete covering results in a 10%
voltage reduction compared to the reference case, provided that R∗c is one order of
magnitude lower than Ra. In cases c) and d), larger voltage drops can be obtained,
respectively up to 35% and 20%. In these cases, a 10% reduction compared to the
reference case can be obtained for much larger values for R∗c , respectively one half
and one fifth of Ra, in good agreement with the values proposed in [187] for the
cross-contact resistance in absence of core, between one half and one eighth of Ra.

In conclusion, reasonable values for the inter-strand resistances in the DISCO-
RAP Rutherford sample considered are in the range 1− 2mΩ for Ra and 6− 10mΩ
for Rc. More precise values cannot presently be assessed because of the uncertainties
on the core width and placement and on the cross-over resistance in the absence of
core. In any case, the model gives a possible explanation for the observable asym-
metries in some strand voltages in terms of the presence of a localized defect, i.e. a
bad contact or an inhomogeneity in the stainless steel core, resulting in a local much
higher value for the cross-over resistance.

4.5.2 CICC Sample EUTF3-EAS

The EUTF3-EAS sample is a 40 cm CICC segment, whose inter-strand resistances rc
for each cabling stage have been measured by Twente University both in the presence
and the absence of mechanical load [123]. In the following, the values measured at
maximum load after 10000 loading cycles are considered. The main characteristics
of this sample are reported in Table 4.1. A view of the cable cross-section together
with the modeled geometry is shown in Figure 4.10.

The elementary resistance optimization strategy in complex cables like CICCs is
carried out on these steps, suitably iterated:

1. the stainless steel spot additional contact resistance Rs
ssa is adjusted starting

from the measured values taken from strands of different petals;

2. being the strands of the same triplet in a nominally distributed contact, the
strand distributed contact resistance Rd

st is the dominating parameter as re-
gards the intra-triplet resistances, therefore it is adjusted starting from the
measured values taken from strands of the same triplet;
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Table 4.1: EUTF3-EAS conductor main data.

No. of strands Nst 900 (SC) + 522 (Cu)
Strand diameter dst 0.81 mm
Cabling scheme ((2 SC + 1 Cu) ×3× 5× 5+ core)× 6
Core scheme 3× 4 Cu
Twisting pitches ti 80 / 140 / 190 / 300 / 420 mm
Sub-cable SS wrapping covered surface 50%
Conductor void fraction 28%

Figure 4.10: View of EUTF3-EAS sample model discretization and cross-section of
a TF CICC (courtesy of ITER organization).

3. The strand spot contact resistance Rs
st is dominant in the case of contacts

between strands of different triplets, thus it is adjusted starting from the mea-
sured values taken from strands of different triplets and larger bundles.

In the case of CICCs, the model can consider a wide set of combinations of strand
pairs, which give different resistance values depending, among the other factors, on
the cable bundles initial phase set. In a CICC the angular phases array3 ΘΘΘ is indeed
not known, however it may affect the measurements, since in a sample characterized
by a different ΘΘΘ, different values of resistances are measured for the same strand
combinations, due to the slightly different geometries determined by the bundles
initial phases. For the measures corresponding to each cabling stage, a histogram
of inter-strand resistance distribution can therefore obtained with the numerical
model, in which the position of the measured value is evaluated in relationship with
the histogram. The plausibility of the numerical results should be therefore assessed
comparing the measured values with the overall distribution of resistances rather
than with a single computed value.

In the present case, the entire sampling of 1st and 2nd stage inter-strand re-
sistances between superconducting strands has been computed, corresponding re-
spectively to 450 and 1800 values. For the high-order cabling stages, a number

3See Section 3.2.2, page 61.
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(a) 1st stage.
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(b) 2nd stage.
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(c) 3rd stage.
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(d) 4th stage.

Figure 4.11: EUTF3-EAS sample, histograms of the computed contact resistances
compared with the measured mean value.
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Figure 4.12: EUTF3-EAS sample, comparison between the measured and the com-
puted inter-strand resistances
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of 1500 samples for each stage has been chosen to limit the computational effort.
These latter samples have been chosen randomly across the cable cross-section to
be representative of the overall conductor behavior. The computed histograms of
the inter-strand resistances of EUTF3-EAS sample are reported in Figure 4.11 for
the measures of different cabling stages. In each histogram, the measured value is
reported as a reference, showing that this value is well within the standard gaussian
dispersion. A direct comparison between the measured resistances and the average
value of the computed ones, is presented in Figure 4.12.

Since no measured values for the inter-strand resistances with normal-conducting
strands were available, no computation of them has been made, even though their
contribute to the inter-strand resistances of the superconducting strands has been
accurately taken into account. If a cable were made of superconducting strands
only, the model results would indeed be independent on the cable discretization into
longitudinal cable elements because superconducting strands can be modeled with
short circuits. Since this is not the case of EUTF3-EAS, the discretization of the
cable into a finite number of longitudinal elements gives rise to a discretization error,
due to the fact that, in the model, all the contacts on the cable sections between
two adjacent longitudinal elements are grouped into an equivalent conductance, as
shown in Figure 4.13.

Thus, a sensitivity analysis has been carried out to check the effect of the ca-
ble longitudinal discretization. To this purpose, the cable has been divided into an
increasing number of longitudinal elements ∆z long, to check the variation of the
computed inter-strand resistance. Figure 4.14 reports the average inter-strand resis-
tance as a function of the length of the cable longitudinal elements. The resistances
are reported as normalized values, by referring them to the value computed at the
minimum length ∆z. The dependence of the average resistance on the longitudinal
length is weak for the first stage and stronger for the fourth stage, in agreement with
the fact that the first stage resistances rely mainly on the direct contact between su-
perconducting strands and therefore are dominated by far by the distributed contact
resistance value Rd

st. As it can be seen, the error is within 5% even if a very rough
discretization is adopted (∆z = 0.04 m, corresponding to 10 longitudinal elements).
The figure also shows that this error tends asymptotically to zero as the length of
the longitudinal elements is comparable with the diffusion length ldiff (Eq. 4.6), that
in the present case is about 10 mm considering RRR = 100 for the copper.

4.5.3 CICC Termination RF33

An extensive numerical analysis [21] has been performed on a CICC termination built
with the ITER-type CICC RF33 [154], used to manufacture the Russian RFTF1
SULTAN sample [43] and tested in 2009 in the JORDI device [45]. In such device,
the termination sample is tested at liquid helium temperature in the absence of
background magnetic field and mechanical load. A set of shunt resistors in the cryo-
stat permits to feed individual cable strands and/or bundles of strands (channels)
with controlled currents, while other measurement channels take the voltage signals
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Figure 4.13: Discretization of a cable segment into a finite number of longitudinal
elements. Top: view of three Cu or SC strands divided into two longitudinal ele-
ments. Centre: sketch of part of the equivalent lumped network (in steady-state).
Bottom: the transverse contact resistances across each cable section are grouped
into an equivalent resistance Req.
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Figure 4.14: EUTF3-EAS sample. Average adimensional inter-strand resistance as
a function of the length of each cable longitudinal element.
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(a) Pictorial view.

y

z

(b) Mesh of the saddle cross-section.

Figure 4.15: RF33 cable JORDI sample.

which are then used to obtain the resistances.
RF33 conductor parameters are the same as EUTF3-EAS sample (see Table 4.1).

The JORDI sample was produced using a virgin unreacted RF33 cable segment.
Before the heat treatment, at one end the cable bundles were opened and Nch = 150
channels were created, each corresponding to a 2nd stage bundle, characterized by
the cabling scheme (2 SC + 1 Cu)× 3. After the heat treatment, the jacket and the
stainless steel wraps on the cable outer surface only were removed, together with
the strand Cr coating. The termination saddle was made of an array of 14 pairs of
copper blocks with an overall length of 391 mm with intermediate insulating layers,
as shown in Figure 4.15a. The external sizes of the cross-section of each block are
25 and 51 mm, whereas the seat diameter is 39.5 mm. In Figure 4.15b a sketch of
the equivalent network mesh of the saddle is reported, showing only the network
transverse branches. The external surface of the saddle was coated with SnPbBi low
melting superconducting alloy, to create a reference equipotential surface.

Two types of measurements were taken by CRPP on this sample: the inter-strand
resistances and the channel equivalent resistances.

Inter-Strand Resistance Measurement

The inter-strand resistances were taken on a selection of 10 cable strands, chosen on
the basis of their cabling stage and identified by a letter corresponding to the petal
(A to F), and a number, corresponding to the third stage bundle (1 to 5), as shown
in Figure 4.16. The resistances were measured by selecting one of these strands,
identified by D1, as common return lead for all measurements and feeding in turn
the other ones. In this way, a 9× 9 self and mutual resistance matrix R = (Ri,j)
was obtained, as shown in Table 4.2a. The strand combinations give rise to to four
classes Sk, k = 1 . . . 4, of topologically equivalent measurements:

1. strands in the same petal, in adjacent third stages (D1D2),
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Figure 4.16: Sketch of the location of the 2nd stage bundles whose strands have
been selected for the inter-strand resistance measurement. Each sector corresponds
to a cable petal.

Table 4.2: Interstrand resistances measurement: resistance matrices (nΩ).

(a) Measured resistances Ri,jmeas .

A1 A2 A4 C1 C2 C4 D2 D4 E1
A1 8.45 5.13 5.88 4.29 3.90 3.97 3.11 3.31 3.84
A2 5.29 9.06 5.79 4.10 3.90 3.98 3.18 3.13 3.83
A4 5.18 5.44 9.21 3.92 3.88 4.00 3.10 3.36 3.85
C1 3.84 3.91 4.25 7.93 4.35 4.29 3.10 3.10 3.40
C2 2.90 3.86 4.22 4.44 7.98 4.42 3.21 3.23 3.30
C4 3.43 3.87 4.06 4.19 4.35 8.42 3.10 3.23 3.43
D2 3.08 3.11 3.39 3.15 3.14 3.22 6.62 3.08 3.10
D4 3.28 3.23 3.60 3.16 3.25 3.31 2.98 6.72 3.16
E1 3.72 3.66 4.16 3.28 3.26 3.34 3.05 3.18 7.99

(b) Mean value of computed resistances.

A1 A2 A4 C1 C2 C4 D2 D4 E1
A1 8.30 4.79 4.66 3.94 3.94 3.93 3.09 3.41 3.94
A2 4.79 8.26 4.66 3.94 3.94 3.93 3.09 3.41 3.94
A4 4.66 4.66 8.31 3.94 3.94 3.93 3.09 3.41 3.94
C1 3.94 3.94 3.94 7.79 4.36 4.17 3.09 3.41 3.70
C2 3.94 3.94 3.94 4.36 7.81 4.18 3.09 3.41 3.70
C4 3.93 3.93 3.93 4.17 4.18 7.80 3.09 3.41 3.69
D2 3.10 3.10 3.10 3.12 3.12 3.11 6.27 3.12 3.08
D4 3.41 3.41 3.41 3.41 3.41 3.41 3.09 6.82 3.41
E1 3.94 3.94 3.94 3.70 3.70 3.69 3.09 3.41 7.77

2. strands in the same petal, in not adjacent (opposite) third stages (D1D4),

3. strands in adjacent petals (D1C1, D1C2, D1C4 and D1E1) and

4. strands in not adjacent petals (opposite) (D1A1, D1A2 and D1A4).

Since different values of resistances Ri,j are measured also among strands of the
same class Sk, due to the different geometries determined by the bundles initial
angular phases, a Montecarlo numerical approach has been adopted, simulating a
set of Nph = 50 identical terminations differing from each other only as regards
their variable initial phases ΘΘΘn, with each array entry randomly generated to be
uniformly distributed in ]−π;π]. The mean value of the computed resistance matrix
is reported in Table 4.2b. The agreement between measured and computed values
can be considered very good, taking into account the measurement accuracy (≤ 1 nΩ
[45]) and the magnitude of the antisymmetric component of the measured matrix,
whose entries are up to 13%, while they should be ideally zero.

The optimization strategy and the results assessment has been done considering
the classes Si, rather than the whole resistance matrix R. The assumption is that,
considering a large set of terminations, the mean values of the self and mutual
resistances Ri,j tend to common limits depending only on the classes the strands i
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Table 4.3: Measured class resistances matrices.

(a) Class resistances Rc
k,smeas

[nΩ].

Class 1 2 3 4
1 6.62 3.03 3.13 3.16
2 3.03 6.72 3.20 3.32
3 3.13 3.20 8.08 3.89
4 3.16 3.32 3.89 8.91

(b) Class data range ∆Rc
k,smeas

[%].

Class 1 2 3 4
1 0.0 3.3 5.4 9.8
2 3.3 0.0 6.6 14.2
3 5.4 6.6 6.1 35.7
4 9.8 14.2 35.7 8.5

and j belong to:

lim
Nph→∞

mean(Ri,j) = Rc
k,s; ∀i ∈ Sk and ∀j ∈ Ss, (4.10)

since, on the average, the mean distance and the number of contacts between couples
of strands belonging to the same class is the same. Therefore, it is possible to define
a matrix of the self and mutual resistances between classes Rc =

(
Rc
k,s

)
for both

the computed and the measured values.
To evaluate the range of variation of the measured samples, the measured data

class range ∆Rc
k,smeas

is defined:

∆Rc
k,smeas = 100 · max(Ri,jmeas)−min(Ri,jmeas)

Rc
k,smeas

, (4.11)

where Rc
k,smeas

is the mean of the measured samples Ri,j in which i ∈ Sk and ∀j ∈ Ss.
∆Rc

k,smeas
is related to the dispersion of measured values that should be equal on the

average: large values of it mean measured data relatively unreliable to be compared
with the average computed data. Table 4.3 reports the measured values Rc

k,smeas
between the strands of the different classes and the corresponding measured class
ranges: values about few percent or ten percent are present, with the exception of
mutual resistances between strands of class 4 and 3, for which 35.7% is reached. A
null value indicates that only one measured sample was available for such class.

The elementary inter-strand resistances have been optimized minimizing a second
parameter, the computed data class error ∆Rc

k,sσ
:

∆Rc
k,sσ = 100 ·

Rc
k,smean

−Rc
k,smeas

σk,s
, (4.12)

in which σk,s is the standard deviation of the computed samples Ri,j in which i ∈ Sk
and ∀j ∈ Ss. ∆Rc

k,sσ
is related to the probability that a given measured value

has to be computed considering the random array ΘΘΘ. This probability depends
on the type of statistical distribution of the computed data, however its value is
expected to be high when the measured value is close to the average computed
one. As an example, in the presence of a gaussian distribution, a measured value
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Table 4.4: Computed class resistances matrices optimized minimizing the computed
data class error ∆Rc

k,sσ
.

(a) Class resistances Rc
k,scomp

[nΩ].

Class 1 2 3 4
1 6.22 3.09 3.09 3.09
2 3.09 6.82 3.41 3.41
3 3.09 3.41 7.79 3.94
4 3.09 3.41 3.94 8.29

(b) Class data error ∆Rc
k,sσ

[%].

Class 1 2 3 4
1 112 -27 21 34
2 -27 -42 -105 -46
3 21 -105 100 -25
4 34 -46 -25 210

Table 4.5: Computed class resistances matrices optimized fitting the results of an
individual termination.

(a) Class resistances Rc
k,scomp

[nΩ].

Class 1 2 3 4
1 6.81 3.38 3.39 3.39
2 3.38 7.46 3.73 3.73
3 3.39 3.73 8.46 4.28
4 3.39 3.73 4.28 8.98

(b) Class data error ∆Rc
k,sσ

[%].

Class 1 2 3 4
1 -49 -152 -113 -100
2 -152 -288 -249 -192
3 -113 -249 -123 -178
4 -100 -192 -178 -22

corresponding to ∆Rc
k,sσ
≥ 200 has a probability to be computed of 2.25%. Table

4.4 reports the computed resistances Rc
k,scomp

and the class error ∆Rc
k,sσ

obtained
after the optimization of the elementary inter-strand resistances. The histograms of
the computed class inter-resistances are reported in Figure 4.17. In any case the the
measured mean values are within the estimated variation of the resistances given by
the Montecarlo simulation.

The effectiveness of the Montecarlo approach can be demonstrated also consid-
ering the results of another Montecarlo simulation reported in Table 4.5. In this
case, The elementary inter-strand resistances optimization in this case has been per-
formed to better fit the results of an individual termination, corresponding to a
given ΘΘΘ value. The elementary contact resistances have been optimized by mini-
mizing the RMS error between the computed and measured diagonal entries of the
resistance matrix R. With this second set of parameters, the top value of |∆Rc

k,sσ
|

is increased, and the average |∆Rc
k,sσ
| value passes from 61% up to 153%, which

means that the previous model parameters give results that can be measured with
larger probability.

Channel Equivalent Resistances

Further with respect to similar measurements on CICC samples, in the present case
the resistances towards the termination resistive saddle were also measured. To this
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Figure 4.17: Computed resistances histograms and comparison with the measured
values, marked by a vertical line.
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Figure 4.18: Channel equivalent resistances analysis.

purpose, all the channels were simultaneously fed with nominally identical currents
ik, thanks to a set of calibrated additional resistances in series between the power
supply and the channels leads. The voltage across the relevant additional resistance
was used to measure the kth channel current; the voltage uk between the channel lead
and the saddle gave the equivalent resistance. The schematic of this measurement
circuit is reported in Figure 4.18a.

Considering the termination under test as an equivalent linear resistive network
Nch-dipole, having the saddle as common return node for all its ports, the relation
between the arrays of channel currents I and voltages U can be expressed as:

U = R∗ · I, (4.13)

where R∗ =
(
R∗k,s

)
is the matrix of the self and mutual resistances between channels.

In the presence of all equal currents ik the channel equivalent resistance can therefore
be expressed as:

Rchk =
Nch∑
s=1

R∗ks, (4.14)

where R∗ks is the generic entry of the Nch-dipole resistance matrix R∗.
The same elementary inter-strand resistances determined with the previous Mon-

tecarlo simulation are used to model the channel equivalent resistances, although in
this case such statistical approach is not necessary. The channel equivalent resis-
tances indeed depend significantly only on θ1, the first entry of ΘΘΘ. θ1 is the initial
angular phase of the petal and it affects directly the angular relative positions be-
tween all the petals and the saddle. Its value has been adjusted to fit the measured
channel resistance distribution. The impact of θ1 on the inter-strand resistances
statistical distributions described in the previous section is negligible.

The distribution of the measured Rchk is shown in Figure 4.19a, where it is com-
pared with the computed values. In the present case, each petal corresponds to 25
channels. As it can be seen, the computed channel resistances match well the lower
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Figure 4.19: Measured channel equivalent resistances as a function of the channel
number and computed values.

measured values, however the measured values show discontinuities for channels 25
and 75, corresponding to petals 2 and 3, not reproduced by this model. With the
THELMA standard model, in which a uniform saddle-strand contact resistance was
present and Rs

st = Rs
sdl, there was no way to get a distribution of channel resistances

showing these discontinuities.
An alternative hypothesis is to consider Rs

st independent from Rs
sdl and to admit

a non uniform saddle-strand contact resistance, from here on referred to as defect
[17]. It must be clear that this assumption is only a functional hypothesis based on
the THELMA model: any extrapolation of the quality of the saddle-strand contact
in the real termination should be verified with further electrical tests and visual
inspections. On the other hand, similar features of the measured data may be due
also to other unknown characteristics of the measurement circuit or the sample, e.g.
a non perfectly equipotential saddle surface.

In THELMA, a defect of the saddle surface is represented in terms of one or
more saddle additional resistances Rs

sdlak associated to rectangular domains Dk of the
saddle seat surface. These resistances are independent on the Rs

sdl parameter, which
is considered uniform for any contact at the saddle surface. Each domain is limited
by its lower and upper longitudinal coordinates x1k , x2k and angular coordinates
around the saddle seat, ϕ1k and ϕ2k . With this feature, five new degrees of freedom
are therefore added to the model per each new defective zone. Since the target of
this analysis is only to give one possible interpretation of the experimental results
a model as simple as possible has been considered, in which a single defective zone
is present at the contact surface with x1 = 0, x2 = 151 mm, ϕ1 = π, ϕ2 = 2π rad,
as shown in Figure 4.18b. The resulting channel resistances are plotted in Figure
4.19b. The adopted value of additional resistance Rs

sdlak is so high that, in the zone,
a negligible conductance existed between saddle and strands. As it can be seen,
discontinuities are now present also among the computed resistances and the two
curves are much closer to each other. This defect lead to only negligible variations
to the inter-strand resistance measurements described previously, since the impact
of the saddle surface defect is negligible in such case.
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Chapter 5

Analysis of the
Voltage-Temperature
Characteristic of a CICC sample

The performance characterization in complex cables like CICC sam-
ples is typically done through the measurement of voltage-current or
voltage-temperature characteristics. However, in some cases the un-
derstanding of the experimental results is not an easy task. The volt-
ages are generally measured on the steel jacket outer surface, but the
relationship between them and the actual voltages acting on the su-
perconducting strands is not trivial. Scattered positive and negative
voltages are indeed measured on the jacket even if no resistive tran-
sition has occurred in the superconducting sample. Moreover, when
transport current is ramped, both positive and negative voltage drifts
can be measured, depending on the voltage tap location.

In this Chapter, the experimental data of a voltage-temperature
characteristic measured on a ITER TF CICC sample is analyzed as
a validation of the coupled thermal-electromagnetic THELMA code.
First, the mechanism producing the scattered jacket voltages is de-
scribed thorough a revised electromagnetic-only modeling of the con-
ductor. Then, the coupled thermal-electromagnetic modeling is used
to reproduce both electrical and thermal measurements, showing a
very good agreement.

111
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5.1 The SULTAN Facility

The analyses presented in this Chapter are based on measurements performed at
the SULTAN facility in Villigen (CH) [39], where ITER CICC samples are tested
and characterized. A typical SULTAN sample is made of two flanked straight CICC
segments, called legs, connected in series by a joint and to the power supply by two
terminations. The overall sample length is about 3.6 m. Since the cooling helium
flows from the joint to the terminations in both legs, the flow is counter-current
in one leg and concurrent in the other, with respect to the transport current. The
background magnetic induction is provided by three pairs of superconducting coils,
that generate a maximum induction of about 11 T along the sample 450 mm long
high-field zone. A transport current up to 100 kA is supplied to the sample by a
superconducting transformer.

One of the typical performance evaluations done in SULTAN is the measurement
of the voltage-temperature characteristic. At a given electromagnetic operating con-
dition, i.e. given magnetic field and transport current, the voltage along the cable is
measured at different levels of forced-flow helium temperature, in order to assess the
so-called current-sharing temperature Tcs, defined as the temperature at which the
voltage along the cable reaches a threshold value. This threshold is conventionally
set to 10µV/m, similarly to the voltage-current characteristic measurements in the
individual superconducting strands (see Section 1.4). To better evaluate the voltage
distribution along the jacket outer surface, in SULTAN several groups of voltage
taps referred to as crowns or stars are placed at given locations along the sample
[42]. Each crown is composed by six independent voltage taps equally spaced around
the outer jacket surface. In addition, Cernox sensors are placed in given locations
along the jacket outer surface to perform a calorimetric estimation of Tcs [42].

5.2 Sample and Test Description

In the following, the analysis of TFPRO2 conductor re-test is presented [43]. The
conductors OST1 and OST2, both made by internal-tin Nb3Sn superconducting
strands, form respectively the right and left leg of the sample. The complete sample
is sketched in Figure 5.1 together with the electrical and thermal instrumentation.
The free cable length, that is the length of the sample except the terminations and
the joint, is about 2.6 m. Considering both legs, 22 temperature sensors and 38
voltage taps are present [42]. The voltage taps includes 14 voltage pairs and four
crowns, two of them at the ends of the free cable of each leg (Sc,1−Sc,3 and Sc,2−Sc,4)
and two located astride the high field zones (Sj,1−Sj,3 and Sj,2−Sj,4). Five couples
of temperature sensors per leg are present, plus one sensor at each pipe inlet. The
discrepancy among each couple of sensors placed in the same leg at the same location
is < 10 mK in the worst case [42]. The signals of sensors T1 and T7 on the left leg
have been discarded because of their erratic behavior, probably because the adhesive
tape bonding to the jacket/pipe became loose [42].



5.2 Sample and Test Description 113

Figure 5.1: Sketch of the SULTAN sample and its instrumentation, courtesy of Denis
Bessette, ITER/IO.

0

20

40

60

80

0 500 1000 1500 2000

S
am

p
le

tr
an

sp
or
t
cu
rr
en
t
I t

[k
A
]

0 500 1000 1500 2000
4

5

6

7

H
el
iu
m

in
le
t
te
m
p
er
at
u
re

T
in h
e
[K

]

Time t [s]

Figure 5.2: Sample transport current It and helium inlet temperature T in
he as a

function of time during the Tcs test TFPRO2D111005.



114 Analysis of the v(T ) Characteristic of a CICC sample

The central channel of the CICC is plugged by a 1.5 m long steel rod which
extends into the high field region to force the flow in the strand bundle and reduce
the temperature and mass flow rate gradients over the cable cross section [43]. A
local heater1, installed on the left leg (OST2) at a distance of one cm after the joint,
is used to unbalance the temperature among the legs and hence allow reaching high
voltage in OST2. In these conditions, larger discrepancies, up to 50 mK, can be
found between the couples of sensors of T3 vs. T3,a and T5 vs. T5,a, probably due to
an uneven heat deposition in the sample outer surface by the heater [42].

During the test considered for the present analysis, the transport current is
ramped to the nominal value of 68 kA with intermediate steps at 20 and 40 kA, as
reported in Figure 5.2. As shown in the same graph, the helium inlet temperature is
varied through subsequent steps after the electromagnetic conditions are stabilized.
The local heater on the left leg has been switched on, bringing the initial temperature
in OST2 up to about 6 K, compared to the initial temperature of about 4.425 K at
the helium inlet and on the right leg.

5.3 Electromagnetic Modeling

The electromagnetic-only modeling of TFPRO2 had already been performed with
an old version of the THELMA code and presented in [35]. In that version, a
good fit between measured and computed electrical quantities was found with an
excessively large value of the steel jacket longitudinal electrical resistivity. The
validation of the THELMA new thermal model gave the opportunity to review the
model parameters with the coupled thermal-electromagnetic analysis, presented in
the following section.

The left leg, exposed to the highest temperature due to the local heater, is mod-
eled along the complete free cable length, with a discretization of about 0.9 cm per
longitudinal elements, corresponding to 300 elements. The cross-section is repre-
sented with the six petals and with 12 jacket elements (JE), suitably inductively
coupled as explained in Section 3.3.2. As boundary conditions, the joint and the
termination are represented by an equivalent lumped network computed on the ba-
sis of the joint/termination geometry. The network representing the jacket-joint
termination is a star of resistors RJT, connecting each JE to a reference node of
the joint/termination lumped network, as shown in Figure 5.3. The background
field and the inductive coupling exerted by the right leg and by the superconduct-
ing coils have been taken into account thanks to suitable current loops. It must
be highlighted that the choice of a resistive-only lumped network to represent the
joint/termination and the discretization in six petals rather than in smaller cable
elements may lead to an inaccurate modeling of some inductive phenomena acting
during the transport current ramps. However, the present analysis is more focused
on the validation of the coupled thermal-electromagnetic model in particular during

1Polyimide heater, model Minco HK5162R52.3L12F [42].
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Figure 5.3: Electromagnetic modeling. a) Topology of the cable + jacket - termina-
tion interface. b) Equivalent networks to model the boundary conditions.

the helium temperature increase, therefore the level of detail used is accurate enough
for such purposes.

The critical surface of the OST2 strand is described with the Twente/ITER
scaling law [83] with the parameters reported in Table 2.3. A uniform value of
the uniaxial strain ε = −0.46% has been assumed, obtained as a fitting parameter
comparing the simulation results with experimental data. The n-index has been
assumed correlated to the critical current with:

n = 1 + 3.535 · I0.339
c , (5.1)

as reported in [83], valid for T > 6 K. In the bare electromagnetic modeling, the
conductor temperatures have been set considering the experimental data measured
by the Cernox sensors.

As a reference value, the inter-petal resistance per unit length rpet
c has been

set to about 1µΩ·m, in the range of the typical inter-petal resistance in the case of
wrapped bundles [82]. As regards the jacket-petal resistance per unit length rjck−pet

c ,
a reference value of about 2µΩ·m has been chosen, slightly larger than the values
proposed in [82]. A sensitivity analysis on both parameters has been performed, as
reported in the following.

5.3.1 Results

In Figure 5.4 and 5.5 the experimental and computed voltages between respectively
the couple of crowns Sc,1 and Sc,3 and Sj,1 and Sj,3 are reported. The measured volt-
ages have been smoothed with a moving average to reduce the experimental noise.
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Figure 5.4: Voltages between the six couples of taps of crowns Sc,1 and Sc,3 (whole
sample), test TFPRO2D111005.
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Figure 5.5: Voltages between the six couples of taps of crowns Sj,1 and Sj,3 (high
field zone), test TFPRO2D111005.
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A post-processing has been instead applied on the computed voltages, to include
the effect of the spurious inductive voltages acting on the voltage taps connections
during the transport current ramps, as described in [139]. The computed voltages
are in very good agreement with the experimental data, from both the qualitative
and the quantitative point of view. The numerical model foresees a slightly uneven
current distribution among the petals, with maximum variations of 7-8% compared
to the petal average current.

Some sensitivity analyses have been performed to check the results correctness.
For example, a sample with a different phase set has also been studied, showing
only negligible differences. More detailed studies have been performed regarding the
numerical convergence of the results and the jacket voltages dispersion.

Numerical Convergence

To test the numerical stability of the results, discretizations in 150 and 600 longi-
tudinal elements have also been considered. In particular, both the cable computed
losses and voltages have been analyzed. Indeed, the cable losses are the input of
the thermal model, and a check of their correctness and numerical stability should
be performed before considering the coupled THELMA code, as explained in the
following section.

As regards the cable losses, only negligible differences can be found, since the
mean relative differences among the reference case with 300 elements and the cases
with 150 and 600 elements are in any case less than 0.1%. The same conclusion
applies to the computed voltages astride the high field zone (crowns Sj), since the
maximum difference between the different discretizations is in any case lower than
0.1µV, less than the experimental accuracy. As regards the computed voltages on
the crowns Sc, minor differences are visible, as reported in Figure 5.6a, since the
discretization with 150 elements introduces an overestimation on all the voltages.
However, it must be noted that the Sc signals, being measured near the joint and
the termination, are affected by the boundary conditions, in particular on the value
of RJT, as shown in Figure 5.6b in the case of the model with 300 elements. Since
no experimental data are available and simple analytical estimations cannot be per-
formed on RJT, it has been chosen equal 30µΩ to better fit the measured voltages.

In conclusion, since a proper value for RJT cannot be assessed a priori and
because the qualitative behavior of the experimental signals is reproduced in any
case, the results can be considered sufficiently stable with the discretization.

Jacket Voltages Dispersion

As already reported in [35], the voltage scattering among the signals of the couple
of crowns Sc and Sj is very sensitive to the ratio between the distance among the
voltage taps Ltaps and the petal twist pitch tpet. The voltage dispersion δv, defined as
the maximum voltage difference between voltage taps of the same couple of crowns,
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c .

is shown in Figure 5.7 in the case of the signals Sj. δv is almost zero if:

Ltaps = k tpet, k ∈ N, (5.2)

whereas the peak value is obtained for a distance:

Ltaps =
(
k + 1

2

)
tpet, k ∈ N. (5.3)

In the present case, the nominal distance between Sj,1 and Sj,3 is 1 m and tpet is
44 cm, thus an intermediate value for the voltage dispersion is obtained, in quite
good agreement with the experimental value. Similar features can be found analyz-
ing the crowns Sc.

In Figure 5.7 the dependence of δv on the inter-petal resistance per unit length
rpet

c is also shown. Large values of rpet
c result in a much reduced voltage dispersion

compared to experimental data, whereas only minor differences compared to the
reference case can be found in the case of smaller rpet

c . Similar features can be
observed also varying the jacket-petal resistance per unit length rjck−pet

c instead of
rpet

c .

5.4 Coupled Thermal-Electromagnetic Analysis

The target of the coupled thermal-electromagnetic analysis is to reproduce not only
the measured voltages, but also the temperature distribution along the sample. The
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Figure 5.8: Temperatures on the left leg, test TFPRO2D111005.
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temperatures measured on the left leg during the Tcs test by the Cernox sensors are
reported in Figure 5.8a. Since two sensors are available at the same location along
the sample, their mean value has been considered. Considering the helium flow
direction, that is counter-current compared to the transport current, T3 is measured
just before the high field zone, T5 just after it and T9 at half meter from T5, as shown
in Figure 5.1. T7 and T11 are not reported here, being very similar respectively to
T5 and T9. The measured pressure of the inlet/outlet helium is 1.034 MPa, constant
during the test. The mass-flow rate ṁ ranges between 2.55 g/s before the transport
current ramps and 2.2 g/s at the end of the test, with a mean value of 2.4 g/s
that has been adopted for the numerical analyses. As described in the following,
the impact of mass-flow rate on the simulation results has been checked with a
sensitivity analysis. Since the central channel of the CICC is plugged for the large
part of the sample length, the only void fraction internal to the petals has been
taken into account for the helium channel cross-section area.

The free cable length has been discretized into six petals and 300 longitudinal
elements, as it is in the electromagnetic model. Considering Figure 5.8a, four main
heat sources can be identified:

1. the difference between T in
He (Figure 5.2) and the temperature measured in the

left leg is due to the heat deposited by the local heater placed close to the
joint on the jacket outer surface. Since presently a thermal description for
the jacket is not foreseen, a simplified model has been adopted. The Joule
power produced by the DC heater current of 0.55 A on the heater resistance
of 52.3 Ω has been evenly distributed on the six cable petals, with suitable
heat-flow generators. Multiple generators have been used for each petal in
order to correctly reproduce the heater length and position.

2. The first temperature increases, visible on all the sensors before 800 s, are not
related a variation of the helium inlet temperature, but to the DC Joule losses
produced by the transport current in the joint, that cause a small helium tem-
perature increase that affects the sample downstream. To model this effect in
the thermal network, the six petals have been extended also in the joint region.
Since a thermal model for the copper blocks in the joint is not foreseen yet, a
description similar to the heater has been adopted. The Joule losses produced
by the time-depending transport current on the joint resistance modeled in
the electromagnetic module have been evenly distributed both along the joint
length and among the six petals with equivalent heat-flow generators.

3. The steps produced by the inlet helium temperature variation have been mod-
eled thanks to a time-dependent temperature generator connected at the inlet
helium thermal node. This network component represents the only Dirichlet
condition applied;

4. When the sample approaches high temperature and voltage, significant losses
are produced in the cable, almost completely located in the high-field zone,
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characterized by a lower temperature margin. The effect on the measured
temperatures is the difference visible in the last two temperature steps be-
tween T3 (upstream the high-field zone) and T5 and T9 (downstream). This
phenomenon is already accounted by the coupling between the thermal and
electromagnetic module2. Small losses are produced also in the jacket, but
their amount is negligible compared to the cable losses.

5.4.1 Results

In Figure 5.8b the mean temperature of the cable computed by the coupled thermal-
electromagnetic analyses at the Cernox sensors locations is reported, showing a very
good agreement with measurements. The computed voltages of the crowns Sc and
Sj are very similar to the ones obtained with the electromagnetic-only model (see
Figure 5.4 and 5.5), thus in good agreement with experimental data. The computed
temperature distribution along the sample is quite uniform among the petals and
very close to the computed helium temperature. The only exceptions are the region
astride the local heater and the high-field zone, as reported in Figure 5.10. In
this Figure, that shows the computed temperature distribution at t = 2000 s, the
temperature increases due to the DC cable losses in the high-field zone and due to
the local heater are noticeable.

Also in this case, some parametric analyses have been performed to assess the
results validity of the coupled modeling.

Numerical Convergence

The numerical convergence has been analyzed in the same way as the electromagnetic
model. Longitudinal discretizations into 150 and 600 elements have been studied
together with the reference case with 300 elements, comparing the results in terms
of both computed voltages and temperatures. This analysis has been performed also
to check the existence of possible numerical instabilities due to the advective term
in the thermal network3, but no evidences of this issue have been found.

The result of the analysis is that the discretization with 300 longitudinal ele-
ments is enough accurate for a detailed description of the sample. Comparing the
discretizations with 300 and 600 longitudinal elements, the maximum difference in
the computed temperatures is less than 5 mK, except in the small region covered
by the heater, where it is slightly larger (≈ 30 mK) but in any case comparable
or lower than the measurement accuracy. The effect of such temperature difference
is a relative difference of less than 2% in the computed voltages, corresponding to
a maximum error lower than 0.8µV. On the other hand, the discretization with
150 elements shows much larger discrepancies compared to the reference case, some
tenths of mK in temperature and up to some µV in voltage.

2See Section 3.5, page 80.
3See Section 3.4.2, page 75.
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Figure 5.9: Voltages computed by the coupled thermal-electromagnetic model be-
tween the crowns Sc and Sj, test TFPRO2D111005 (to be compared with Figure 5.4
and 5.5).
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The results presented above have been obtained using Θmax = 10−2 K as a thresh-
old for the coupling among thermal and electromagnetic models4. Simulations with
reduced thresholds down to 10−3 K show only negligible differences, proving the
correctness of the results concerning this aspect.

Impact of Helium Parameters

According to the commonly used correlations5, in the present case the convective
heat transfer coefficient hc varies in the interval [200; 350] W/(m2·K) through the
temperature range of interest. Values for hc equal to 200, 275 and 350 W/(m2·K),
constant and uniform along the sample, have been considered. Maximum differences
up to 0.1 K can be found on the computed temperatures, that result in slightly dif-
ferent computed voltages only when approaching the resistive transition, as reported
in Figure 5.11.

A much larger sensitivity is instead observed on the mass flow rate ṁ, as shown
in Figure 5.12a. A value of 2.3 g/s, more suitable for the description of the last part
of the measured data, results in a much anticipated resistive transition compared to
the reference case of 2.4 g/s. However, it must be noted that all of these analyses
have been performed with the same value of uniaxial strain ε = −0.46%, that is a
fitting parameter in the absence of further information. The code is able in any case
to reproduce the experimental data, provided that ε is varied accordingly. In Figure
5.12b the computed voltages of the crowns Sj are reported for different choices for
ṁ, but in this case also the uniaxial strain has been trimmed in order to better fit
the measurements. Only minor discrepancies both in the computed temperatures

4See Section 3.5, page 80.
5See Appendix A.5.1, page 205.
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Figure 5.11: Impact of different convective heat transfer coefficients hc on the mean
computed voltages between the crowns Sj,1 and Sj,3. Values of hc in W/(m2·K).

(≈ 50 mK) and voltages are visible in this case, even if very small changes of ε have
been used. Thus, presently more accurate numerical results cannot be assessed, in
the absence of precise data regarding the strain and because of the limitations of
the model in terms of the description of the helium fluid dynamics.

5.5 Conclusions

The capability of the coupled thermal-electromagnetic THELMA code in reproduc-
ing both electrical and thermal measurements on a CICC sample during a voltage-
temperature test has been demonstrated. A small set of parameters is necessary
for this kind of computation. In particular, the brand-new thermal model is able
to reproduce experimental data imposing only the helium inlet temperature and
mass-flow rate, whereas a bare electromagnetic modeling needs experimental data
from temperature sensors all along the sample to correctly evaluate the current dis-
tributions and the DC losses. The petal twist pitch, the distance among the taps
and the contact parameters, i.e. the inter-petal and jacket-petal resistances, have
an important role as regards the reproduction of the voltage dispersion measured
on the jacket outer surface. The uniaxial strain and the mass-flow rate have instead
a paramount importance as regards the resistive transition of the sample, both in
terms of temperatures and voltages.
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Figure 5.12: Impact of mass flow rate ṁ on the mean computed voltages between
the crowns Sj,1 and Sj,3 with different choices for the uniaxial strain.
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Chapter 6

Quench Longitudinal
Propagation in Impregnated
Coils

The quench detection systems employed in superconducting magnets
are generally based on resistive voltage measurements along the coil.
Indeed, as a quench propagates along the conductor from the initial
starting point, an electrical resistance increasing with time is devel-
oped. It is well known, both experimentally and theoretically, that the
propagation of the normal-conducting zone occurs with a rather con-
stant longitudinal velocity, after the initial transients have decayed.
This quench longitudinal propagation velocity vlq is therefore an im-
portant parameter, since the magnet resistance growth and therefore
the time needed to detect a quench are strongly related to it.

The focus of this Chapter is the analysis of the quench longitu-
dinal propagation in impregnated coils. The case study is the Short
Model Coil, a small racetrack magnet wound with a Nb3Sn Rutherford
cable, produced and tested at CERN, Geneva (CH). In the following,
experimental, theoretical and numerical results are presented. Some
important aspects of superconducting cables modeling are described in
detail. Different analytical and numerical models for the transition
from superconducting to normal-state are summarized, introducing
the generation function, that models the losses produced by the cable
in so-called current-sharing regime.

129
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6.1 Short Model Coil

The Short Model Coil (SMC) project is aimed at the design, production and test of
Nb3Sn racetrack sub-scale coils in a dipole configuration in order to reach magnetic
fields at least of 12 T on the conductor [10]. The assembly and the cross-section of
one of these magnets are shown in Figure 6.1a and 6.1b. The design foresees one
or two coils, mounted in a shell-based structure employing the so-called bladders
and keys technique to control the assembly mechanical pre-load [138]. Each coil is
composed by two layers, each featuring Nt turns, in the so-called double pancake
design. The turns are packed to each other and suitably distanced with two spacers
at the coil ends to achieve the maximum magnetic field in the 15 cm long straight
part of the turn [114]. In this way, the turns form three groups at the coil ends, as
shown in Figure 6.1c and 6.2. An iron yoke covers the central straight part of the
windings to concentrate the flux lines in this region [114].

In the following, the SMC3 version of the magnet is considered, which has reached
a maximum field on the conductor of about 12.5 T at a cooling temperature of 1.9 K
[10]. The coil and conductor data are summarized in Table 6.1. SMC3 is composed
by two coils with 21 turns on each layer, wound with a Rutherford cable featuring 14
strands (see Figure 6.1d). The superconducting strand has been produced with the
PIT process, with a non-Cu critical current density of about 2.4 kA/mm2 at 12 T
and 4.2 K and a RRR ranging between 70 and 80. The analyses of this work1 are
focused on the quench longitudinal propagation velocity measured during several
tests both at a cooling temperature of 1.9 and 4.2 K.

6.1.1 Magnet Instrumentation

Each coil layer is equipped with eight voltage taps. One is located at the coil
inlet/outlet, two in the low-field zone, one just after the innermost spacer and four
in the high-field zone. The voltages are measured between couples of neighboring
voltage taps, in this way collecting 15 signals for each coil. Table 6.2 summarizes the
voltage taps of one coil of SMC3, whereas in Figure 6.2 a sketch of the voltage taps
is reported. The measuring equipment embedded in each coil is completed by other
devices that are not relevant for the present work, like strain gauges, Hall probes
and spot heaters.

The first part of the connections with the voltage taps lays on printed circuits
called traces, visible in the coil top view shown in Figure 6.1c. They are made of
stainless steel strips, glued and pressed on top of a 25 µm polymide sheet [10]. The
stainless steel sheet is then coated by metallization with a 20 µm layer of copper
and the traces are printed and engraved.

1The research leading to these results has received funding from the European Commission under
the Transnational Access activity of the FP7 Research Infrastructures project EUCARD-2, grant
agreement no. 312453.
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Table 6.1: Summary of the main features of SMC3.

Number of turns per layer Nt 21
Number of turns for each group 17/2/2
Straight section length L [mm] 150
Pole half width rint [mm] 40
Interlayer insulation thickness tint [mm] 0.2
Mid-plane insulation thickness tmid [mm] 1.6
Bare cable width wc [mm] 10
Bare cable thickness tc [mm] 2.2
Cable insulation thickness tins [mm] 0.1
Cable transposition pitch ltr [mm] 60
Strand diameter dst [mm] 1.25
Number of cable strands Nst 14
Short sample current Iss @4.2 K [kA] 14
Peak field @Iss, 4.2 K [T] 12.5− 13

(a) Magnet assembly. (b) Magnet cross-section.

(c) Coil top view.
(d) Cable cross-section.

Figure 6.1: SMC3 magnet (courtesy of CERN).
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Table 6.2: Summary of the voltage taps signals for one coil of SMC3.

Coil part Signal name No. of turnsUpper Layer Lower Layer
Outermost turns 162-32 31-161 8
Straight low field section 32-42 41-31 -
Remaining outer turns 42-112 111-41 8.5
Middle and inner groups 112-52 51-111 3.5
Straight high field section 52-62 61-51 -
Pole turn 62-102 101-61 -
Straight high field section 102-72 71-101 -
Layer jump 72-71 -

Figure 6.2: Sketch of the SMC3 voltage taps.
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Figure 6.3: Time of Flight method in SMC3 magnet.

6.2 Experimental Evaluation

Experimental data from several quenches are available for SMC3, at different levels
of magnet current ranging from 11 to 14 kA. The large majority of the quenches
(75%) start in the high field zone in the straight part of coil 1, in particular most
of them are located in the coil section named 102-72 [10]. From the voltage taps it
is possible to estimate the quench longitudinal propagation velocity vlq thanks to
the Time of Flight (ToF) method. As shown in Figure 6.3a, a resistive voltage is
developed in adjacent sections of the coil as the quench propagates longitudinally.
The ToF method is based on the estimation of the delays t1 and t2 between the
voltage growth in neighboring coil sections, since the distance dtaps between the
taps is known (in the present case 13 cm):

vToF
lq = dtaps

t1 + t2
. (6.1)

The delays are computed considering a fixed voltage threshold for the signals, i.e.
some mV. The measured vToF

lq are reported in Figure 6.3b as a function of the
magnet current for tests at 1.9 K and 4.2 K. The values range between 10 and
25 m/s, showing a clear temperature dependence due to the different temperature
margin, that is the difference between the bath temperature and the temperature
at which the conductor starts to generate DC losses. The velocity increases with
the magnet current, mainly due to the larger Joule losses produced, but also as a
consequence the reduced temperature margin as the magnetic induction is increased.
The accuracy of the measurements can be assessed considering a spread of about
1-2 m/s for quenches at similar magnet current and same temperature.
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6.3 Analytical Models

Several analytical models for the quench longitudinal propagation velocity vlq are
available in literature, for example [58] [185] [188]. All of these theories are based on
a 1D model of the conductor, in which the material properties are suitably averaged
according to the relevant cross-section fractions. Generally, the only contribution
of the copper-superconductor composite is considered, i.e. insulating materials are
neglected. Indeed, the time constants of heat diffusion are inversely proportional to
the material thermal diffusivity Dth, that is the ratio between thermal conductivity
k and volumetric heat capacity ρcp:

Dth = k

ρcp
. (6.2)

In the case of copper, the order of magnitude of Dth is around 1 m2/s, i.e. many
orders of magnitude larger than the value of common insulating materials like
polyimide, G10 and epoxy resin2, in which the thermal diffusivity is lower than
10−4 m2/s. Thus, it is generally assumed that the heat does not diffuse appreciably
into the insulation during quench front traveling [146] [188].

Since the following study is focused on impregnated coils, the heat exchange with
helium can be neglected. Thus, the following heat balance equation can be written:

∂

∂x

(
k
∂T

∂x

)
− ρcp

∂T

∂t
+G(T ) = 0, (6.3)

where G(T ) is the so-called generation function [W/m3], that models the heat pro-
duced by the conductor when passing from superconducting to normal-conducting
state. This function is generally approximated as:

G(T ) =
{
ρEJ

2
t , T > Ttr,

0, T < Ttr,
(6.4)

where ρE is the equivalent electrical resistivity of the conductor (by far dominated
by copper), Jt is the engineering transport current density and Ttr is a suitable
transition temperature, intermediate between the bath temperature T0 and the crit-
ical temperature Tc. Detailed discussion on the choice of Ttr can be found in the
following. Since only the metallic components of the conductor are considered,
Wiedemann-Franz law ρEk = L0T is employed2, being well verified in the range of
temperature of interest of this analysis.

Quench propagation models are based on the assumption that the temperature
profile propagates along the cable with a velocity vlq without changing its shape. In
these conditions, Eq. (6.3) can be rewritten with a change of variables z = x− vlqt:

d
dz

(
k

dT
dz

)
+ vlqρcp

dT
dz +G(T ) = 0, (6.5)

2See Appendix A for details.
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that leads to:
k

d2T

dz2 + dk
dT

(dT
dz

)2
+ vlqρcp

dT
dz +G(T ) = 0, (6.6)

The coordinate z = 0 represents the traveling boundary between the superconduct-
ing and the normal-conducting zone. With the approximation (6.4), Eq. (6.3) can
be solved separately in the normal-conducting and superconducting zone, imposing
the boundary condition: (dT

dz

)
z=0+

=
(dT

dz

)
z=0−

(6.7)

In an early work, Whetstone and Roos solved Eq. (6.6) with the following ap-
proximation in the normal-conducting zone [185]:

k
d2T

dz2 �
dk
dT

(dT
dz

)2
, (6.8)

that corresponds to assume an almost linear temperature profile in that region. In
these conditions the propagation velocity can be computed as:

vWR
lq = Jt

√√√√√ L0Ttr

Cint

[
CTtr −

Cint
Ttr

] , (6.9)

where Cint is the integral of the volumetric heat capacity between T0 and Ttr:

Cint =
∫ Ttr

T0
ρcp(T ′)dT ′ , (6.10)

and CTtr is the volumetric heat capacity at Ttr in normal-conducting state. Dresner
proposed a slightly different formula [58]:

vD
lq = Jt

√
L0Ttr
CintCTtr

, (6.11)

in which the contribution of Cint/Ttr vanishes. However, the most common model
for propagation velocity is the Wilson model [188]:

vW
lq = Jt

CTtr

√
L0Ttr
Ttr − T0

. (6.12)

This solution is obtained with the assumption of constant material properties with
temperature, and it is easy to demonstrate that with these assumptions Eq. (6.11)
leads directly to Eq. (6.12). Since the approximation of constant material prop-
erties is very crude, Wilson suggests to replace CTtr with a suitable average Cavg
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of the volumetric heat capacity in the range of the transition between T0 and Ttr.
Considering for example an integral average:

Cavg = Cint
Ttr − T0

, (6.13)

Eq. (6.12) becomes:
vW

lq = Jt
Cint

√
L0Ttr(Ttr − T0). (6.14)

Examples of propagation velocity computed with these expressions are given in
the next section and plotted in Figure 6.6.

6.4 Generation Function

The most questionable approximation in the analytical methods is the model for the
generation function (Eq. 6.4), with its abrupt transition at Ttr. Such an assump-
tion is necessary to permit an analytical computation, but it neglects a possible
current-sharing regime, in which the current can be partially shunted in the normal-
conducting matrix. This regime ranges between two limits. The conductor losses
start at the so-called generation temperature Tg

3, defined as the temperature at
which the critical current is exceeded by the conductor transport current. This is
valid for a sharp transition from superconducting to normal-conducting state, i.e.
quite large values of the n-index, conversely non negligible losses can be obtained
also at lower temperature. The maximum value of G(T ) is instead achieved at Tc,
when the superconductor is no almost unable to carry any current. Tc depends only
on magnetic induction and strain in the conductor, whereas Tg depends also on the
transport current.

6.4.1 Choice of the Transition Temperature

If Tc u Tg, the shape of G(T ) obviously does not affect the quench propagation, and
Eq. (6.4) can be considered a good approximation. This is applicable for example
at the lowest values of the transport current, or in Nb-Ti, that is characterized by
a reduced critical temperature and largest n-index compared to other materials.
However, in other cases like in Nb3Sn conductors at high levels of transport current,
the current-sharing regime can span over several degrees, resulting in a non-trivial
choice of the transition temperature Ttr. As an example, the critical temperature and
the generation temperature are reported in Figure 6.4 as a function of the magnet
current, in the case of the SMC3 conductor subjected to the highest magnetic field.

To take into account this aspect in the analytical models, different values for
the transition temperature Ttr can be chosen. Wilson assumes a linear variation of

3Sometimes this temperature is called Tcs, current sharing temperature. Since this can be
misleading with the definition of Tcs given in chapter 5 in the field of performance evaluation in
CICCs, the symbol Tg is preferred.
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Figure 6.4: Computed critical temperature Tc and generation temperature Tg for
SMC3 conductor. The transition temperatures corresponding to a linear and a
quadratic approximation for the generation function are also reported.

the generation function from Tg to Tc [188]. Therefore, considering a principle of
equal-area among the linear generation function and the approximated Eq. (6.4)
(see Figure 6.5), the transition temperature can be chosen as:

Ttr = Tg + 1
2(Tc − Tg). (6.15)

An alternative approach is to consider the current in the copper, rather than the
generation function, linear with the temperature in current-sharing regime [88]. This
assumption leads to a quadratic generation function with temperature, that results
in this transition temperature according to the equal-area principle:

Ttr = Tg + 2
3(Tc − Tg). (6.16)

In general, the transition temperature can be described by:

Ttr = Tg + αtr(Tc − Tg), (6.17)

In Figure 6.5 the different choices for the G(T ) and the Ttr are schematized in terms
of normalized generation function g = G(T )/G(Tc).

The parameter 0 ≤ αtr ≤ 1 considerably affects the results of the analytical
models. In particular, lower values for αtr result in larger vlq, since the integral
(6.10) is strongly reduced, being the volumetric heat capacity proportional to T 3

in this temperature range. In Figure 6.6, the computed longitudinal propagation
velocities with the models (6.9), (6.11) and (6.14) are plotted as a function of the
magnet current in the case of SMC3 conductor, together with the experimental
data. Two data sets have been taken, the first at 1.9 K and the second at 4.2 K. The
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Figure 6.5: Normalized generation function g = G(T )/G(Tc) as a function of tem-
perature with different assumptions.

magnet field employed in the calculations is the highest field in the winding computed
from the magnet load line. Important differences between the case αtr = 1/2 and
αtr = 2/3 are visible. Wilson model (Eq. 6.14) leads always to the highest velocities,
Whetstone-Roos equation (Eq. 6.9) to intermediate values and Dresner equation
(Eq. 6.11) to the lowest. This latter model gives the best fit in the present case, in
particular if αtr = 2/3 is considered.

6.4.2 Numerical Models

In numerical tools, more complex models can be used to compute the generation
function in a superconductor carrying the transport current It.

• The Stekly model [157] is a very common assumption, implemented in several
numerical tools for quench simulation like QLASA [146] and ROXIE [148].
According to this model, all the transport current exceeding the critical current
is carried by the normal-conducting matrix, up to the critical temperature at
which no more current flows in the superconductor. Thus, according to this
model, at any T > Tg the superconductor carries its critical current. The
equivalent circuit of such a model is the parallel between an ideal current
generator carrying the minimum current between It and Ic(T ) and a resistance
per unit length rnm representing the normal-conducting matrix, as shown in
Figure 6.7a. The generation function G(T ) produced by such a circuit is
simply:

G(T ) = rnm(It − Ic)Jt. (6.18)

• A more detailed model can be obtained considering the equivalent circuit in
Figure 6.7b representing the conductor. In this case the superconductor is
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Figure 6.6: Quench longitudinal propagation velocity as a function of transport cur-
rent with the analytical models, SMC3. The left plots represent the case αtr = 1/2,
the right ones αtr = 2/3.
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Figure 6.7: Equivalent circuits for the numerical generation function models.

represented as a non-linear resistor rSC controlled by the power law4 with a
constant n-index. The following equation can be written:

Ec

(
ISC
Ic

)n
= rnm(It − ISC), (6.19)

where ISC is the current flowing in the superconducting branch of the circuit in
Figure 6.7b. Equation (6.19) can be solved at each temperature as a function
of ISC by means of an iterative method like Newton-Raphson. The generation
function can be computed as:

G(T ) = JtEc

(
ISC
Ic

)n
. (6.20)

This approach is used for example in the Bologna EM module, although the
n-index can be varied with critical current, as explained below. In Figure 6.8,
Eq. (6.20) is plotted in the case of SMC3 conductor at two different levels of
the magnet current and for different values of the n-index. Also in this case
the magnetic induction is computed by means of the magnet load line for the
maximum field.

• The previous model can be extended considering also the n-index correlation
with critical current that it is often observed experimentally5:

n = 1 + r Isc . (6.21)

In the present case, measured values for the n-index are not available for SMC3
conductor, therefore two different correlations have been considered, as shown
in Figure 6.9a:

nh = 1 + 2.20 I0.47
c , (6.22)

nl = 1 + 1.32 I0.45
c . (6.23)

4See Eq. (1.21), page 17.
5See Eq. (1.23), page 17
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Figure 6.8: Normalized generation function g = G(T )/G(Tc) as a function of tem-
perature with different n-indexes.
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Figure 6.9: Model with n-index dependent on the critical current.

The first correlation, that can be considered as the reference, leads to larger
values for the n-index (up to more than 60) and comes from measurements on
another PIT strand [104]. This strand is characterized by a critical current
density similar to that of SMC3 (2450 A/mm2 at 4.2 K and 12 T) but with
a reduced diameter (0.81 mm instead of 1.25 mm). Since Eq. (6.21) is based
on critical current rather than critical current density, the r coefficient has
been scaled according to the different superconductor area, in order to obtain
the same level of n-index at the same critical current density. The second
correlation leads to n-indexes up to about 35 as measured on an internal-tin
strand [168]. In Figure 6.9b the generation function at 14 kA for the two
proposed correlations is reported. To obtain it, the n-index as a function of
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Figure 6.10: Summary of the normalized generation functions g = G(T )/G(Tc) as a
function of temperature.

temperature must be computed combining Eq. (6.22) and Eq. (6.23) with the
critical current scaling law. Then, at each temperature the value of G(T ) from
Figure 6.8 is considered from the curve at the corresponding n-index.

As a summary, the generation functions obtained with the different models just
discussed are plotted in Figure 6.10. It is evident that the Stekly model can be
considered an approximation of the case of an infinite n-index. Because of that, in
the following Stekly model is not considered anymore.

Although all of these models are based on commonly accepted theories, none of
them can be directly validated experimentally, since the current-sharing regime is a
thermally unstable state. In addition, deviations from the power-law are described
in literature at low electric fields, and statistical approaches demonstrate that the
power-law is a property of the whole composite strand, rather than of the supercon-
ductor only6. This is in contradiction with the basic assumption of all the models
presented above, that consider the conductor as the parallel of two components,
one representing the normal-conducting material and one representing the super-
conductor. However, such models for voltage-current characteristic require several
statistical parameters taken on the very type of strand used in the Rutherford cable.
These data are not available, moreover their temperature dependance is completely
unknown, thus in the following they will not be considered. The large uncertain-
ties in the generation function have therefore been analyzed by suitable parametric
numerical simulations.

6For details see Appendix B, page 211.
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Figure 6.11: Images of the modeled SMC3 Rutherford cable.

6.5 Simulations with THELMA

The 15 cm long high-field section 102-72 where the majority of the SMC3 quenches
happened has been modeled with THELMA to numerically evaluate the longitudinal
propagation velocity as a function of the magnet current It and the conductor initial
temperature T0. Two different estimates for vlq have been considered, one based
on the ToF method (Section 6.2) applied to the computed voltages, the other on
the temperature distribution evolution. A detailed sensitivity analysis has been
performed to check some assumptions made and to better understand the role of
generation function.

6.5.1 Model Description

The 14 strands of the Rutherford cable have been modeled with a longitudinal dis-
cretization of 1 mm, chosen to guarantee the convergence of the results and comply
with the contact length between cross-over strands, that is of the order of 1− 2 mm.
The geometrical parameters used to model the cable are reported in Table 6.1 and
some views of the modeled geometry are shown in Figure 6.11. The Twente/ITER
scaling law has been used to describe the strand critical current, with the parame-
ters reported in Table 2.3, page 42. A critical current degradation of 16.3% due to
cabling has been assumed, together with an applied axial strain ε = −0.2% [107]. As
a reference, the n-index is assumed to vary according to the correlation reported in
Eq. (6.22). The RRR has been assumed equal to 75 considering the measured range
of 70−80. The adopted electrical inter-strand resistances values are Rc = 1mΩ and
Ra = 9.4µΩ [53].
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Figure 6.12: 2D field map of the cross-section of SMC3 computed with ROXIE
indicating the location of some coil sections.

The modeling of the magnetic induction produced by the magnet is a critical
aspect, since ferromagnetic materials are not foreseen in THELMA model, whereas
the SMC3 iron yoke contributes with a non-negligible field of about 2 T. The fol-
lowing approximation has been made. The iron field on the magnet cross-section
has been computed with ROXIE code [148] with a 2D model, in principle valid only
for a long magnet. This field has been superposed to the field generated by all the
SMC3 conductors except 102-72, whose self-field is already included in the model.
To comply with the 2D iron model, the approximation of an arbitrary long magnet
has been considered. The field map in the winding at a magnet current of 14 kA
computed with ROXIE is reported in Figure 6.12. The resulting peak field on the
conductor is about 12.8 T, in very good agreement with the value of 12.9 T com-
puted with more accurate 3D tools [114]. Nevertheless, with the 2D approximation
the field is almost constant along the 102-72 section, whereas 3D models foresee a
reduction of about 0.5 T from the center of the magnet to the coil ends. To better
assess the validity of the results, the impact of the magnetic field on vlq has been
checked through a parametric analysis.

In the simulation, the quench is triggered with the deposition of a suitable per-
turbation energy Ep in a single strand, midway between 102-72 section ends. Values
between 0.1 and some mJ have been impressed depending on the temperature mar-
gin. Insulating materials material properties and heat exchange with helium have
not been included in the model, following the adiabatic assumption justified in Sec-
tion 6.3 by the low thermal diffusivity of the insulating materials.
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Figure 6.13: Computed vToF
lq as a function of voltage taps distance dtaps.

6.5.2 Velocity Estimation

The quench longitudinal propagation velocity has been estimated from the simula-
tions in two different ways. To comply with the available experimental data, the
ToF method (Eq. 6.1) has been applied to the computed voltages. The delays t1
and t2 have been measured considering several voltage thresholds between 1 mV and
10 mV to check possible differences. Moreover, the voltage has been evaluated not
only at the nominal distance between the taps (13 cm), but also at lower distances,
down to 3 cm. This has been done to check if the quench propagation velocity is
really constant at the nominal distance, i.e. the initial transients have already de-
cayed. This check is meaningful only with the assumption of a 2D magnetic field,
otherwise a slight change of the velocity is expected in proximity of the coil ends,
due to the magnetic field reduction. In the following, the symbol vToF

lq is used to
refer to this estimation of the propagation velocity. In Figure 6.13 vToF

lq is reported
as a function of the taps distance dtaps for two simulations at different It and T0.
An example of the computed voltage taps is instead reported in Figure 6.14a.

At the nominal dtaps = 13 cm the threshold affects the results by less than 1 m/s,
in agreement with the experimental accuracy of 1− 2 m/s. For lower values of dtaps,
larger variations up to about 2 m/s can be found, in any case comparable with the
experimental accuracy. The quite weak dependence of vToF

lq on dtaps confirms the
assumption of a normal-conducting front traveling at an almost constant velocity.
Thus in the following, when referring to vToF

lq , the value obtained at the nominal
dtaps averaged among the different voltage thresholds is considered.

Another possible approach for the estimation of vlq is based on the evolution of
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Figure 6.15: Estimated vth
lq in the case of the minimum, mean and maximum tem-

perature, compared with ToF method.

the computed temperature distribution of the conductor, considering the velocity at
which a reference temperature, e.g. the critical temperature Tc, is moving along the
conductor. The symbol vth

lq is used to refer to this estimation, since it complies with
the quench propagation velocity definition given by the theory presented in Section
6.3. However, being the temperature not exactly uniform among parallel strands,
different criteria can be chosen, such as considering the minimum, maximum or mean
temperature at each longitudinal coordinate, as shown in Figure 6.14b. Figure 6.15
compares the computed vth

lq for Tmin, Tmean and Tmax as a function of time for a pair of
simulations. From this figure it is evident that the different criteria affect the results
only during the initial transient of about 1 ms, in which the quench propagates
transversely among the strands, whereas a constant value is achieved when all the
strands have become normal-conducting. As shown in the plot, this value is in good
agreement with the ToF method, therefore in the following the symbol vlq is used to
refer to the propagation velocity, whatever method is employed for its estimation.

6.5.3 Current Distribution

In Figure 6.16 a typical current distribution pattern during the quench evolution is
reported. In those plots the current is normalized to the ideal share of transport
current for each strand, 1 kA in the referred case.

Before the disturbance, all the strands carry the same amount of current. Then,
the perturbation occurs on an individual strand, thus its current is heavily reduced
and quickly redistributed on the adjacent strands, as shown in Figure 6.16a. The
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Figure 6.16: Computed current distribution among the strands, T0 = 4.2 K, It = 14
kA. The current is normalized to the ideal share of transport current for each strand,
1 kA in this case.
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combined effect of the current unbalances and of the temperature increase makes
the perturbation propagate on other strands. Thus, a further increase of the current
load on the remaining superconducting strands can be observed, as reported in Fig-
ure 6.16b, leading to current unbalances up to 30% of the ideal share of transport
current. Finally, about 1− 2 ms after the perturbation, when all the strands have
become resistive at the hot spot location, the quench propagates longitudinally and
the current unbalances among the strands are strongly reduced to less than 10%
of the ideal share of transport current (Figure 6.16c). This behavior is consistent
with the previous analysis of the propagation velocity by means of the temperature
distribution (Figure 6.15), since the velocity estimations made with the mean, max-
imum and minimum cable temperature lead to the same result 1− 2 ms after the
perturbation, indicating that after this interval the cable is behaving similarly to a
monolithic conductor.

6.5.4 Results and Parametric Analyses

In Figure 6.17 the computed vlq is reported as a function of It and T0 and compared
with the experimental data. The model parameters used in these simulations are the
reference values described in Section 6.5.1, therefore no further tuning parameter has
been employed to better fit data. Nevertheless, the agreement among simulations
and measurements is very good. A detailed sensitivity analysis has been performed
to check the impact of some uncertain model parameters.

n-index and Generation Function

Figure 6.17 has been obtained assuming Eq. (6.22) as correlation between n-index
and Ic. The correlation Eq. (6.23) has been also tested to check the impact of a
reduced n-index on the resulting vlq. As shown in Figure 6.18, vlq is affected by the
n-index only if the magnet current is very high, due to the larger current sharing
regime, as explained in Section 6.4. The decreased n-index provided by Eq. (6.23)
leads to vlq reductions between 10% and 25% from 11 to 15 kA. The results at
lower magnet current are very similar and thus not reported. The experimental
data are closer to the simulations with larger values for the n-index, and this is
reasonable since the PIT process is reported to achieve larger values of n-index
compared to other manufacturing techniques [104]. Further simulations have been
performed to check the vlq sensitivity with generation function, taking as reference
case vref

lq = 20.6 m/s computed at T ref
0 = 1.9 K and Iref

t = 14 kA. Such a large It
value has has been chosen to enhance the sensitivity of vlq with the generation
function.

In a first set of simulations, different levels of applied strain ε between −0.4%
and 0% have been considered, since the critical current variation with strain affects
the generation temperature Tg. In the reference case is T ref

g ≈ 4.6 K for the 102-72
section, but it reduces down to ≈ 3.3 K with an increased compressive strain. The
reference n-index correlation Eq. (6.22) has been employed. As shown in Figure
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Figure 6.17: Comparison between experimental data and THELMA simulations.
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Figure 6.18: Computed vlq as a function of It and T0 with different choices for the
n-index correlation.
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6.19a, the result is an increase in the worst case of more than 40% in vlq, confirming
the paramount role of the generation function in these computations.

In a second set of simulations, shown in Figure 6.19b, the applied strain has
been set to its reference value but, instead than the correlation Eq. (6.22) several
constant values of n-index ranging from 10 to 100 have been employed, to better
outline the vlq dependence with n-index. vlq monotonically increases with n-index,
with variations respectively of −35% and +15% at the minimum and maximum
values considered, confirming the trend already shown by the previous results.

Magnetic Induction

The computed magnetic induction in the simulated 102-72 section has a peak value
of about 12.6 T and a mean value of about 12 T at 14 kA. To assess how much
vlq is sensitive to the magnetic induction, other two neighboring magnet sections
have been considered: the straight high-field section 61-51 and the straight part of
the innermost turn of the section 112-52 (see Figure 6.12). The section 61-51 is
the conductor zone exposed to the largest magnetic induction, with a peak value of
about 12.8 T and a mean value of 12.5 T at 14 kA, about 0.5 T larger than 102-72.
Conversely, a reduction of about 1 T can be estimated in the innermost turn of
112-52, since it is exposed to a peak value of 11.6 T and a mean value of 11.2 T.

The results of these further models are compared with the reference simulations
and experimental data in Figure 6.20. As in the case of n-index sensitivity analyses,
differences can be observed at large values of magnet current, whereas all the sim-
ulations lead to similar results as the current is decreased. The effect of a reduced
magnetic induction (case 112-52) is very similar in magnitude to the effect of the
reduced n-index described in the previous section, whereas the results of the 61-51
section are very close to the reference case (less than 5% difference).

Also in this case these results can be interpreted in terms of generation temper-
ature, since Tg is affected by magnetic induction. At 14 kA, Tg can be estimated
around 4.3 K in 61-51 section whereas it increases up to about 5.7 K in 112-52
innermost turn.

Other Analyses

Further parametric analyses have been performed to confirm the insensitivity of the
propagation velocity to some parameters:

• Perturbation energy Ep. The reference case at T ref
0 and Iref

t has been examined
with increasing levels of deposited energy between 0.1 mJ and 2 mJ. Only
negligible differences (up to 1%) have been found on vlq. Also the unlikely case
of a simultaneous quench in all the 14 strands has been considered, leading to
a insignificant velocity variation of 4%;

• RRR. Since, according to the theoretical models (6.9), (6.11) and (6.14), vlq
should not explicitly depend on k or ρE, RRR is not expected to be a sensitive
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Figure 6.19: Parametric analyses regarding generation function, T0 = 1.9 K and
It = 14 kA.
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Figure 6.20: Computed vlq as a function of It and T0 considering different quench
location on the coil and therefore different background magnetic fields.
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Figure 6.21: Summary of experimental, analytical and numerical propagation veloc-
ity as a function of It and T0.

parameter in this analysis. The model confirms this assumption, since differ-
ences less than 1% can be found if a RRR half and double of the reference
value is considered;

• Inter-strand resistances. Alternative sets of electrical inter-strand resistances
have been considered. The initial transient and the perturbation energy needed
to quench the conductor may change with different assumptions, but the im-
pact on vlq is very small also with large variations of Rc and Ra, up to one
or two orders of magnitude. The same conclusion applies also for different
thermal inter-strand conductances fit functions.

6.6 Conclusions

The phenomenon of longitudinal quench propagation in impregnated coils has been
widely studied. Experimental results from a small Nb3Sn magnet have been analyzed
in terms of propagation velocity by means of theoretical models and have been
compared with numerical results obtained with the coupled electromagnetic-thermal
THELMA code, as shown in Figure 6.21. In all these analyses the role of insulating
materials has been discarded, justified by the very low thermal diffusivity of these
materials compared to metals. Among the theoretical models, Dresner formula
(Eq. 6.11) leads to the best fit, but in any case these models are less accurate in
describing the experimental results in the complete available range and they are very
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sensitive to the transition temperature Ttr. In numerical analyses, a similar large
sensitivity can be found considering different models for the generation function,
that is affected by both external causes, like the magnetic induction and applied
strain, and intrinsic parameters, like the n-index of the strand. Nevertheless, the
results of the numerical analyses with THELMA code are very close to experimental
data if verisimilar assumptions are considered for some uncertain parameters.



Chapter 7

Current Distribution and Losses
in a CICC Magnet

Superconducting cables can carry large amounts of current with in-
significant losses in steady state regime. Nevertheless, AC losses can
arise in the conductor when the magnetic field is varying. Several
dissipative phenomena indeed affect superconducting cables in tran-
sient regime. First of all, coupling currents among adjacent strands
can arise in varying fields, sometimes induced by the boundary condi-
tions. Their flow is promoted by small inter-strand resistances, and
they can lead to a significant heat load. In addition, these coupling
currents can arrange in highly uneven current distributions among
the strands, producing undesirable over-currents. Furthermore, eddy
currents can arise also among different filaments of the same strand
and in other metallic components like the CICC steel jacket.

In this Chapter the transient computation of the current distribu-
tion and the electromagnetic losses in a CICC through the THELMA
code is presented, referring to a turn of the superconducting solenoid
NAFASSY. A wide parametric analysis has been performed to assess
the magnet stability in the nominal working conditions and to better
understand some details of the numerical modeling of CICC. Some
original results in terms of current periodicity, boundary conditions
and inter-strand resistances modeling are described.

155
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7.1 The NAFASSY Project

The NAtional FAcility for Superconducting SYstems (NAFASSY) project aims at
setting up a facility at the University of Salerno where full-size superconducting
devices and cables will be tested [52]. The core of the project is a 8 T solenoid,
characterized by a very large bore diameter of more than 1 m (see Figure 7.1). The
main data of the NAFASSY solenoid and conductor are reported in Table 7.1. The
CICC is made of 96 Oxford Superconducting Technology (OST) internal-tin Nb3Sn
and 120 copper strands, cladded with a steel jacket to form a rectangular conductor.
As shown in Figure 7.2, the cable features two different kinds of triplets: 24 are
composed by two superconducting (SC) strands and one copper (Cu) strand, the
remaining 48 by two Cu strands and one SC strand. The conductor is cooled by
forced-flow helium with a mass-flow rate of 1 g/s, at an inlet temperature of 4.5 K
and a pressure of 0.7 MPa.

Table 7.1: NAFASSY magnet and conductor main data.

Inner and outer radii Ri / Ro 0.572 / 0.736 m
Axial length h 1.276 m
No. of cylindrical layers Nr 10
No. of turns per layer Nz 47
No. of strands Nst 96 (SC) + 120 (Cu)
Strand diameter dst 0.82 mm
Cu/non Cu ratio λ ≈ 1
Cabling scheme 3× 3× 4× 6
Twisting pitches ti 80 / 110 / 135 / 160 mm
Jacket inner sizes 9.2 × 18.5 mm
Jacket thickness sj 2.1 mm
Conductor void fraction 29%

NAFASSY will be fed by a power supply capable to deliver up to 20 kA, with
maximum voltages +25/-20 V. In nominal conditions, the magnet will produce a
peak field in the middle of the bore of about 6.7 T, whereas the maximum field
on the conductor will be around 8 T (see Figure 7.3). Since the estimated magnet
inductance is 188 mH, because of the limitations in the power supply voltage, the
maximum current ramp rate is about 133 A/s, corresponding to a field ramp rate
of about 53 mT/s.

In this Chapter the electromagnetic cable losses at different ramp rates and
coolant temperatures have been evaluated to assess the magnet stability1.

1Work supported by ENEA with contract “Analisi delle prestazioni del magnete Nafassy medi-
ante il codice THELMA”, under grant agreement PON NAFASSY, PONa3_00007. The results are
widely reported in [20] and published in [111].



7.1 The NAFASSY Project 157

Figure 7.1: Artist view of the NAFASSY magnet [52].

Figure 7.2: NAFASSY conductor [52]. Left: cable layout. Black circles are Nb3Sn
strands. Right: cable cross-section.
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Figure 7.3: Peak magnetic induction module at the bore and in the conductor as a
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Figure 7.4: NAFASSY magnet model for field computation. Left: magnet cross-
section (not in scale), showing the three equivalent sub-solenoids and the modeled
turn. Right: geometrical quantities characterizing each sub-solenoid or turn.

Table 7.2: Geometrical parameters for NAFASSY magnet discretization into three
sub-solenoids and one individual turn.

Sub-solenoid
Diameter (m) Axial Centre axial N. of

inner centre outer length (m) coord. z (m) turns
Di DG De h zG

1 1.150 1.3040 1.458 0.5681 0.2964 230
2 1.1808 1.3194 1.458 0.0247 0.00 9
3 1.150 1.3040 1.458 0.5681 −0.2964 230

Turn 1.150 1.1654 1.1808 0.0247 0.00 1

7.2 Model Description

To limit the computational effort required by the simulation, presently only one turn
of NAFASSY is modeled, which is representative of the worst operating conditions
in terms of magnetic field. This turn, about 3.7 m long, is located in the innermost
cylindrical layer at the magnet middle plane and is fed with a ramped current
waveform from 0 to 20 kA. As shown in Figure 7.4, the background field and the
inductive coupling with the remaining 469 turns have been computed by means of
three equivalent sub-solenoids fed with the same ramped current. Their geometry
is described by the parameters reported in Table 7.2.

In the present analysis, a uniform and constant helium temperature is assumed
along the cable. The heat exchange between helium and the cable is represented by
advective thermal conductances Gi,Heh , computed considering the wetted perimeter
of the individual CEs and the typical correlations used for the heat exchange in
CICCs2. For example, at 4.5 K the heat exchange coefficient can be estimated

2See Section A.5.1, page, 205.
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around hc = 550 W/(m2·K) [52]. The assumption that the helium temperature is
uniform along the cable is a simplification, albeit a minor one, as it has been carefully
checked and reported in Section 7.3.5. The GANDALF code [31] has been indeed
preliminary used to estimate the magnet maximum helium temperature, without
considering electromagnetic losses. This temperature, increased by a suitable safety
margin, has then been used in the THELMA code to conservatively compute the
electromagnetic losses. Finally, the impact of these losses on the helium temperature
has been evaluated by an a posteriori analysis, so as to check that the corresponding
temperature increase never exceeds the assumed safety margin.

7.2.1 Cable Model

Since a model for the rectangular cross-section geometry is presently not available,
an equivalent cable with circular cross-section with the same void fraction has been
considered. Different models of the NAFASSY cable cross-section have been used, to
describe the cable with increasing levels of detail, as shown in Figure 7.5. Equivalent
cable-elements are considered, whose electrical and thermal properties are computed
on the basis of the represented strands. The material is modeled as an homogenous
medium, whose properties are calculated through a weighted mean of copper and
superconductor fractions according to the Cu/non Cu ratio λ. To keep the com-
putational cost under reasonable limits, the discretizations into 6 CEs (last cabling
stage), 24 CEs (last-two stages) and 72 CEs (last-three stages) have been considered.
If not explicitly mentioned, the results will refer to the most detailed discretization
model (72 CEs). In Figure 7.6 and 7.7 the computed magnetic induction along
one of the 72 CEs discretization is reported, showing a variation of more than 1 T
depending on the CE position.

The cable-elements have been discretized into the same number of thermal and
electromagnetic longitudinal elements, with an length of about 2 cm, to have at least
4 elements per minimum twist pitch, on the basis of experience gained on similar
analyses on CICCs [47].

The strand critical current has been modeled with the Durham scaling law and
the commonly used n-index correlation with critical current has been assumed3, with
parameters r = 2.8 and s = 0.45 [168]. A total axial strain ε = −0.70%, including
the intrinsic thermal pre-compression has been assumed. This value is conservative
compared to the typical performance degradation when passing from the individual
strand to the jacketed cable [179].

7.2.2 Inter-Strand Resistances Calibration

The inter-strand resistance is a crucial parameter in the analysis of current distri-
bution and losses of a CICC. In the case of NAFASSY no measurements of the

3The parameters for the scaling law are reported in Table 2.4, page 42, as regards the internal-tin
strand. The correlation between n-index and critical current (Eq. 1.23) for this internal-tin strand
is reported in Figure 1.12, page 18.
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(a) 6 CEs. (b) 24 CEs. (c) 72 CEs. (d) 216 CEs.

Figure 7.5: Different discretizations for the NAFASSY magnet conductor.
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inter-strand resistances are available for the adopted cable, therefore the elemen-
tary strand contact resistances have been determined considering a 40 cm sample
of the ITER EUTF3-EAS cable4. This sample has been chosen since its strand
is characterized by a similar diameter (0.81 mm, [40]) and the cable has a similar
void fraction (28%, [123]). As a conservative approach, the values measured at the
maximum mechanical load have been considered, since the resistances are reported
to decrease with increasing applied load, enhancing coupling losses.

After the model calibration, the computation of the NAFASSY inter-strand re-
sistances has been performed. When the strands are grouped into equivalent cable-
elements, their contact resistance should take into account the contribution of all
the represented strands. To guarantee the geometrical congruence between different
cable discretizations, a detailed cable model with all 216 NAFASSY strands has
been created, in which the EUTF3-EAS strand elementary contact resistance has
been assigned to both SC and Cu strands. The inter-strand resistances between each
couple of strands of the complete NAFASSY cable have been therefore computed.
Finally, the contact resistance between two cable-elements has been estimated for
each NAFASSY discretization considering the parallel of the contact resistances be-
tween the strands represented by these cable-elements. A sketch of this procedure
is reported in Figure 7.8.
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Figure 7.8: Sketch of the contact resistance computation for NAFASSY.

This approach is thorough for the contacts between two SC strands, since their
longitudinal resistance is negligible and they can be effectively considered in paral-
lel. An underestimation of the contact resistance is instead introduced for the Cu
strands, since the current may experience also a part of their longitudinal resistance,
as discussed in Section 4.3 and Appendix E. This aspect will be discussed in one of
the following parametric analyses.

7.3 Results

7.3.1 Current Distribution Among the Cable Elements

In the following, the currents along the cable-elements are represented in terms of
adimensional currents iak(s, t), defined as:

iak(s, t) = ik(s, t)
iidk (t)

, (7.1)

4See Section 4.5.2, page 96 for the details of this analysis.



162 Current Distribution and Losses in a CICC Magnet

where ik(s, t) is the current in the kth cable element at the curvilinear coordinate s
along the cable and time t, and iidk (t) is the ideal share of cable transport current,
supposed uniform among each cable-element. In the absence of current redistribution
iak are constant. It must be noted that the conservative assumptions considered for
the electric inter-strand resistances (see Section 7.2.2) enhance the non-uniformity
in the current distribution among the cable elements.

In Figure 7.9 the computed iak along the magnet turn at the 90% of a 133 A/s
ramp are reported for the three cross-section discretizations. As expected, in Figure
7.9a the 6 CEs discretization shows local over-currents characterized by a space
period equal to the fourth stage twist pitch, 160 mm, due to the periodic distribution
of the mutual inductances with respect to the whole magnet.

A different current pattern can be observed in Figure 7.9b, that refers to the 24
CEs discretisation. The current distribution periodicity is evident in Figure 7.10a,
that shows also the consistency between the current in a 24 CEs cable-element and
the sum of the currents of the corresponding sub-bundles of the 72 CEs discretization,
demonstrating the stability of the simulation results with discretization. The current
pattern obtained is indeed not a simulation artifact, being related to the periodicity
of the inter-strand contacts, already reported in other cases [61]. For two strands
in adjacent bundles in a cable with two stages only, the space period pcont of the
contact along the cable axis can be found zeroing the function Φ1,2:

Φ1,2(x) = s2(x)
t1
− x

t2
− k, (7.2)

where ti are the twisting pitches, k ∈ N and s2(x) is the length of the second stage
at cable axis coordinate x, that can be computed as the length of a circular helix
with radius r2:

s2(x) = x

√
1 +

(2πr2
t2

)2
= γ2x. (7.3)

When Φ1,2 = 0 the phase difference between stages 1 and 2 is zero: this means that
the geometry is periodic with a periodicity pcont that is:

pcont = t2t1
γ2t1 − t2

. (7.4)

The current loops tend to close their path in sections spaced by this periodicity
since, at these locations, the cable geometry gives a similar contacts pattern. In the
present case, for the 24 CEs discretization a periodicity pcont ≈ 0.8 m is obtained,
clearly visible in Figure 7.10a.

In the case of three or more stages, a possible periodicity can be found by im-
posing for each couple of adjacent stages (i, i+ 1) the functions Φi,i+1:

Φi,i+1(x) = si+1(x)
ti

− si+2(x)
ti+1

− ki,i+1, i = 1, 2, . . . nst − 1 (7.5)
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Figure 7.9: Current distribution along cable elements at 90% of the ramp for 6 (a),
24 (b) and 72 (c) CEs discretizations. In the last case, on average, the triplets
corresponding to two SC strands (hot colors) carry twice the current carried by the
triplets corresponding to one SC strand (cold colors).
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Figure 7.10: Currents distribution at the 90% of the ramp. Above: one cable
element of the 24 CEs discretization compared with the sum of the currents of the
corresponding sub-bundles of the 72 CEs discretizations. Below: one cable element
of the 72 CEs discretization, showing the quasi-periodicity of 2.3 m.
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Figure 7.11: Function ||Φ||1 describing quasi-periodicity of the contact patterns.

where nst is the number of cabling stages and si(x) is the length of the ith stage
at cable axis coordinate x. In particular, snst+1(x) is the length of the cable axis,
equal to x. ki,i+1 are suitable integers representing the number of cycles of difference
between stage i and i+ 1. As an example, in the case of three stages the following
system is obtained:

Φ1,2(x) = s2(x)
t1
−γ3x

t2
− k1,2, (7.6)

Φ2,3(x) = γ3x

t2
− x
t3

− k2,3. (7.7)

For a cable with nst stages, the exact geometry periodicity at coordinate pcont could
be found if:

Φi,i+1(pcont) = 0, ∀i = 1, 2, . . . nst − 1 (7.8)

However, for nst > 2 the system hardly has solutions for ki,i+1 ∈ N. Furthermore,
si(x) can be easily expressed only for the last stage, being the lower order stages
geometry not a simple helix.

Actually, considering the cable geometrical tolerances and the contact geometry,
the problem of the periodicity could be cast in a less stringent way considering a
quasi-periodicity, in which Eq. (7.8) are not zero, but sufficiently small. In this
case, two strands in contact at a given section may be sufficiently close to each
other after a quasi-period so that very few inter-strand contacts are necessary for
the current to pass from one to the other. In this way the resistance between these
two strands becomes negligible and a current loop can carry non-negligible currents.
A reasonable indicator of this quasi-periodicity is therefore the l1 norm:

||Φ||1 =
nst−1∑
i=1
|Φi,i+1| (7.9)

Applying this approach to the 72 CEs discretisation, Figure 7.11 can be obtained.
A local minimum of ||Φ||1 at about 2.3 m can be noticed, and this quasi-periodicity
is visible in the current distribution of several cable elements, like in Figure 7.10b.
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itr(t)

Rk

Figure 7.12: Equivalent circuit representing the boundary conditions.

Although no simulation has been performed with all 216 CEs, different current
distributions along the cable are not expected in this case, since the first stage
twist pitch is exactly the half of the last stage one, thus the contact pattern quasi-
periodicity is conserved, as demonstrated by the computation of ||Φ||1 considering all
the four stages. Further similar minima can also be found for distances much larger
than the turn length, but they are expected to have a minor effect on the magnet
performance, being characterized by much larger time constants and subjected to a
reduced magnetic field variation, extending on more than one turn.

7.3.2 Choice of the Boundary Conditions

When a part of a coil is modeled, in the present case a single turn, a Neumann
boundary condition, that is a uniform current distribution, has been frequently as-
sumed among the strands at the model boundaries, e.g. see [144]. For the NAFASSY
magnet a parametric model has been adopted, in which the cable elements are con-
nected at their ends to two suitable stars of resistors, as shown in Figure 7.12. These
resistors must also be representative of the magnet terminations.

As a reference, the resistance Rterm ≈ 0.5 nΩ of a typical ITER Nb3Sn sample
termination [41] has been chosen. This termination can be considered as the parallel
of about 1000 SC strands, so that an elementary strand-termination contact resis-
tance Rterm−str = 0.5 µΩ is estimated per each superconducting strand of this cable.
The waveforms reported in Figure 7.9 have been obtained adopting this value. In
addition to this reference case, the following cases have been studied:

a) Rterm−str ten times bigger, that leads to a quasi-Neumann boundary condition
in which the current is almost equally distributed among the SC part of the
cable elements;

b) Rterm−str ten times smaller, that leads to a quasi-Dirichlet boundary condition
in which the cable ends are nearly two equipotential surfaces;

c) the case of a random distribution of resistances Rterm−str, obtained with a
gaussian random perturbation of the reference value with a standard deviation
σ = Rterm,str/3, as shown in Figure 7.13.

Figure 7.14 reports iak along the magnet turn at the 90% of a 133 A/s ramp for
the different boundary conditions. The case b) (quasi-Dirichlet) leads to the highest
inhomogeneities. On the other hand, in the case a) (quasi-Neumann) the current
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imbalances are quite similar to the reference case of Figure 7.9c. Higher current
imbalances can be observed all along the turn also with a random distribution of
the boundary resistances (case c). Since the actual distribution of currents at the
turn ends cannot be predicted, a parametric evaluation of this type should always be
carried out when the magnet terminations are not explicitly included in the model.
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Figure 7.13: Inlet and outlet resistances histograms for the two triplet types.

Figure 7.14: 72 CEs discretization, current distribution at 90% of the ramp for low
(a), high (b) and randomly distributed (c) boundary resistances. See Figure 7.10c
for the reference case.
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7.3.3 Computed Losses

The cable losses analysis has been performed considering both AC coupling losses,
due to the current redistribution among the cable elements through the contact
resistances, and DC losses, due to the local current redistribution between the su-
perconducting and the resistive zones of the cable elements.

AC losses depend on the square of the ramp rate and are almost independent on
the coolant temperature. Simulations at different ramp rates (80, 100 and 133 A/s)
have therefore been performed. A comparison of the current distributions at different
ramp rates at the 90% of the ramp is reported in Figure 7.15, in which the ramp
rate dependance of the uneven current distribution is evident. In Figure 7.16a the
AC losses are reported as a function of the transport current for the three different
values of ramp rate. These losses become constant with the transport current after
a certain settling time for the coupling currents.

The over-currents also lead to DC losses, since the cable elements carrying more
current can locally approach the critical current density, and this causes a longitu-
dinal electric field according to the power-law5. This can be seen in Figure 7.17 in
terms of current margin defined as:

icmk (s, t) = 1− ik(s, t)
ick(B, T, ε)

, (7.10)

where ick(B, T, ε) is the kth cable element critical current, computed as a function of
magnetic induction, temperature and strain at curvilinear coordinate s and time t.
In some cable elements representing the triplets with only one SC strand, a current
margin close to zero or even slightly negative is visible, since the transition between
the superconducting state and the normal-state is not sharp. When the ramp ends
(after 150 s, Figure 7.17c) the coupling currents decay and a large current margin
is obtained again. DC losses are temperature dependent, therefore simulations at
different coolant temperatures between 4.5 and 6 K have been performed. In Figure
7.16b the DC losses are reported as a function of transport current at the maximum
ramp rate for three different values of coolant temperature. In the present case the
DC losses are much smaller than AC losses, since they develop only in the very
last part of the ramp and with a lower peak value, thus the corresponding delivered
energy is smaller.

In any case, the magnitude of the total computed losses is not large enough
to trigger an instability in the conductor, since the corresponding computed cable
temperature increase is very small in any case (less than 10−2 K).

With the most detailed discretization (72 CEs) each triplet is represented as a
single cable-element, thus the intra-triplet AC losses, associated with current loops
entirely laying along the triplet strands, are not considered. However, these losses
should have a minor impact, since the intra-triplet loops are characterized by a much
smaller area compared with the loops between strands of different cabling stages.

5See Eq. (1.21), page 17.
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Figure 7.15: Adimensional currents along the curvilinear coordinate at 90% of the
ramp, 80 A/s (a), 100, A/s (b), 133 A/s (c).
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Figure 7.16: Cable losses as a function of transport current.
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Figure 7.17: Current margin at 4.5 K, 133 A/s, triplets with 2 Cu strands and 1 SC
strand at 140 (a), 150 (b) and 155 s (c).

The induced e.m.f. and the resulting losses should accordingly be much smaller.
Moreover, the two thirds of the triplets include only one superconducting strand:
any current loop internal to these triplets should lay along at least one copper strand
with consequent very high loop resistances and negligible currents and losses.

7.3.4 Further Parametric Analyses

The accuracy of model assumptions and unknown parameters has been checked by
means of some parametric analyses.

The Cu strand longitudinal resistance causes an underestimation of the contact
resistances, as already explained in Section 7.2.2, and this involves an overestimation
of the coupling losses. The significance of this aspect has been assessed by means
of two further simulations. In a first case, all the contacts with Cu strands have
been neglected, leading to a strong reduction of coupling currents, obtaining a dra-
matic losses reduction by about 75%. In a second case, the Cu contact resistances
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have been considered again but with a suitable resistance added in series to the
Cu strand elementary contact resistance. This additional term could represent the
contribution of a possible short longitudinal path along the Cu strand. The length
of this path is consistent with the diffusion length between one normal-conducting
and one superconducting strand in contact, as estimated by Eq. (E.20). In this case
the losses are reduced by 25% compared to the nominal case. The contacts with
Cu strands cannot be therefore neglected to obtain a conservative estimation of the
coupling losses.

The effect of the boundary conditions on the losses has also been considered, but
substantial differences have not been found. Even in the unrealistic quasi-Dirichlet
boundary assumption, the losses are only 10% higher than the nominal ones, whereas
in the other cases the difference is less than 4%.

The performances of a similar cable with a smaller void fraction, 24% instead
than 29% have been also analyzed. In principle, this should lead to higher coupling
losses due to the increased number of contacts between strands. This is confirmed
by the model which gave an increase of the AC losses by about 25%, however, with
a still acceptable cable temperature increase.

Finally, some further checks have been performed. Different cable bundles initial
angular phases6 have been considered, but only minor differences have been found
(less than 1%). Also different choices for contact thermal conductances between
strands and a heat exchange coefficient hc reduced by 50% did not affect the results
appreciably.

7.3.5 Overall Magnet Stability

Assuming the inlet He temperature of 4.5 K, the magnet maximum helium temper-
ature computed by the GANDALF code is 5.7 K [52]. To estimate the contribution
of the EM losses, the following heat balance has been considered:

ṁ∆h =
∫ l

0
pEM(x)d x (7.11)

where ṁ is the mass-flow rate (kg/s), assumed constant, ∆h is the helium specific
enthalpy7 variation (J/kg) and pEM are the EM losses per unit length, averaged along
the ramp. The upper integration bound l is estimated on the basis of the distance
covered by the helium at the nominal ṁ during the ramp (l ≈ 25−30 m). To compute
Eq. (7.11), it is assumed a uniform pEM, obtained from the total losses (AC+DC)
at 6 K computed in the magnet mid-plane turn, just described in Section 7.3.3.
These are conservative assumptions, since the losses mitigate in the other turns due
to the lower magnetic induction and He temperature. Following this approach, the
He maximum temperature can be estimated to rise up to 5.85 K for the cable with
the nominal void fraction, and to about 5.9 K for the one with lower void fraction.

6See Section 3.2.2, page 61.
7See Figure A.18, page 207.
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Since no instability was found in the modeled turn and the maximum temperature
is smaller than the temperature used for the losses computation, the conclusion that
the magnet can operate safely up to the maximum ramp rate provided by the power
supply.

7.4 Conclusions

The current distribution and losses in a CICC turn of NAFASSY magnet subjected
to current and field ramps have been studied with the coupled THELMA model. The
results of the simulations confirm the magnet safe design at the maximum current
ramp rate deliverable by the power supply, even in very conservative assumptions.
Furthermore, the analyses have highlighted some interesting aspects of the CICC
behavior to be taken into account when modeling this type of objects.

In particular, the possibility of quasi-periodic current distributions along the
cable elements has been demonstrated. This phenomenon is related to the period-
icity of the inter-strand contact pattern and it is due to the interaction between
subsequent twist pitches, that can create favorable paths for the current.

The influence of the boundary conditions on the model results has been checked,
showing that they can affect the current distribution not only along a limited length
but all along the conductor. However, in NAFASSY this does not affect remarkably
the losses, even in the case of an unrealistic Dirichlet-like assumption.

Finally, the role of contacts with the Cu strands has been analyzed, showing
that these contacts should not be neglected, since this may result in an unacceptable
underestimation of the AC coupling losses.

It must be noted that the results presented in this Chapter should be experimen-
tally validated through a comparison of the computed AC losses with the measured
values, in order to check if the qualitative behavior is well represented by the nu-
merical model and to assess if the hypotheses made in these analyses, in particular
on the inter-strand resistances, are adequate.
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Chapter 8

Conclusions

The aim of the present work was the development and application of the numerical
code THELMA, capable to deal with a large class of problems in the field of su-
perconducting cables research. The purpose of the THELMA code is to analyze in
detail the very complex physics of superconducting cables, to grasp all the available
information from experimental data, that are generally neither simple to understand
nor completely exhaustive. These results can then be used in predictive analyses for
the design and the definition of the operative limits of future projects.

The conclusive discussion is split into three parts. The first is devoted on the
main aspects regarding the numerical modeling from the point of view of the analysis
tool development. The second part is instead more focused on the effective results
regarding the behavior of superconducting cables that the numerical analyses have
pointed out during the PhD activity. Finally, possible future developments for this
research are discussed.

Numerical Modeling

During this PhD activity, the original part of the THELMA code has been improved
significantly, both in terms of available features, results accuracy and computational
efficiency. The development of the two brand-new modules for the description of the
Rutherford cable and for the thermal analysis, coupled with the pre-existing electro-
magnetic modules, has indeed enabled numerical analyses previously not feasible,
reagarding the cables for accelerator magnets, as reported in chapter 6. In addition,
as demonstrated for example by the analysis described in chapter 5, the coupled
model is able to reproduce experimental data with a reduced number of given input
parameters compared to the electromagnetic model alone.

As regards the thermal model, the equivalent lumped network has demonstrated
his effectiveness. The most important strengths of this approach are its flexibility
and modularity. The thermal model can indeed deal with very different problems,
such as adiabatic cases or forced-flow cooling, with only simple and automatic mod-
ifications to the network. Moreover, the addition of further new features or special-
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purpose modelings is very simple, since it suffices to define an adequate equivalent
network component to be added to the model. Furthermore, the resulting system of
differential equations can be solved quite efficiently even in a completely non-linear
network, thanks to the modified node analysis method.

The choice of an explicit coupling among thermal and electromagnetic models
has greatly supported the development of efficient, general-purpose and reusable
software, taking advantage of the modularity of such an approach. The proposed
heuristic for the switching between thermal and electromagnetic models, based on
the evaluation of the maximum temperature increase in the step-size as reported in
Section 3.5, leads to accurate results with an acceptable and easy-to-control compu-
tational effort.

In each of the case studies reported in the present work, a detailed sensitivity
analysis of the most critical parameters has been accurately performed. This is ab-
solutely mandatory in any case, in particular in applied superconductivity, where the
number of uncertain or even unknown parameters is huge and a dramatic variation
of the results with even tiny modifications in the input data may derive from the
strongly non-linear and unstable behavior of materials. Moreover, this parametric
approach leads to an in-deep comprehension of the problem analyzed and to a syn-
thesis of the fundamental information embedded in the available experimental data.
The increase in the numerical efficiency of the code, that has been a significant part
of the PhD activity, was thus fundamental.

Discussion of the Results

Several numerical analyses have been performed during this PhD activity, both in
the field of Rutherford cables and CICCs. Three main aspects are discussed here:
the inter-strand resistances, the quench propagation in Nb3Sn Rutherford cables and
the current distribution in CICCs during transients.

Inter-Strand Resistances

Numerical analyses on experimental measurements on electrical inter-strand resis-
tances have been performed for both Rutherford cables and CICCs, as reported in
chapter 4. Completely different approaches must be considered in the two cases.

In the first case, the commonly used volt-amperometric techniques for the inter-
strand resistances measurement are quite useful to estimate the parameters in the
case of large cross-over resistances compared to the adjacent ones (Rc � Ra), but the
presence of inhomogeneities such as asymmetries in the core placement and incom-
plete coverings can significantly complicate the task. In such cases, the numerical
analyses are very useful to assess the order of magnitude of the parameters and the
most important dependencies. However, more accurate results can be determined
only in the presence of further experimental findings. For example, an accurate in-
spection of the measured sample can give information about the actual core position
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and width, whereas a comparison with measurements on non-cored cable samples
subjected to the same heat treatment and mechanical load can better outline the
role of the core in the overall cable behavior. From the point of view of the numerical
modeling, being the Rutherford cable geometry very well controlled and known, a
deterministic approach based on the role of inhomogeneities, such as the core width
and placement or localized defects, must be addressed.

In the case of CICCs, completely different criteria should be applied. The com-
plexity and randomness of CICC geometry can be accurately analyzed only thanks
to a statistical approach, that is fundamental from both an experimental and a nu-
merical point of view. On one hand, the number of experimental samples taken must
be representative of the statistical dispersion of the resistances, on the other hand
numerical analyses must be performed considering a large number of different geom-
etry configurations in order to infer general properties of the object analyzed. In any
case, it must be recalled that all the strands contribute in a inter-strand resistance
measurement in a CICC cable, not only the couple of strands under test. The pres-
ence of normal-conducting segregated strands must be accurately considered, since
their contribute to the current exchange and therefore to the AC losses is not neg-
ligible, due to the phenomenon of the current diffusion between normal-conducting
and superconducting strands.

Quench Propagation in Nb3Sn Rutherford Cables

The longitudinal quench propagation in Nb3Sn Rutherford cables has been widely
studied, comparing experimental data with both analytical and numerical tools, as
described in chapter 6. The analytical models for the quench longitudinal propa-
gation velocity, such as the Wilson or Dresner formulas, can outline the functional
dependance of some physical quantities such as the transport current density, but
have some important drawbacks. Such estimates indeed neglect the current-sharing
regime, since are based on the hypothesis of an abrupt transition from supercon-
ducting to normal-conducting state at a transition temperature Tt. The generation
function, i.e. the power generated by the superconducting cable as a function of the
temperature, is therefore represented as a step function. This can be a reasonable
assumption for Nb-Ti or even for Nb3Sn at low values of transport current, but it
is not verified as the transport current density becomes a considerable percentage
of the critical current density. In these conditions, the analytical models fail in re-
producing the experimental data and become very sensitive on the value used as
transition temperature.

Numerical analyses offer a more accurate description of the current-sharing
regime, resulting in a good agreement between simulations and experimental data
also at very large transport currents. Nevertheless, even in this case several uncer-
tainties can affect the estimates. The generation function depends indeed on the
cable voltage-current characteristic, that is affected by several external causes, such
as the background magnetic field or the applied strain, and by intrinsic effects, such
as the n-index and its correlation with the other superconducting parameters. In ad-
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dition, the knowledge of the voltage-current characteristic in superconducting wires
is yet incomplete and it should be therefore further investigated, as demonstrated
by the statistical approach presented in Appendix B.

It must be noted that all these considerations should apply also to the high-
temperature superconductors (HTS), perhaps even emphasized, since in that case
the current-sharing regime spans over a broader temperature range. Since in HTS
the longitudinal propagation velocity is much smaller than in niobium compounds,
being therefore a serious concern for the quench protection systems, a more in-
deep knowledge of the current-sharing mechanism is probably required for future
improved designs.

Transient Current Distribution in CICCs Samples

The numerical analyses on a CICC magnet turn in transient regime, presented in
chapter 7, have shown quite uneven current distributions among the cable strands
in some cases. This phenomenon results from two main causes: the contact pattern
periodicity and the boundary conditions.

The numerical analyses, confirmed by also an analytical model based on the twist
pitches values, have demonstrated the possible existence of quasi-periodic contact
patterns among couples of strands or small bundles, that can create favorable paths
for current loops and therefore significant AC losses. Such quasi-periodicity happens
when the distance between a couple of strands is locally so small that their inter-
strand resistance becomes negligible and a current loop can close. Nevertheless, it
must be noted that these results have been obtained during a predictive analysis,
assuming low values for the inter-strand resistances for conservative purposes. This
approach may have enhanced the entity of this phenomenon, that should therefore
be further validated through comparisons with experimental data on the AC losses
measured on the real conductor.

The analyses of a conductor segment with different boundary conditions have
demonstrated that an uneven current distribution at the cable ends can affect the
conductor behavior not only in their proximity, since it can diffuse all along a magnet
thanks to the superconductive nature of the conductors. When modeling a part of
a large coil, a parametric analysis of the boundary conditions is therefore required,
since the assumption of a even distribution of currents at the ends, i.e. Neumann
condition, cannot be assessed a priori.

Further Developments

Superconducting cables are very complex objects, therefore it is not easy to model
each aspect of their physics in a completely satisfactory way. Some features that
should be added in the THELMA code in future to increase its accuracy are the
following:
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• the thermal modeling of an external jacket for the cable: it could be used either
to describe a resistive jacket (as in CICCs) or an external insulation layer (as
in Rutherford cables), enabling a more advanced and accurate modeling of
heaters and turn-to-turn heat propagation in magnets.

• A more advanced thermal model for helium, taking into account possible par-
allel helium channels, variations in its fluid dynamics and states. The present
model has demonstrated his effectiveness in simple analyses, but several cases
could hardly be properly described, e.g. a complete quench evolution in a
forced-flow cooled cable.

• A more accurate model for the geometry of CICCs. The present model for the
strands geometry in CICCs, although it has demonstrated his effectiveness in
several analyses, is characterized by a large number of local overlaps among
adjacent strands, and this may reduce its accuracy in representing the contact
patterns and thus the current minor loops activated during transients. Further-
more, the model presently describes only CICCs with circular cross-sections,
therefore its accuracy is reduced in alternative cases, such as rectangular or
square cross-sections. The development of a geometrical model capable to re-
duce the overlaps with an iterative approach and to force the cross-section to
any assumed shape should therefore be addressed.

• A model for contribute of the ferromagnetic materials to the magnetic field.
The absence of this model in the THELMA code descends to the limited
interest for this feature in ITER CICC magnets, whereas its contribute cannot
be neglected in accelerator magnets and it must be properly modeled.
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Appendix A

Material Properties

In this Appendix, a database of several material properties useful for superconduct-
ing materials modeling is reported. Some of the contents are included also in CERN
technical note [109]. Several references have been considered for this compilation.
Among them, the most important are:

• MATPRO: it is a collection of cryogenic material properties from Università
degli Studi di Milano and Istituto Nazionale di Fisica Nucleare (INFN) [113];

• NIST : the official website of the National Institute of Standard and Technology
[133] contains a database of cryogenic material properties;

• EFDA: a material data compilation for superconductor simulation has been
published by the European Fusion Development Agreement [15];

• CUDI : the user manual of this software for Rutherford cable modeling [175]
reports some useful material properties.

The temperature range of interest for superconductors numerical simulations is
very large. It spans from near absolute zero to temperatures up to 400 K for quench
protection studies. Unfortunately, for some materials data are available only between
4 K to 300 K, therefore extrapolation of experimental points is needed in some cases.
It is important to notice that large uncertainties exist for the material properties, in
particular at very low temperatures. Commonly, a range of uncertainty of 10− 20%
can be considered plausible. In addition, differences often exist between samples of
the same material, due, for instance, to material impurities, mechanical working and
so on.

In this wide range of temperature, strong variations in almost all the interesting
material properties can be found. Two fit functions among the others will be em-
ployed to describe their behavior; the first is the NIST typical log-log polynomial
interpolation:

log10 x =
N∑
n=0

an(log10 T )n, (A.1)
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where x is the computed material property and N is usually equal to 7 (only in
one case there is an 8-th order polynomial). Another kind of fit function, used in
particular in CUDI datasets is the piece-wise polynomial:

x(T ) =
4∑

n=0
anT

n, Tmin,i < T < Tmax,i, (A.2)

where the coefficients an are defined as constants for several temperature ranges
[Tmin,i;Tmax,i]. Further fit functions will be presented in some particular cases.

The materials considered for this compilation are copper, Nb-Ti, Nb3Sn and
commonly used insulating materials like polyimide, epoxy resin and G10, that is a
composite material made by fiberglass impregnated in epoxy resin. Finally, a review
of some helium properties is reported.

A.1 Mass Density

The mass density ρ is defined as the mass per unit volume and it is measured in units
of kg/m3. In Table A.1 a list of typical values of ρ at room temperature is reported
for several materials of interest in applied superconductivity. The change in mass

Material ρ [kg/m3] References and notes

Cu 8920 [175]
8960 [15] [113] [151]

Nb-Ti

5600 [113]
6000 [15] [151]
6630 [119], 46.5% wt of Ti

Nb3Sn

8040 [15]
8400 [151]
8900 [113]
8976 [77]

Polyimide 1420 [113] [151]

G10

1740-1780 [180], 38-42% vol. resin
1830 [86], 36.4% vol. resin
1900 [113]
1948 [133]

Epoxy resin
1180 [65]
1200 [113]

1100-1300 [148]

Table A.1: Mass density of some materials commonly used in applied superconduc-
tivity. The most trustworthy value is reported in italics.
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density at low temperatures due to thermal expansion is generally neglected, since
it is a quite small effect and furthermore it is not well documented for all materials.
As an example, in the case of copper the mass density increases between room and
cryogenic temperatures of about 1.33% [86], an effect much smaller than the typical
accuracy of material properties. Nb-Ti and Nb3Sn probably exhibit smaller changes,
since they are characterized by weaker thermal expansion than copper [15]. Very
scattered values can be found in mass density of composites like G10 and Nb-Ti,
probably due to different compositions. In the case of niobium-tin, the value of 8976
kg/m3 [77] has been computed from the reported gram atom mass of 99.5 g and
volume of 11.085 cm3.

A.2 Heat Capacity

The heat capacity C, measured in J/K, is the amount of energy needed to increase
(or decrease) the temperature of a specimen by one degree. According to thermo-
dynamics, it can be defined as the temperature derivative of the internal energy U ,
at constant pressure P or at constant volume V :

CP =
(
∂U

∂T

)
P=const

, CV =
(
∂U

∂T

)
V=const

. (A.3)

In solids, the heat capacity at constant pressure is generally considered and it is
expressed in terms of normalized quantities:

• the specific heat capacity or specific heat cp, that is the heat capacity per unit
mass, measured in J/(K·kg);

• the volumetric heat capacity (VHC), that is the heat capacity per unit volume,
measured in J/(K·m3);

• the molar heat capacity, that is the heat capacity per mole, measured in
J/(K·mol).

No specific symbol is generally used for VHC, that is generally referred to as ρcp
since it can be obtained multiplying the specific heat for the mass density. The
molar heat capacity can instead obtained from specific heat multiplying it for the
molar mass mmol.

In the following paragraph, the general theoretical model for the specific heat
is summarized together with the specific heat jump in superconducting materials.
Then, the most important empirical fit functions available for copper, Nb-Ti, Nb3Sn
and some insulating materials are reported.

A.2.1 Theoretical Models

The specific heat of solids generally consists of two terms, the lattice specific heat
and the electronic specific heat [58]. A good approximation for the first term is the
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Debye formula:

cpmmol
rR

= 12
[

3
z3

∫ z

0

t3

(et − 1) dt
]
− 9z
ez − 1 , (A.4)

where mmol is the molar mass in kg, R = 8.317 J/(mol·K) is the universal gas con-
stant, r is the number of atoms per molecule and z = θD/T , with T temperature and
θD the so-called Debye temperature, an empirical parameter related to the phonon
spectrum of the solid. Equation (A.4) can be approximated as:

cpmmol =


12π4

5 rR

(
T

θD

)3
, T � θD,

3rR, T � θD.
(A.5)

A good fit between these asymptotic limits is:

cp = (c−np,low + c−np,high)−1/n, (A.6)

with n = 0.85. In Figure A.1 Eqs. (A.4) and (A.5) are compared in the case of
copper (θD = 343 K and mmol = 63.54 g).

0

100

200

300

400

100 200 300 400

S
p

ec
ifi

c
h

ea
t
c p

[J
/
(K

·k
g)

]

Temperature T [K]

Debye model
Approximation

Figure A.1: Copper specific heat according to Debye model.

In metals, at low temperatures (a few kelvins) there is another contribution to
the specific heat due to the conduction electrons, that obey to Fermi-Dirac statistics.
Because the temperatures of interest are lower than Fermi temperature, the electrons
are referred to as a degenerate Fermi gas, that has a simple linear temperature
dependence for specific heat:

cp,el u γT, (A.7)

where γ is the electronic specific heat constant (sometimes called Sommerfeld con-
stant) and it is proportional to the density of states at the Fermi surface.
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In many normal conducting metals such as Ag, Al, Cu, both lattice and electronic
specific heat give relevant contributions at low temperatures, therefore the specific
heat is generally approximated by:

cp = βT 3 + γT, (A.8)

where β is a constant proportional to Debye temperature. In Table A.2 typical
values for θD and γ are reported for some metals.

Table A.2: Typical values for θD and γ [91].

Material θD γ Material θD γ
K mJ/(K2·mol) K mJ/(K2·mol)

Li 335 1.63 Au 162.4 0.729
Na 156 1.38 Al 428 1.35
K 91.1 2.08 Sn 199 1.78
Cu 343 0.695 Ti 428 3.35
Ag 226.2 0.646 Nb 275 7.79

The specific heat changes smoothly with temperature for normal-conducting ma-
terials, whereas superconducting materials exhibit a discontinuity ∆cp in specific
heat in occurrence to the transition at Tc. Starting from Eq. (A.8) it is possible to
calculate for superconducting state [58]:

cp,s =
(
β + 3γ

T 2
c,0

)
T 3 + γT

B

Bc2,0
, (A.9)

where Tc,0 and Bc2,0 are respectively critical temperature at 0 T and upper critical
field at 0 K. Thus, the heat capacity in superconducting materials depends also on
the applied magnetic induction. The discontinuity in specific heat at Tc is:

∆cp = γTc

(
3T 2

c
T 2

c,0
+ Bc2
Bc2,0

− 1
)

= 2γTc

(
Tc
Tc,0

)2

, (A.10)

where Bc2/Bc2,0 is replaced1 with (1− t2). Thus at zero field (Tc = Tc,0):

∆cp
γTc

= 2. (A.11)

A more precise model based on BCS theory gives instead:
∆cp
γTc

= 1.43. (A.12)

With these models the electronic specific heat coefficient γ can be estimated in
superconducting materials.

1See Eq. 1.12, page 11.
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A.2.2 Copper

A high accuracy compilation of copper specific heat data as a function of temper-
ature can be found in [186]. Two different interpolating functions are proposed.
Between 0.3 and 25 K an odd-only 11th order polynomial is proposed (see Table
A.3). Between 25 and 1300 K a cubic spline is instead reported:

3∑
i=0

ai

(
T − Tmin,i

100

)i
, Tmin,i < T < Tmax,i, (A.13)

with the coefficients and breaks reported in Table A.4. The coefficients of both Table
A.3 and A.4 refer to molar heat capacity, therefore the material property should be
divided by the molar mass of copper mmol = 63.54 g to obtain the specific heat cp.

Table A.3: Low temperature polynomial coefficients∑11
i=1 ciT

i for copper molar heat
capacity [J/(K·mol)]. The even coefficients are null.

c1 c3 c5 c7 c9 c11

6.9434 · 10−4 4.7548 · 10−5 1.6314 · 10−9 9.4786 · 10−11 −1.3639 · 10−13 5.3898 · 10−17

Table A.4: Cubic spline parameters for copper molar heat capacity [J/(K·mol)],
temperature between 25 and 1300 K.

Tmin [K] Tmax [K] a3 a2 a1 a0

25 29 64.762 60 39.904 50 12.4259 0.962 97
29 44.73 −89.748 40 47.676 00 15.9290 1.528
44.73 69.20 −29.051 00 5.323 70 24.2660 4.864
69.20 139.46 5.242 50 −16.003 00 21.6530 10.695

139.46 200 1.873 60 −4.952 40 6.9300 19.827
200 330 0.372 40 −1.549 60 2.9936 22.623
330 1237.5 0.008 73 −0.097 37 0.8526 24.714

1237.5 1300 1.508 00 0.140 40 1.2433 30.960

Several further fit functions are available in literature. Three of them, often used
in applied superconductivity, are described herein and plotted in Figure A.2 together
with the high accuracy data just described. The maximum difference between the
datasets is about 10%.

NIST

A polynomial interpolation based on Eq. (A.1) is proposed. The fit parameters are
reported in Table A.5. The range of validity of this fit is between 4 K and 300 K.
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Table A.5: Fit parameters for NIST copper specific heat.

a0 a1 a2 a3 a4 a5 a6 a7

−1.91844 −0.15973 8.61013 −18.996 21.9661 −12.7328 3.54322 −0.3797

MATPRO

The original reference is [86], that proposes a relation similar to Eq. (A.8) under
10 K:

cp(T ) = 30.6 · 103
(

T

344.5

)3
+ 10.8 · 10−3 T, (A.14)

in which the contributions of the electronic specific heat (proportional to T ) and the
lattice specific heat (proportional to T 3) are evident. From 10 K to 300 K, a piece-
wise linear interpolation on tabulated values from [86] is used. Very close values
are reported also in the user manual of the 2D/3D ANSYS quench simulation from
Fermilab [115]. The value at 500 K from [186] has been used to extrapolate the
behavior at higher temperatures.

CUDI

A piece-wise polynomial function between 0 K and 1000 K is proposed (see Eq. A.2),
in terms of volumetric heat capacity. The fit parameters for each temperature range
are reported in Table A.6.

Table A.6: Fit parameters for CUDI copper volumetric heat capacity [J/(K·m3)].

Tmin [K] Tmax [K] a4 a3 a2 a1 a0

0 9.441 −3.08 · 10−2 7.229 −2.1286 1.0189 · 102 2.5631
9.441 31.134 −3.045 · 10−1 2.9871 · 101 −4.5561 · 102 3.4695 · 103 −8.2503 · 103

31.134 123.34 4.19 · 10−2 −1.4024 · 101 1.5089 · 103 −3.1595 · 104 1.784 32 · 105

123.34 306.12 −8.48 · 10−4 8.419 · 10−1 −3.2552 · 102 6.0590 · 104 −1.2851 · 106

306.12 498.15 −4.80 · 10−5 9.173 · 10−2 −6.412 · 101 2.0363 · 104 1.028 · 106

498.15 1000 0 1.2 · 10−4 −2.1486 · 10−1 1.003 84 · 103 3.1823 · 106

A.2.3 Nb-Ti

Larger uncertainties than in copper are present in the heat capacity of superconduc-
tors. Two commonly used fit functions are reported and plotted in Figure A.3.

MATPRO

The original reference for normal conducting Nb-Ti is [86], with low temperature
values extrapolated and fitted with Eqs. (A.8) and (A.9). Data are linearly extrap-
olated over 310 K.
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(a) Linear scales.
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Figure A.2: Copper volumetric heat capacity according to experimental data of [186]
and commonly used fit functions.

CUDI

As in the case of copper, a piece-wise polynomial function (Eq. A.2) for the VHC
between 0 and 1000 K is proposed, but with a linear magnetic induction dependence
under Tc for superconducting state. The fit parameters for each temperature range
are reported in Table A.7.

Table A.7: Fit parameters for CUDI Nb-Ti volumetric heat capacity.

Tmin [K] Tmax [K] a4 a3 a2 a1 a0

0 Tc(B) 0 4.91 · 101 0 64 ·B 0
Tc(B) 28.358 0 1.624 · 101 0 9.28 · 102 0
28.358 50.99 −2.177 · 10−1 1.198 38 · 101 5.5371 · 102 −7.8461 · 103 4.1383 · 104

50.99 165.8 −4.82 · 10−3 2.976 −7.163 · 102 8.3022 · 104 −1.53 · 106

165.8 496.54 −6.29 · 10−5 9.296 · 10−2 −5.166 · 101 1.3706 · 104 1.24 · 106

496.54 1000 0 0 −2.57 · 10−1 9.555 · 102 2.45 · 106

A.2.4 Nb3Sn

An extensive comparison of experimental results on niobium-tin specific heat can be
found in [108]. In the following, two quite common fit functions are reported and
plotted in Figure A.4.
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(a) Normal conducting.
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Figure A.3: Nb-Ti volumetric heat capacity according to MATPRO and CUDI.

MATPRO

Over 20 K, a NIST log-log polynomial fit (Eq. A.1) with the parameters reported in
Table A.8 is proposed for specific heat. The original experimental values come from
[92], the maximum fit error is about 5%, and the range of validity is [20; 400] K.
From 400 to 500 K the fuction has been linearly extrapolated.

Table A.8: Fit parameters for MATPRO Nb3Sn specific heat over 20 K.

a0 a1 a2 a3 a4 a5 a6 a7

79.78547 −247.44839 305.01434 −186.90995 57.48133 −6.3977 −0.6827738 0.1662252

Under 20 K, Eq. (A.9) for the superconducting state and Eq. (A.8) for the
normal conducting state are used. For the electronic specific heat coefficient γ
a value of 0.138 J/(K2·kg) is used [77], whereas β = 1.241 mJ/(K4·kg) has been
considered in order to obtain a smooth behavior between the fit at high and low
temperatures. Typical values for Tc,0 and Bc2,0 are respectively 18 K and 25 T [72].

CUDI

Also in this case, a piece-wise polynomial function (Eq. A.2) for VHC between 0
and 1000 K is proposed. The magnetic induction dependence is more complicated
than Nb-Ti fit, because all the parameters of superconducting specific heat depend
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on magnetic induction:

a1(B) = 207− 3.83 ·B + 2.86 ·B2, (A.15)
a2(B) = −110 · e−0.434·B, (A.16)
a3(B) = 38.8− 1.8 ·B + 0.0634 ·B2. (A.17)

The fit parameters for each temperature range are reported in Table A.9.

Table A.9: Fit parameters for CUDI Nb3Sn volumetric heat capacity.

Tmin [K] Tmax [K] a4 a3 a2 a1 a0

0 Tc(B) 0 a3(B) a2(B) a1(B) 0
Tc(B) 26.113 0 7.42 0 1522 0
26.113 169.416 0 0 −61.635 19 902 −305 807

169.416 300 0 0 −7.4636 4411 763 801
300 - 0 0 0 0 1 415 377

(a) Normal conducting.
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Figure A.4: Nb3Sn volumetric heat capacity according to MATPRO and CUDI.

A.2.5 Polyimide

A polynomial interpolation from NIST is proposed for specific heat, based on Eq.
(A.1). The range of validity is between 4 and 300 K and the reported curve fit error
to data is 3%. The fit parameters are listed in Table A.10 and the dataset is plotted
in Figure A.5. The same fit function is used also in MATPRO.
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Table A.10: Fit parameters for NIST polyimide specific heat.

a0 a1 a2 a3 a4 a5 a6 a7

−1.3684 0.65892 2.8719 0.42651 −3.0088 1.9558 −0.51998 0.051574

A.2.6 Glass-Epoxy Resin

As shown in Figure A.5, in G10 large uncertainties are present on the material
properties, since the behavior of these composite materials strongly depends on the
composition and on the particular type of epoxy resin and fiberglass used.

NIST

The NIST polynomial function (Eq. A.1) is used, with the parameters reported in
following table. The range of validity is [4, 300] K with a reported fit error of about
2%. The same fit function is used also in MATPRO.

Table A.11: Fit parameters for NIST G10 specific heat.

a0 a1 a2 a3 a4 a5 a6 a7

−2.4083 7.6006 −8.2982 7.3301 −4.2386 1.4294 −0.24396 0.015236

Fermilab

A dataset of G10 specific heat is reported in [115]. The dataset has been fitted with
the NIST polynomial function (Eq. A.1). The range of validity is also in this case
[1, 300] K and the maximum fit error on original data is about 4%.

Table A.12: Fit parameters for Fermilab G10 specific heat.

a0 a1 a2 a3 a4 a5 a6 a7

−2.22174 4.12105 −8.92637 21.26366 −22.41854 11.76922 −3.07216 0.31938

A.2.7 Epoxy Resin

In MATPRO a dataset regarding epoxy resin specific heat is present and it is shown
in Figure A.5. It is a linear interpolation of data from [86] (under 100 K) and from
[65] (between 100 and 300 K). Over 300 K the values have been linearly extrapo-
lated.
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(a) Linear scales.
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Figure A.5: Volumetric heat capacity of some insulating materials.

A.3 Electrical Resistivity

The electrical resistivity ρE is the constitutive material property that relates the
electric field E with the current density J:

E = ρEJ, (A.18)

and it is measured in Ω·m. In metals, the electrical resistivity can be generally
expressed by the so-called Matthiessen’s rule as the sum of two components:

ρE = ρE,0 + ρE,i, (A.19)

where ρE,0 is the contribution of crystal lattice and ρE,i is the contribution of impu-
rities and inhomogeneities in real metals. ρE,0 is the consequence of the scattering
of electrons due the thermal motion of lattice ions, thus it tends to zero as the
temperature tends to absolute zero. ρE,i is instead temperature independent and it
is therefore called residual resistivity since it is the remaining contribution at very
low temperatures, when ρE,0 becomes negligible. Since residual resistivity is due to
crystal inhomogeneities, it is often used as an indicator of the sample purity through
the residual resistivity ratio RRR, defined as:

RRR = ρE(Th)
ρE(Tl)

, (A.20)

where Th and Tl are respectively two arbitrary high and low temperatures. In Table
A.13 some typical values for Tl and Th.
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Table A.13: Temperatures used for the RRR definition.

Model Tl [K] Th [K]
NIST 4 273
MATPRO 4.2 295
CUDI 4 290

The temperature dependence of ρE,0 is well described [91] by the empirical
Grüneisen formula that is ρE,0 ∝ TG(θR/T ), where:

G(x) = x−4
∫ x

0

s5ds
(es − 1)(1− e−s) , (A.21)

and θR is a reference temperature, typically very near to Debye temperature for spe-
cific heat. At very low and very high temperatures Eq. (A.21) can be approximated
with:

ρE,0 ∝
{
T, T � θR,

T 5, T � θR,
(A.22)

although deviations at low temperatures are common. In Figure A.6 Eq. (A.21) is
plotted in terms of temperature and resistivity normalized to their value at θR.
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Figure A.6: Grüneisen formula for electrical resistivity.

A.3.1 Magnetoresistivity

In pure metals at low temperatures, the resistance of a specimen increases as the ma-
terial is exposed to a magnetic field. This phenomenon is called magnetoresistivity
and it is due to the Lorentz forces acting on electrons. An important experimen-
tal result valid for many materials is the Kohler’s rule [93], which states that the
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Figure A.7: Kohler’s plot for copper as computed by different fit functions.

electrical resistivity difference ∆ρE due to magnetoresistivity can be expressed as:

∆ρE
ρE

= φK

(
B

ρE

)
, (A.23)

where φK is a suitable function that depends only on the material and the relative
orientation of magnetic induction and electrical current. Following this rule, very
often the magnetoresistivity is represented through a Kohler’s plot, that is a log-log
graph of the function φK, that can be commonly represented as a straight line or a
polynomial. An example of Kohler’s plot of copper is reported in Figure A.7.

A.3.2 Copper

In the following, three different sources for the copper resistivity will be considered:
NIST, MATPRO and CUDI.

NIST

The NIST equation for copper resistivity comes from [59] but it can be found in a
lot of sources (among the others [15] [148] [151]). It contains temperature and RRR
dependence:

ρE(T,RRR) = ρ0 + ρi + ρi0 (A.24)
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with:

ρ0 = 1.553 · 10−8

RRR (A.25)

ρi = P1T
P2

1 + P1P3TP2−P4 exp
[
−
(
P5
T

)P6
] (A.26)

ρi0 = P7
ρiρ0
ρi + ρ0

(A.27)

Since copper follows Kohler’s rule, a polynomial in the Kohler’s plot is used to model
magnetoresistivity (see Figure A.7):

ρE(T,RRR, B) = ρE(T,RRR)(1 + 10a(x)) (A.28)

with:

a(x) =
4∑

n=0
an(log10 x)n (A.29)

x = S(T,RRR) ·B = ρE(T = 273 K,RRR)
ρE(T,RRR) ·B u

1.553 · 10−8

ρE(T,RRR) ·B (A.30)

In Eqs. (A.28) and (A.30) ρE(T,RRR) refers to Eq. (A.24). All fit constants are
reported in Table A.14.

Table A.14: Fit parameters for NIST copper electrical resisitivity.

P1 P2 P3 P4 P5 P6 P7

1.171 · 10−17 4.49 3.841 · 1010 1.14 50 6.428 0.4531
a0 a1 a2 a3 a4

−2.662 0.3168 0.6229 −0.1839 0.01827

It’s important to highlight that the polynomial a(x) exhibits a minimum at
xmin ≈ 0.589, therefore if S(T,RRR) · B is lower than xmin the resistivity would
increase with decreasing magnetic induction [151]. Thus, there is a minimum mag-
netic induction Bmin(T ) at which Eq. (A.28) fails. Bmin at room temperature is in
the order of 1 T, and it decreases with lower temperatures depending on RRR.

MATPRO

An analytical formula for electrical resistivity is used in MATPRO, with temper-
ature, RRR and magnetic induction dependence. The original reference is [37].
MATPRO formula leads to inaccurate values (25-30% lower) if the following condi-
tions are present at the same time:
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• RRR > 200;

• B u 0 T;

• 20 K < T < 30 K.

Also with very low values of RRR (less than 11) the dataset is reported to be less
accurate.

CUDI
Copper resistivity is computed in CUDI with a fit function similar to the one pro-
posed in [119]:

ρE(T,RRR) = 10−8

[
1.7

RRR +
(

2.32547 · 109

T 5 + 9.57137 · 105

T 3 + 1.62735 · 102

T

)−1
]

+ MR ·B

(A.31)
with MR = 0.5 · 10−10 Ω·m/T. In the original fit function the coefficient 1.7 was
replaced by 1.545 and the magnetoresistivity effect was not included.

A.3.3 Normal-Conducting Nb-Ti and Nb3Sn

Data on normal-state resistivity of niobium-titanium and niobium-tin can be found
both in MATPRO and in EFDA material properties database. The original refer-
ence for MATPRO is [33] for both materials, whereas EFDA cites both MATPRO
and alternative sources. In the case of Nb-Ti, a linear function of temperature is
proposed:

ρE(T ) = 5.58 · 10−10 T + 5.5668 · 10−7. (A.32)

Data are largely scattered (see Figure A.9), but in any case the normal-state resis-
tivity of these materials is much higher than copper. Thus, when modeling copper-
stabilized superconducting wires, the contribute of normal-conducting niobium com-
posites to electrical resistivity is generally neglected.

A.3.4 Insulating Materials

The order of magnitude of electrical resistivity in insulating materials like G10 is
1013 − 1015 Ω·m [89], that is more than 20 orders of magnitude higher than room
temperature copper, thus it can be considered as infinite in computations.

A.4 Thermal Conductivity

The thermal conductivity k is the constitutive property that relates the temperature
gradient ∇T to the heat flux q in the Fourier’s law:

q = −k∇T, (A.33)
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Figure A.8: Copper electrical resistivity as a function of temperature.
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Figure A.9: Normal-conducting Nb-Ti and Nb3Sn electrical resistivity as a function
of temperature.

and its units are W/(K·m). The conduction of heat is due to both electrons and
lattice vibrations (phonons). In pure metals, the electron contribute is dominant,
whereas in impure materials and alloys the phononic contribute can be as large as
the electronic [91]. In insulating materials the conduction is practically due to only
to phonons.

In metals, the thermal conductivity is often expressed through the Wiedemann-
Franz law that correlates it to the electrical resistivity ρE:

ρEk = L0T, (A.34)

with the so-called Lorenz number L0 that is according to solid state theory [91]:

L0 = π2

3

(
kB
e

)2
u 2.45 · 10−8 W · Ω/K2, (A.35)

where kB = 1.38 · 10−23 J/K is the Boltzmann constant and e = 1.6 · 10−19 C is
the elementary charge. In real specimens, Lorenz number depends on the material
considered. Some experimental values of Lorenz number at room temperature are
reported in Table A.15.

Table A.15: Lorenz number L0 for some metals at 273 K [91]. Units are
10−8 W·Ω/K2.

Ag Au Cd Cu Ir Mo Pb Pt Sn W Zn
2.31 2.35 2.42 2.23 2.49 2.61 2.47 2.51 2.52 3.04 2.31

Moreover, the Lorenz number is constant with temperature only if the conduction
electrons are scattered elastically, and this condition is quite well verified at high and
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very low temperatures. Typically the Debye temperature θD is used as reference.
At intermediate temperatures the Lorenz number tends to be smaller, so Eq. (A.34)
with a constant L0 leads to higher values for thermal conductivity than the real ones.
For example, in [33] a minimum value of 0.7 · 10−8 W·Ω/K2 at 25 K is reported for
copper. Furthermore, the Lorenz number changes with RRR and is anisotropically
dependent on magnetic induction [151].

A.4.1 Copper

Differently from electrical resistivity, where different fit functions lead almost to the
same results, for thermal conductivity larger discrepancies can be found, as it can
be seen for example from the equivalent Lorenz number for NIST and MATPRO
datasets is plotted in Figure A.10 at zero magnetic induction.

(a) NIST fit.
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Figure A.10: Copper Lorenz number as a function of temperature and RRR,
B = 0 T.

NIST

In [59] an analytical equation for k as a function of temperature and RRR is intro-
duced:

k(T,RRR) = 1
W0 +Wi +Wi0

(A.36)

with:
W0 = β

T
(A.37)
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Wi = P1T
P2

1 + P1P3TP2+P4 exp
[
−
(
P5
T

)P6
] (A.38)

Wi0 = P7
WiW0
Wi +W0

(A.39)

The fit constants are reported in Table A.16.

Table A.16: Fit parameters for NIST copper thermal conductivity.

β βr

0.634/RRR β/0.0003
P1 P2 P3 P4 P5 P6 P7

1.754 · 10−8 2.763 1102 −0.165 70 1.756 0.838/β0.1661
r

From Eqs. (A.28) and (A.36) it’s possible to compute the Lorenz number as a
function of temperature and RRR in NIST model:

L0(T,RRR) = ρE(T,RRR, B = 0 T)k(T,RRR)
T

(A.40)

To include also magnetic induction dependence in k, Wiedemann-Franz law can
be used together with Eqs. (A.28) and (A.40):

k(T,RRR, B) = L0(T,RRR)T
ρE(T,RRR, B) = ρE(T,RRR, B = 0 T)k(T,RRR)

ρE(T,RRR, B) (A.41)

This approach is used also in CUDI, but in this case the electrical resistivity is
modeled with Eq. (A.31) instead than Eq. (A.28).

MATPRO

An analytical equation is provided for k as a function of temperature, RRR and
magnetic induction [37]. In [113] this dataset is reported to be less accurate (values
25-30% lower) if the following conditions are present at the same time:

• RRR > 200;

• B > 10 T;

• 15 K < T < 40 K.
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Figure A.11: Copper thermal conductivity as a function of temperature.
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A.4.2 Nb-Ti and Nb3Sn

As for the electrical resistivity, the thermal conductivity of normal-state Nb-Ti and
Nb3Sn is not well documented. However, also in this case their contribution to the
transport properties in a superconducting wire is tiny, since values lower than 10
W/(K·m) are expected along all the temperature range (see Figure A.12), much
lower than copper, that is always higher than 100 W/(K·m). Datasets for both Nb-
Ti and Nb3Sn are present in MATPRO from [33], whereas a 6th order polynomial
fit is proposed for Nb-Ti by EFDA with the coefficients reported in Table A.17.

Table A.17: Polynomial coefficients k = ∑6
i=0 ciT

i for EFDA Nb-Ti thermal con-
ductivity.

c6 c5 c4 c3 c2 c1 c0

−5 · 10−14 1.5 · 10−11 6 · 10−9 −3 · 10−6 0.0003 0.0456 0.066
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Figure A.12: Nb-Ti and Nb3Sn thermal conductivity as a function of temperature.

A.4.3 Polyimide

Data of measured thermal conductivity for different samples of polyimide (Kapton)
are reported in [147]. The results can be fitted by the polynomial function:

k(T ) =
4∑

n=1
an[ln (T + 1)]n (A.42)

The fit parameters an for the samples of Kapton H and Kapton HN are reported in
Table A.18. This fit for Kapton H is employed also in MATPRO.
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Table A.18: Fit parameters for polyimide thermal conductivity from [147].

Type a1 a2 a3 a4

Kapton H 15.549 709 · 10−3 −17.417 525 · 10−3 82.690 158 · 10−4 −81.952 869 · 10−5

Kapton HN 30.792 762 · 10−3 −32.061 706 · 10−3 12.444 129 · 10−3 −10.070 564 · 10−4

In NIST database, a log-log polynomial interpolation based on Eq. (A.1) is
proposed, with a range of validity between 4 and 300 K and a curve fit error to data
of 2%. The fit parameters are reported in Table A.19. The results are very similar
to the previous data regarding Kapton H.

Table A.19: Fit parameters for NIST polyimide thermal conductivity.

a0 a1 a2 a3 a4 a5 a6 a7

5.73101 −39.5199 79.9313 −83.8572 50.9157 −17.9835 3.42413 −0.27133

This NIST fit is divergent under 4 K, therefore in CUDI a linear approximation
is suggested under 4.3 K:

k(T ) = 0.010703− 0.00161 · (4.3− T ) = 0.00378 + 0.00161 · T (A.43)

A.4.4 Glass-Epoxy Resin

G10 is an highly anisotropic material, since the heat conduction in the direction
parallel to the glass fibers is much faster than in the normal direction. NIST proposes
the polynomial function (Eq. A.1), with the parameters reported in Table A.20. The
range of validity is [10; 300] K for normal direction and [12; 300] K for parallel one.
In both cases the fit error is reported to be about 5%.

Table A.20: Fit parameters for NIST G10 thermal conductivity.

Direction a0 a1 a2 a3 a4 a5 a6 a7 a8

Normal −4.1236 13.788 −26.068 26.272 −14.663 4.4954 −0.6905 0.0397 0
Parallel −2.648 27 8.802 28 −24.8998 41.1625 −39.8754 23.1778 −7.956 35 1.488 06 −0.117 01

In MATPRO, a dataset from [89] is present and it is quite similar to NIST data.
However, large uncertainties are present, since data with differences large as 50%
compared to MATPRO are reported in a dataset from Fermilab [115] (see Figure
A.13b).

A.4.5 Epoxy Resin

Data for thermal conductivity of epoxy resin can be found in [71]. A NIST log-
log polynomial interpolation based on Eq. (A.1) can be obtained, with a range of
validity between 2 and 300 K. The fit parameters are reported in Table A.21.
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Table A.21: Fit parameters for epoxy thermal conductivity.

a0 a1 a2 a3 a4 a5 a6 a7

−2.69593 8.66066 −22.83492 32.28179 −25.96136 11.91945 −2.89189 0.28646

(a) Polyimide and epoxy resin.
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Figure A.13: Thermal conductivity in some insulating materials.

A.5 Helium Properties

Due to its peculiar nature and function in cryogenics, helium properties are presented
together. The phase diagram of helium is reported in Figure A.14. Vapor and
liquid phases can exist separately only up to the critical point (Tc, Pc), that is at
(5.1953 K, 0.22746 MPa). Over critical point, helium is referred to as super-critical.
Differently from common gases, four instead than three phases exist, since liquid
phase is characterized by two different states, called He-I and He-II. The latter,
also called super-fluid helium, is characterized by a null viscosity, due to quantum
phenomena correlated to the Bose-Einstein condensate. The temperature at which
the transition between He-I and He-II happens is called lambda point, and it ranges
between 2.172 K at about 5 kPa to 1.835 K at about 3 MPa. The so-called lambda
line separates He-I from He-II in the phase diagram. No conventional triple point
exists in helium, since there is no place in the phase diagram where solid, liquid and
vapor phases can coexist.

In Figure A.15, A.16 and A.17 respectively mass density ρ, specific heat at con-
stant pressure cp and thermal conductivity k are reported as a function of tempera-
ture for different values for pressure, with data from [173]. At the lambda point, the
helium exhibits a peak in the specific heat that is not represented in Figure A.16 for
clarity purposes. This pressure-dependent peak is in the range 100−120 kJ/(K·kg),
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Figure A.14: Helium phase diagram at low temperatures.

i.e. one-two orders of magnitude larger than the specific heat at the neighboring
temperatures. In Figure A.17 the thermal conductivity is not reported below the
lambda point, since superfluid helium is characterized by an huge increase in k. In
[151] a value of 100 kW/(K·m) is reported, orders of magnitude larger than cop-
per. In these conditions, the helium can be considered as a perfect heat conductor.
On the other hand, thermal conductivity in He-I is very small and it is generally
neglected compared to solids.

Finally, in Figure A.18 the specific enthalpy h is plotted. Enthalpy H is a state
function defined as:

H = U + PV, (A.44)

where U is the internal energy, P the pressure and V the volume. Specific enthalpy
h is the enthalpy H normalized to the mass.

Forced-flow cooled conductors generally employ super-critical helium as coolant,
to avoid phase transitions and to obtain a therefore more regular heat transfer [188].
In the other cases, superfluid helium is generally preferred, because of the lower
temperatures and high heat capacities that can be obtained.

A.5.1 Heat Exchange

The convective heat transfer coefficient hc is defined through a relation similar to
Fourier’s law Eq. (A.33):

Q = Awet hc (Ts − Tfl), (A.45)
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where Q is the power exchanged between the fluid and the solid, Awet is the wetted
area, Ts is the solid temperature and Tfl is the fluid temperature. hc is measured
in units of W/(m2· K). Strong variations in the heat transfer coefficient are present
among the different helium phases and even in the same phase. A wide review on
helium cooling and its consequences on superconducting cables can be found in [187].

Super-Fluid Helium

The thermal conductance is limited by the acoustic mismatch at the interface be-
tween two different materials. This phenomenon, related to the phonon scattering,
is called thermal boundary resistance or Kapitza resistance. In practical applications
the exchanged thermal power QKap is generally expressed by the relation:

QKap = Awet αKap (TnKap
s − TnKap

fl ). (A.46)

The values of αKap and nKap are affected by the composition of the solid surface.
Typical values are αKap = 200 W/(m2· KnKap) and nKap = 4 [175].

If the solid surface becomes much hotter than the fluid because of large heat
fluxes, a film of vapor gas can be induced near the surface. This thin film can dras-
tically decrease the heat exchange compared to Kapitza regime due to its thermal
insulating effect. In this case a film boiling coefficient hc,fb is assumed, with typical
values of 250-500 W/(m2·K) [175] [187].

Sub-Critical Liquid Helium

Two main regimes are distinguished in heat transfer to liquid He-I [36]. When the
heat flux is low, in the so-called nucleate boiling regime, separated vapor bubbles
appear on the surface of the solid, and also in this case Kapitza resistance is the
limiting mechanism. In [36] values of αKap = 242 W/(m2· KnKap) and nKap = 2.8
are assumed. When the heat flux becomes huge, also in this case a film boiling
regime can arise, with values for the heat exchange coefficient between 250 [36],
[175] and 300 W/(m2·K) [187].

Super-Critical Helium and Forced-Flow Cooling

In super-critical helium, two different regimes can be discriminated [152] [187]. In
fast transients, experimental results indicate that heat transfer takes place in a thin
helium layer in contact with the solid [22], therefore conduction of heat dominates
in these conditions. After an initial peak, the heat transfer coefficient is reported to
decrease inversely with the square root of time t:

hc,trans = 1
2

√
πkρcp
t

(A.47)

When steady-state conditions are reached, a value of 500 W/(m2·K) is often pro-
posed for natural convection [175]. Conversely, in forced-flow cooling the heat trans-
fer coefficient approaches a steady-state value hc,ss when the thermal boundary is
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fully developed, about 10− 100 ms after the transient. In this case, correlations
similar to the Dittus-Bölter correlation for turbulent flow have proven to be quite
accurate [152]:

Nu = 0.0259 Re0.8 Pr0.4, (A.48)

where Re, Pr and Nu are respectively the adimensional Reynolds, Prandtl and Nus-
selt numbers defined as:

Re = ρvD

µ
, (A.49)

Pr = cpµ

k
, (A.50)

Nu = hcD

k
, (A.51)

where v is the fluid mean velocity, µ is the dynamic viscosity2 and D is the equivalent
hydraulic diameter. Eq. (A.47) can be therefore expressed in terms of heat exchange
coefficient as:

hc,ss = 0.0259(ρ v)0.8 k0.6

D0.2

(
cp
µ

)0.4
. (A.52)

Sometimes a further multiplicative factor (Tfl/Ts)0.716 is present in Eq. (A.48) to
account for large temperature gradients with the wetted surface [188].

2Dynamic viscosity is a physical quantity that represents the fluid resistance to shearing flows.
It is measured in Pa·s.
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Appendix B

Statistical Approach for
Voltage-Current Characteristics

In this Appendix, based on [112], the voltage-current characteristic (VAC) of super-
conducting wires is studied, focusing in particular on the impact of different critical
current statistical distributions.

Jones et al. [87] studied the non-linearity in superconductor voltage-current
characteristic (VAC), suggesting the existence of a critical current statistical dis-
tribution along the wire due to non-uniformities and defects. Starting from the
classical flux-flow mechanism:

E(J) = ρff(Jt − Jc), (B.1)

the non-linear characteristic can be considered as the result of the superposition of
several linear effects described by Eq. (B.1):

E(I) = rff

n∑
I>Ic,i

(I − Ic,i), (B.2)

where rff = ρff/A, being A the sample cross-section area. If the characteristic length
along which Ic varies is much smaller than the sample length, the critical current can
be modeled as a random variable described by a continuous statistical distribution
f(ic) and the limit of Eq. (B.2) for n→∞ leads to:

E(I) = rff

∫ I

0
f(ic)(I − ic) dic. (B.3)

Equation (B.3) can be written as the sum of two integrals:

E(I) = r‖I

∫ I

0
f(ic) dic︸ ︷︷ ︸
A1

−r‖
∫ I

0
icf(ic) dic︸ ︷︷ ︸
A2

. (B.4)
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212 Statistical Approach for Voltage-Current Characteristics

The first is the definition of the cumulative distribution function, whereas the second
is the statistical mean value of the critical currents lower than the current I.

A direct consequence of Eq. (B.3) is the so-called formula for deconvolution:

∂2E

∂I2 = rfff(ic). (B.5)

The meaning of this equation is that the inhomogeneities in the wire can lead to
a macroscopic non-linear behavior even if the basic mechanism of loss is linear.
Baixeras and Fournet [9] obtained the same result starting from the pinning forces
distribution. It is quite clear from Eq. (B.5) that the experimental estimation of
f(ic) is very difficult, since the evaluation of a second derivative is highly sensitive
to noise. Furthermore, only the tail of the distribution is experimentally accessible:
indeed, at high electric field the wire self-heating prevents an isothermal evaluation
of the characteristic. Some theoretical assumptions on the shape of f(ic) must
therefore be made.

Defining Ic as the statistic mean value of the critical current distribution f(ic),
Eq. (B.3) becomes:

E(I) ≈
{

0, I � Ic,

rff(I − Ic), I � Ic,
(B.6)

that is, at very high and very low currents Eq. (B.3) is equivalent to Eq. (B.1),
with Ic replaced by Ic. The behavior for I ∼ Ic depends on f(ic) and in particular
on the standard deviation of the distribution σIc . In the following the normalized
standard deviation, defined by:

σn = σIc

Ic
, (B.7)

is used, being very useful to describe the link between the VAC and the statistical
dispersion of the critical current.

B.1 Multifilamentary Composites

In later works, more complete models for composite stabilized wires have been pre-
sented, to take into account the contribution of the resistive matrix. For example
Warnes [183] obtained two models:

• in the monofilamentary case, rff is replaced by r‖, that is the parallel connection
of rff and the longitudinal resistive matrix resistance rmat;

• in the multifilamentary case, a further contribute is added to Eq. (B.3), to
take into account the role of the transverse matrix resistivity rtrans. This
contribute depends on the critical current distribution of the single filament
g(ic), on the wire current I and on the ratio between the longitudinal and
transverse current.
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Figure B.1: Schematic sketch of the negative tail drawback for Normal distribution
and the solution proposed in [60].

For the sake of simplicity, in the following only the first model will be considered,
since the second one is quite complicated and involves a large number of unknown
parameters, making it difficult to verify experimentally. This means that the con-
tribution of the transverse current redistribution on the longitudinal electric field
will be neglected. This is a reasonable assumption either where no redistribution is
possible at all (monofilamentary-like wire) or where rtrans is so small that the current
can freely redistribute between filaments (ideal multifilamentary wire).

Finally, the order of magnitude of normal-state resistivity of Nb-Ti and Nb3Sn
at cryogenic temperatures is 100 nΩ·m (see Section A.3.3), and this is also the order
of magnitude of ρff

1. On the other hand, copper resistivity at room temperature is
about 17 nΩ·m, and decreases at cryogenic temperatures according to the residual
resistivity ratio, whose typical range is between some tens and some hundreds. Since
the copper resistivity is at least two orders of magnitude lower than Nb-Ti and Nb3Sn
normal-state resistivities, for practical wires rff � rmat, that means r‖ ≈ rmat.

B.2 Normal Distribution

Very often, following the central limit theorem, the Normal (or Gaussian) distri-
bution has been used to model the critical current, for example in [79] [80]. The
drawback in this approach is that while Ic is a non-negative random variable, the
Normal distribution probability density function fN(ic) is defined for ic ∈ R: the
consequence is that the VAC doesn’t tend to zero as the current tends to zero, and
this is obviously not physical.

A possible solution was proposed in [60], in which the negative tails are replaced
by a δ function centered for I = 0 with the same area (see Figure B.1). In this way
the VAC correctly tends to zero as the current tends to zero, and it’s also possible to
compute analytically the equivalent n-index as a function of current (although the

1See Eq. (1.20), page 16.
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Figure B.2: Weibull probability density function for three different values of k. The
corresponding σn is about 12%, 6% and 4% respectively.

expression is quite complex). This solution will not be considered in the following,
since other statistical distributions are more suitable than the Normal to model the
critical current, from both the theoretical and the experimental point of view.

B.3 Weibull Distribution

The Weibull distribution is mainly used in reliability engineering, and it is based on
the weakest link model [184]. It is used to model failure times in series systems, in
which the breakdown of one component causes the failure of the whole system [192].
Such a model could also be reasonable to describe the critical current in a single
superconducting filament or in a monofilamentary-like wire: indeed, the wire will
start to develop a loss as soon as the minimum critical current is reached, because
no redistribution is possible. A 3-parameter Weibull distribution has been already
used in [85] to model the VAC of some superconducting wires. In this work a 2-
parameter distribution will be considered, in order to limit the number of unknowns
and permit a more simple and straightforward comparison with experimental data.

This 2-parameter Weibull distribution is defined for ic ∈ [0,+∞) with the prob-
ability distribution function:

fW(ic) = k

I0

(
ic
I0

)k−1
exp

[
−
(
ic
I0

)k]
, (B.8)

with k shape parameter and I0 scaling parameter. In Figure B.2 fW(ic) is plotted
for three different values of k. The expected value of the distribution is:

Ic = I0 Γ
(

1 + 1
k

)
, (B.9)

where the Gamma function Γ(s) is defined as:

Γ(s) =
∫ ∞

0
ts−1e−t dt. (B.10)
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The normalized standard deviation is in this case:

σn =

√
2kΓ(2/k)− [Γ(1/k)]2

Γ(1/k) . (B.11)

Its value depends only on the shape parameter k, that is therefore a measure of
the dispersion of the distribution around its mean value. Equation (B.11) can be
practically approximated with the function 1/k with an accuracy of 25%, therefore
σn can be considered inversely proportional to the shape parameter.

It is possible to compute analytically Eq. (B.3) in the case of Weibull distri-
bution, considering Eq. (B.4). The cumulative distribution function in the case of
Weibull random variable is:

A1 =
∫ I

0
fW(ic) dic = 1− exp

[
−
(
I

I0

)k]
. (B.12)

The second integral A2, after replacing Eq. (B.8), becomes:

A2 = k

∫ I

0

(
ic
I0

)k
exp

[
−
(
ic
I0

)k]
dic. (B.13)

With a change of variables t = (ic/I0)k the result is:

A2 = I0

∫ (I/I0)k

0
t

1
k exp (−t) dt, (B.14)

that can be solved with integration by parts:

A2 = −I exp
[
−
(
I

I0

)k]
+ I0
k

∫ (I/I0)k

0
t

1
k
−1 exp (−t) dt. (B.15)

Replacing Eqs. (B.12) and (B.15) in Eq. (B.4) it can obtained:

E(I) = r‖

[
I − I0

k

∫ (I/I0)k

0
t

1
k
−1 exp (−t) dt

]
. (B.16)

Employing the formalism of the normalized lower incomplete Gamma function [2],
defined by:

P(s, x) = 1
Γ(s)

∫ x

0
ts−1e−t dt, (B.17)

the final result is:

E(I) = r‖

[
I − I0

k
Γ
(1
k

)
P
(

1
k
,

(
I

I0

)k)]
, (B.18)

that leads to:
E(I) = r‖

[
I − Ic P

(
1
k
,

(
I

I0

)k)]
, (B.19)
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since:
I0
k

Γ
(1
k

)
= I0Γ

(
1 + 1

k

)
= Ic, (B.20)

because of the well-known property of the Γ function:

Γ(s+ 1) = sΓ(s). (B.21)

An important result can be obtained considering the series development of the
function P(s, x) [2]:

P(s, x) = xs

Γ(s)

∞∑
n=0

(−x)n
(s+ n)n! , (B.22)

and retaining only the first two terms of the expansion:

P(s, x) = xs

Γ(s)

(1
s
− x

s+ 1 +O(x2)
)
. (B.23)

Replacing it in Eq. (B.19), in the limit (I/I0)2k → 0:

E(I) ≈ r‖

[
I − I +

(
I

I0

)k I

1 + k

]
, (B.24)

the final result is:
E(I) u

I0r‖
1 + k

(
I

I0

)k+1
, (B.25)

which is the well-known power law2, considering:

n = 1 + k, (B.26)

Ic = I0

(
nEc
r‖I0

) 1
n

. (B.27)

Since usually n� 1, from Eq. (B.9) Ic ≈ I0 and (I/I0)2k tends to zero quite quickly.
It’s possible also to compute analytically the equivalent n-index applying Eq.

(1.22) to Eq. (B.19), obtaining:

n = I

E

dE
dI =

1− exp
[
−
(
I
I0

)k]
1− Ic

I P
(

1
k ,
(
I
I0

)k) . (B.28)

This function is reported is Figure B.3 as a function of the normalized current
In = I/Ic for three different values of k. As already demonstrated by Eq. (B.25),
at low current there is a “power law regime” in which Eq. (B.19) is equivalent to
a power law with n = k + 1. For I > Ic, the n-index decreases down to unity and
becomes independent on the value of k, as expected from Eq. (B.6).

The following conclusions can be therefore drawn:
2Equation (1.21), page 17.



B.4 Gamma Distribution 217

0

10

20

30

40

0 1 2

n
-i
n
d
ex

[-
]

Normalized current In = I/Ic [-]

k = 10
k = 20
k = 30

Figure B.3: Equivalent n-index for Weibull critical current distribution as a function
of normalized current, for three different values for the shape parameter k.

1. a weak-link statistical description of the superconducting wire is able to explain
the power law commonly used to experimentally parametrize the VAC;

2. in the “power law regime” the n-index is directly related to the parameter k of
the Weibull distribution, and this creates also a link between this experimental
parameter and the critical current statistical dispersion through Eq. (B.11);

3. the power law behavior is not a property of the superconductor itself, but of
the whole composite wire. Indeed, considering Eq. (B.26) Ic is dependent also
on the parallel resistance r‖, that is dominated by the matrix resistance as
explained in Section B.1.

Weibull distribution is therefore very important since it can theoretically justify
what is commonly observed in practical wires. Nevertheless, deviations from power
law, in particular at low fields, have been demonstrated experimentally [60], which
suggests that other statistical approaches may be more suitable in these cases. Other
distributions should therefore be considered, more appropriate in the case of an ideal
multifilamentary wire as shown below.

B.4 Gamma Distribution

The Gamma distribution can be considered the dual distribution as regards the
Weibull’s one, since it’s used to model failure times in systems with redundancy,
like the parallel connection of multiple components [192]. Therefore it can be a
reasonable description in a wire whose current can freely redistribute between its
filaments, and the macroscopic critical current is the sum of the critical currents of
the single filaments.

The probability density function of the Gamma distribution is:

fG(ic) = ik−1
c

Γ(k)Ik0
exp

(
− ic
I0

)
, (B.29)
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Figure B.4: Gamma probability density function for three different values of k. The
corresponding σn is about 31%, 22% and 18% respectively.

whose expected value is:
Ic = kI0, (B.30)

and the normalized standard deviation is:

σn = 1√
k
. (B.31)

Like in Weibull distribution, the parameter k is a direct measure of the spread of the
distribution, but the relation between σn and k is quite different. Indeed, comparing
Figure B.2 and Figure B.4 we see that fG(ic) is much wider than fW(ic) for the
same values for k.

Starting from Eq. (B.4), from the Gamma cumulative distribution function the
result for A1 is:

A1 =
∫ I

0
fG(ic) dic = P

(
k,
I

I0

)
, (B.32)

while for A2:

A2 = 1
Γ(k)

∫ I

0

(
ic
I0

)k
exp

(
− ic
I0

)
dic. (B.33)

With the change of variables t = ic/I0:

A2 = I0
Γ(k)

∫ I/I0

0
tk exp (−t) dt. (B.34)

Considering Eqs. (B.21) and (B.17):

A2 = I0kP
(
k + 1, I

I0

)
= Ic P

(
k + 1, I

I0

)
, (B.35)

because of the definition of Ic (see Eq. B.30). Putting A1 and A2 together the result
is:

E(I) = r‖

[
I P

(
k,
I

I0

)
− Ic P

(
k + 1, I

I0

)]
, (B.36)
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Figure B.5: Log-normal probability density function for three different values of s.
The corresponding σn is about 31%, 22% and 18% respectively.

and the equivalent n-index is:

n =
[
1− Ic

I

P (k + 1, I/I0)
P (k, I/I0)

]−1

. (B.37)

A picture of n as a function of I/Ic will be given below, in Figure B.6. Replacing
the series development Eq. (B.22) in Eq. (B.37) and retaining only the first term of
the expansion:

n→
[
1− Ic

I

Γ(k)
Γ(k + 1)

(
I

I0

)k+1 (I0
I

)k k

k + 1

]−1

,
I

I0
→ 0, (B.38)

therefore for I → 0:
n→ k + 1, (B.39)

like in Weibull case. However, Eq. (B.36) cannot be approximated with a power law
with a constant n-index, since Eq. (B.39) is valid only asymptotically for I → 0,
while the n-index in Weibull case is almost constant up to larger current values.

B.5 Log-normal Distribution

An alternative way to solve the problem of the negative tail of the Normal distribu-
tion mentioned in Section B.2 is to consider a Log-normal distribution. A random
variable is Log-normal if its logarithm is a Normal random variable [192]. This
distribution is characterized by the parameters µ and s:

fL(ic) = 1
s
√

2πic
exp

[
−
( ln(ic)− µ√

2s

)2]
. (B.40)
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The expected value is:

Ic = exp
(
µ+ s2

2

)
, (B.41)

and the normalized standard deviation:

σn =
√

exp (s2)− 1. (B.42)

The parameter s, being a function only of σn, is therefore a direct measure of the
spread of the distribution (like the parameter k for the Weibull and Gamma distri-
butions). In particular, if s � 1, σn ≈ s. In Figure B.5 fL(ic) is plotted for three
different values of s, chosen on purpose to obtain the same σn of Figure B.4. The
Gamma and Log-Normal distributions can be quite similar if the parameters are
chosen properly.

A1 comes from the Log-normal cumulative distribution function:

A1 =
∫ I

0
fL(ic) dic = 1

2 erfc
(
− ln (I)− µ

s
√

2

)
, (B.43)

where erfc(x) is the complementary error function, defined by:

erfc (x) = 2√
π

∫ ∞
x

e−t
2dt. (B.44)

Considering from Eq. (B.41):

µ = ln(Ic)−
s2

2 , (B.45)

and replacing it into Eq. (B.43):

A1 = 1
2 erfc

(
1
s
√

2
ln
(
Ic
I

)
− s

2
√

2

)
= 1

2 erfc (α− β), (B.46)

where α and β are defined as:

α = 1
s
√

2
ln
(
Ic
I

)
, (B.47)

β = s

2
√

2
. (B.48)

On the other hand A2 is:

A2 = 1
s
√

2π

∫ I

0
exp

[
−
( ln (ic)− µ√

2s

)2]
dic. (B.49)

The change of variables x = (ln (ic) − µ)/(
√

2s) should now be considered. In
particular, the initial boundary of integration tends to −∞, the upper:

ln (I)− µ√
2s

= −α+ β. (B.50)
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The result is:
A2 = exp (µ)√

π

∫ −α+β

−∞
exp

(
−x2 +

√
2sx

)
dx, (B.51)

summing and subtracting the constant s2/2 in the argument of the exponential:

A2 = exp
(
µ+ s2/2

)
√
π

∫ −α+β

−∞
exp

(
−x2 +

√
2sx− s2

2

)
dx. (B.52)

Making a second change of variables t = s/
√

2− x = 2β − x:

A2 = Ic√
π

∫ ∞
α+β

exp
(
−t2

)
dt, (B.53)

in which Ic has been replaced according to Eq. (B.41). Following Eq. (B.44) the
final result is:

A2 = Ic
2 erfc (α+ β), (B.54)

and the resulting VAC is:

E(I) =
r‖
2
[
I erfc (α− β)− Ic erfc (α+ β)

]
. (B.55)

The equivalent n-index can be calculated as:

n =
[
1− Ic

I

erfc (α+ β)
erfc (α− β)

]−1

. (B.56)

B.6 Comparison Between Equivalent n-indexes

In Figure B.6 the Eqs. (B.28), (B.37) and (B.56) are compared at the same levels
of σn, respectively 10% and 20%. As expected, all three distributions behave in the
same way for I � Ic. Differently, the behavior at low current is quite different:

• Weibull distribution n-index tends to k + 1, as already explained in Section
B.3;

• Gamma distribution n-index tends to k + 1 like Weibull, but a “power law
regime”, like in Weibull case, cannot be considered;

• Log-normal distribution n-index diverges as the current goes to zero.

This means that, in the case of an ideal multifilamentary wire, the slope of the VAC
is much steeper, since the redistribution between filaments can hamper the resistive
voltage development up to higher value of transport current.
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Figure B.6: Equivalent n-index comparison at the same value of σn, 10% (left) and
20% (right).

B.7 Comparison with Experimental Data

The theoretical models presented above have been applied on high accuracy mea-
surements of VAC on a NIST Nb-Ti wire [4]. The sample of Nb-Ti was measured at
different levels of magnetic induction, in the range 4-10 T, in a liquid helium bath
at 4.2 K with voltage taps at a distance of 44 cm. The wire, containing 180 super-
conducting filaments, was characterized by a diameter of 0.5 mm and a Cu/non-Cu
ratio of 1.46.

The experimental datasets have been fitted with a non-linear least-square regres-
sion with the proposed theoretical models Eqs. (B.19), (B.36) and (B.55). Three
free parameters are present in each of the theoretical VACs: the shunt resistance per
unit length r‖, a scaling parameter (I0 for Weibull and Gamma, µ for Log-normal)
and a shape parameter (k for Weibull and Gamma, s for Log-normal). r‖ has been
either considered a free parameter or a fixed one, computed from the cross-section
area of the wire and the copper resistivity as a function of residual resistivity ratio,
magnetic field and temperature (see Section A.3.2). No significant differences in
terms of goodness of fit have been found between these two cases.

In Figure B.7 examples of comparison between experimental data and fit func-
tions are plotted for three different levels of magnetic induction. The range of the
analysis in terms of electric field is more than two decades. The lower limit at
0.2 µV/m (1 µV/m for measurements at 9, 9.5 and 10 T) has been chosen to avoid
points affected by the experimental noise. Over 30 µV/m the self-heating sets a
upper bound to the analysis: for example in Figure B.7 a steep increase in the es-
timated n-index is easily noticeable. Data over that threshold have been therefore
discarded during the fitting procedure.

To summarize the results in terms of goodness of fit, for each dataset the reduced
chi-squared χ2

red has been computed:

χ2
red = 1

ν

∑
i

[Emeas(Ii)− Efit(Ii)]2
σ2

meas,i
, (B.57)

where Emeas(Ii) is measured value of the electric field at the current Ii, Efit(Ii) is
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Figure B.7: On the left, comparison between experimental data and fitted functions,
for 5 T (upper), 7 T (middle) and 8 T (lower) datasets. On the right, n-index as
a function of the electric field, for the same datasets. The experimental n-index
has been estimated with a numerical differentiation of the VAC filtered with a mov-
ing average to mitigate the experimental noise. The theoretical curves have been
computed using the best fit parameters obtained with the non-linear regression.
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Figure B.8: Reduced chi-squared χ2
red for the different fit functions at different

magnetic induction.

the result of the fitting procedure at the same current, σmeas,i is the statistical error
on the measure and ν is the number of degrees of freedom. Typically, ν = N−n−1,
where N is the number of observations and n is the number of fitting parameters.
The goodness of fit is plotted in Figure B.8 for the three VACs as a function of the
magnetic induction, along with the goodness of fit of the common power law as a
reference. The purpose of this analysis is to have a relative, rather than absolute,
measure of the goodness of fit between the different models. Indeed, the absolute
value of χ2

red is in any case quite high, a sign that the fitting error cannot be explained
only in terms of the statistical error.

The conclusion is that Weibull distribution, as expected, is performing in the
same way as a power law with a constant n. It was also expected that Gamma and
Log-normal distributions lead to comparable results, since the two distributions can
be quite similar with an adequate set of parameters (see Section B.5). On the other
hand, for this sample Gamma and Log-normal distributions show better agreement
to experimental data than Weibull and power law in almost all the cases, due to the
relevant variation of the n-index with the electric field, clearly visible in Figure B.7.

B.8 Conclusions

The non-linearity of the VAC can be justified by the presence of a statistical dis-
tribution of the critical current along the sample. Weibull distribution, based on a
series/weak-link statistical description of the sample, can be reasonable in the case
of a single superconducting filament or in a composite wire where the current redis-
tribution is difficult. It is possible to demonstrate that Weibull distribution is able
to theoretically justify the commonly used power law with a n-index constant with
electric field, and it implies a direct relationship between the n-index and the stan-
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dard deviation of the statistical distribution. On the other hand other distributions,
like Gamma and Log-normal, can effectively reproduce data in which the n-index
is not constant with the electric field. From a theoretical point of view, these two
distributions are more reasonable than the Normal distribution that is often used
in these analyses. Unlike Weibull case, they are not based on a weak-link model,
and therefore they can be suitable in the case of a wire with current redistribution
among the filaments.
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Appendix C

Proof of the Rutherford Cable
Geometry Equations

In this short Appendix the proof of the equations describing the circle arcs employed
in the smoothed Rutherford geometry is reported1. The general parametric equation
for a tri-dimensional circle is:

xi(θ) = ci + r(ai cos θ + bi sin θ), i = 1, 2, 3 (C.1)

where ai, bi and ci are constants to be determined and r is the circle radius. The
following conditions should be applied, as shown in Figure C.1:

x(0) = xini, (C.2)
ut(0) = uini

t , (C.3)
ut(Θ) = ufin

t . (C.4)

Since the circle radius r is a parameter difficult to handle in the case of the Ruther-
ford cable, a further condition is added to replace r with a parameter related to the
cable axis curvilinear coordinate:

x3(Θ) = x3(0) + ssm. (C.5)

The unit vector ut tangent to the circle arc can be obtained by deriving Eq. (C.1)
along the curvilinear coordinate s = rθ:

ut,i(θ) = dxi
ds = −ai sin θ + bi cos θ, i = 1, 2, 3. (C.6)

Equation (C.3) leads to a condition for bi:

bi = uini
t,i , i = 1, 2, 3, (C.7)

1See Section 3.2.1, page 58.
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ufin
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t

Θ

θ

xini

xfin

Figure C.1: 2D view of the circle arc employed in the Rutherford cable model.

Eq. (C.4) to a condition for ai:

ai =
bi cos Θ− ufin

t,i
sin Θ =

uini
t,i cos Θ− ufin

t,i
sin Θ , i = 1, 2, 3, (C.8)

Eq. (C.5) to a condition for the radius:

r = ssm
a3(cos Θ− 1) + b3 sin Θ = ssm

(uini
t,3 + ufin

t,3)
sin Θ

(1− cos Θ) , (C.9)

and finally Eq. (C.2) to a condition for ci:

ci = xini
i − rai = xini

i −
ssm

(uini
t,3 + ufin

t,3)
uini

t,i cos Θ− ufin
t,i

(1− cos Θ) , i = 1, 2, 3. (C.10)

Replacing these conditions in Eqs. (C.1) and (C.6) the result is:

xi(θ) = xini
i + ssm

uini
t,i [cos (Θ− θ)− cos Θ] + ufin

t,i (1− cos θ)
(uini

t,3 + ufin
t,3)(1− cos Θ)

, (C.11)

ut,i(θ) =
uini

t,i sin (Θ− θ) + ufin
t,i sin θ

sin Θ , (C.12)

that leads to Eqs. (3.36)-(3.45) considering the suitable values for xini
i , xfin

i , uini
t,i and

ufin
t,i . In particular, for x3 = sax in the region sax ∈ [saax − ssm/2, saax + ssm/2] the

result is:
sax(θ) = saax + ssm

2
cos (Θ− θ)− cos θ

(1− cos Θ) , (C.13)

that can be rewritten as:
sax(θ)− saax

ssm
= cos (Θa − θa)− cos θa

2(1− cos Θa) = (cos Θa − 1) cos θa + sin Θa sin θa
2(1− cos Θa) , (C.14)
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where the first member is exactly the definition of ta in Eq. (3.35). With the change
of variables p = cos θa =⇒ sin θa =

√
1− p2 the following equation can be obtained:

(1− cos Θa)(p+ 2ta) = sin Θa
√

1− p2, (C.15)

that leads to a second order equation:

(1− cos Θa)2(p+ 2ta)2 = sin2 Θa(1− p2) =⇒ (1 + α)p2 + 4tap+ 4(ta)2 − α = 0,
(C.16)

where:
α = sin2 Θa

(1− cos Θa)2 = cot2
(Θa

2

)
. (C.17)

The solution of Eq. (C.16) permits to express θa as a function of sax:

p = cos θa = sin Θa

√
1

2(1− cos Θa) − (ta)2 + (cos Θa − 1)ta, (C.18)

leading to Eq. (3.34).
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Appendix D

Runge-Kutta Methods

The aim of this Appendix is to describe of the most important aspects regarding the
numerical integration of systems of differential equations with Runge-Kutta meth-
ods. This class of numerical solvers is very wide, and there is not a general-purpose
method suitable for all the cases. Thus, it is a good practice to consider different
solution methods, in order to find the most efficient choice in terms of computational
effort and results accuracy.

A generic Runge-Kutta method with step-size h applied to the problem:

dy
dt = f(t, y), (D.1)

can be defined by the algebraic equation:

yn+1 = yn +
s∑
i=1

biki, (D.2)

where:

ki = hf

tn + cih, yn +
s∑
j=1

aijkj

 . (D.3)

The coefficients aij , bi and ci are generally arranged in the so-called Butcher tableau,
as shown in Table D.1.

Table D.1: Generic Butcher tableau.

0 a11 a12 . . . a1s
c2 a21 a22 . . . a2s
...

...
... . . . ...

cs as1 as2 . . . ass
b1 b2 . . . bs
b∗1 b∗2 . . . b∗s

c A
bᵀ

b∗ᵀ
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A is the Runge-Kutta matrix, the coefficients bi are the weights, ci are the nodes
and s is the number of stages. The method has an order p if the error, defined as
the difference between the exact solution of Eq. (D.1) and the computed value of
Eq. (D.2) is O(hp+1). The coefficients b∗i are generally used for adaptive step-size
control. Indeed, b∗i are the weights of a Runge-Kutta method with the same Runge-
Kutta matrix and the same nodes, but with a different order. Therefore, the error
can be estimated with:

en+1 = yn+1 − y∗n+1 = h
s∑
i=1

(bi − b∗i )ki, (D.4)

and then employed to decide the next step-size.
Depending on the shape of the Runge-Kutta matrix, the methods can be classi-

fied as:

• explicit, if A is lower triangular and every element of the main diagonal is
zero. Indeed, in this case Eqs. (D.3) are decoupled and can be directly solved
computing the function f ;

• implicit, in all the other cases, and Eqs. (D.3) must be solved with an iterative
approach.

Generally, the computational effort required by implicit methods is much larger
than explicit methods of the same order, because of the iterative solution required.
However, there is a class of problems, called stiff equations, for which the application
of certain numerical methods leads to unstable results unless a very short step-size is
adopted. This is generally due to some terms of the solution that are characterized
by much smaller time constants than the others.

To analyze this problem, the notion of A-stability and L-stability is introduced
[78], considering the test equation:

dy
dt = λy, λ ∈ C, (D.5)

whose numerical solution with a generic Runge-Kutta method can be expressed as:

yn+1 = R(hλ)yn = R(z)yn, (D.6)

where R(z) is the method stability function. The method is called A-stable if:

|R(z)| < 1, ∀z : <{z} < 0. (D.7)

This property ensures that the solution remains finite for every time step. The
L-stability is instead verified if the method is A-stable and:

lim
z→−∞

R(z) = 0. (D.8)

L-stability assures that all oscillations are damped, and this is a fundamental prop-
erty if the stiffness is severe. It can be demonstrated that:



D.1 Explicit Methods 233

• no explicit method is A-stable;

• no explicit method can be considered more stable than another in the sense of
A-stability.

Thus, in the case of stiff problems implicit methods can be more attractive than
explicit ones, despite of their increased complexity.

A brief description of the some common explicit and implicit Runge-Kutta meth-
ods is reported in the following sections.

D.1 Explicit Methods

D.1.1 Bogacki-Shampine

The Bogacki-Shampine method [23] is a four stages, third order method, proposed
in 1989. It is a First Same As Last (FSAL) method: it means that the last stage is
evaluated at the same node than the first stage of the following step, so the number
of f(t, y) evaluations per step is s − 1 instead than s. The coefficients b∗i describe
an embedded second order method for step-size control.

Table D.2: Butcher tableau for Bogacki-Shampine method.

0
1/2 1/2
3/4 0 3/4
1 2/9 1/3 4/9

2/9 1/3 4/9 0
7/24 1/4 1/3 1/8

D.1.2 Runge-Kutta-Fehlberg

The Runge-Kutta-Fehlberg method [66] is a six stages, fourth order method, pro-
posed in 1969. It features an embedded fifth order method for step-size control.

Table D.3: Butcher tableau for Runge-Kutta-Fehlberg method.

0
1/4 1/4
3/8 3/32 9/32
12/13 1932/2197 -7200/2197 7296/2197

1 439/216 -8 3680/513 -845/4104
1/2 -8/27 2 -3544/2565 1859/4104 -11/40

25/216 0 1408/2565 2197/4104 -1/5 0
16/135 0 6656/12825 28561/56430 -9/50 2/55
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D.1.3 Dormand-Prince

The Dormand-Prince method [56] is a seven stages, fifth order method, proposed
in 1980. Like the Bogacki-Shampine method it is FSAL, therefore it needs six,
not seven function evaluations. It contains an embedded fourth order method for
step-size control.

Table D.4: Butcher tableau for Dormand-Prince method.

0
1/5 1/5
3/10 3/40 9/40
4/5 44/45 -56/15 32/9
8/9 19372/6561 -25360/2187 64448/6561 -212/729
1 9017/3168 -355/33 46732/5247 49/176 -5103/18656
1 35/384 0 500/1113 125/192 -2187/6784 11/84

35/384 0 500/1113 125/192 -2187/6784 11/84 0
5179/57600 0 7571/16695 393/640 -92097/339200 187/2100 1/40

D.1.4 Cash-Karp

The Cash-Karp method [44] is a six stages, fifth order method, proposed in 1990.
Like the Dormand-Prince method, it contains an embedded fourth order method for
step-size control.

Table D.5: Butcher tableau for Cash-Karp method.

0
1/5 1/5
3/10 3/40 9/40
3/5 3/10 -9/10 6/5
1 -11/54 5/2 -70/27 35/27
7/8 1631/55296 175/512 575/13824 44275/110592 253/4096

37/378 0 250/621 125/594 0 512/1771
2825/27648 0 18575/48384 13525/55296 277/14336 1/4

D.2 Implicit Methods

The solution of a generic implicit method could be quite complex, because the sys-
tem of Eq. (D.3) cannot be decoupled in independent stages. Because of that, the
class of Diagonal Implicit Runge-Kutta (DIRK) methods is more attractive for im-
plementation, since for these methods the Runge-Kutta matrix A is lower triangular,
therefore the system of equations (D.3) can be solved as s independent implicit sys-
tems. If the iterative method employed is Newton-Raphson, the iteration matrix
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ANR at the ith stage has the form:

ANR = I− haiiJ (D.9)

where I is the identity matrix and J is the jacobian of the vector of functions f(t, y).
An important subclass of DIRK methods are the Singly Diagonal Implicit Runge-

Kutta (SDIRK) methods, that means that all the elements on the main diagonal of
the matrix A are equal. In this case, the iteration matrix of Eq. (D.9) remains the
same through all the stages in one step, reducing the computational cost.

D.2.1 TR-BDF2

The TR-BDF2 method was proposed for the first time in 1985 in the context of
electronical devices simulation [12], but it has been later on intensively studied
because of its good properties [81]. It is composed by two stages. The first stage
is based on the trapezoidal rule, whereas the second is backwards-differentiation
formula of order 2. The method is a member of the class of the order 2 DIRK
methods (DIRK2). Indeed, the Butcher tableau is:

Table D.6: Butcher tableau for TR-BDF2 method. γ = 2−
√

2, d = γ/2, w =
√

2/4.

0
γ d d
1 w w d

w w d
(1− w)/3 (3w + 1)/3 d/3

From the point of view of standard Runge-Kutta methods, the method has three
stages, but it is FSAL, therefore only the second and the third implicit stages must
be calculated. Furthermore, TR-BDF2 is “almost” a SDIRK method, because only
a11 is not equal to d. However, since the first stage is not computed, the Newton-
Raphson matrix ANR can be maintained through all the stages. The method pro-
vides a third order embedded companion for adaptive step-size computation. It can
be demonstrated that the TR-BDF2 method is L-stable, thus it is very appropriate
for stiff problems.

D.2.2 TRX2

The TRX2 method [81] is based on the application of two subsequent trapezoidal
rules in the intervals [tn, tn+h/2] and [tn+h/2, tn+h], and it features an embedded
method for step-size control based on the Simpson’s rule. The Butcher tableau is
reported in Table D.7.

The method shares a lot of properties with TR-BDF2, since it is FSAL and
“almost” SDIRK. It is generally more efficient than TR-BDF2 [81] but it is not
L-stable.
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Table D.7: Butcher tableau for TRX2 method.

0
1/2 1/4 1/4
1 1/4 1/2 1/4

1/4 1/2 1/4
1/6 2/3 1/6

D.2.3 L-Stable SDIRK4

A L-stable SDIRK, order 4 is reported in [78]. This method is generally less efficient
than the order two methods previously reported for the large effort needed in several
iterative steps.

Table D.8: Butcher tableau for L-stable SDIRK4.

0
1/4 1/4
3/4 1/2 1/4
11/20 17/50 -1/25 1/4
1/2 371/1360 -137/2720 15/544 1/4
1 25/24 -49/48 125/16 -85/12 1/4

25/24 -49/48 125/16 -85/12 1/4
59/48 -17/96 225/32 -85/12 0



Appendix E

Steady-State Current Diffusion
in a CICC Triplet

In this Appendix the current diffusion during an inter-strand resistance measurement
in a CICC triplet is analyzed1. The following assumptions are considered:

• the effect of adjacent neighboring triplets is neglected;

• the triplet is constituted by two superconducting (SC) strands and one normal-
conducting (NC) strand, since it is the most common composition. The anal-
ysis can be easily generalized to the case of a triplet composed by two NC
strands and one SC strand;

• the contact resistance per unit length rc [Ω·m] is the same for the NC and the
SC strands;

• the SC strands working condition is far from the critical surface, i.e. the
longitudinal resistance of the SC strand can be modeled as a short-circuit.

The triplet is preliminary discretized into a set of longitudinal segments, each
with a length ∆z. The equivalent circuit of the sample is represented in Figure E.1.
The following parameters will be considered:

Rl = ρE
Astr

∆z = rl∆z, (E.1)

Rc = rc
∆z , (E.2)

where ∆z is the segment length and Astr is the NC strand cross-section area. The
resistances Rc between the two SC strands are in parallel and therefore they can be
merged into a single resistance:

Rc,L = rc
L
, (E.3)

where L is the sample length.
1A similar model for the current redistribution between a normal-conducting and superconduct-

ing specimens can be found in [188], chapter 10 page 234.
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Figure E.1: Triplet equivalent circuit.
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Figure E.2: Model of the inter-strand resistance measurement between two super-
conducting strands.

E.1 Superconductor/Superconductor

In the case of SC-SC inter-strand resistance measure, the current generator is in-
serted between nodes N1,SC1 and N1,SC2, as shown in Figure E.2. The voltage is
defined at coordinates zk = k∆z and the currents at coordinates z′k = (k + 1/2)∆z.
For the NC nodes the following equations can be written:

V (z + ∆z)− V (z) = −RlI

(
z + ∆z

2

)
,

I

(
z + ∆z

2

)
− I

(
z − ∆z

2

)
= −2V (z) + V1,SC + V2,SC

Rc
,

(E.4)

where V1,SC and V2,SC are respectively the voltage of the first and the second SC
strand. Taking N1,SC1 as mass node, dividing both sides by ∆z and considering the
limit for ∆z → 0: 

∂V

∂z
= −rlI(z),

∂I

∂z
= −2V (z)− V2,SC

rc
,

(E.5)

Replacing the second equation in the first:

∂2I

∂z2 = 2 rl
rc
I(z) = I(z)

l2diff
, (E.6)
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Figure E.3: Model of the inter-strand resistance measurement between one super-
conducting and one normal-conducting strand. The network enclosed in the dashed
line is simplified with the star-mesh transformation.

being ∂V2,SC/∂z = 0 and ldiff an equivalent diffusion length. The general solution
for a domain z ∈ [0;L] is:

I(z) = C1 exp
(
L− z
ldiff

)
+ C2 exp

(
z − L
ldiff

)
. (E.7)

Applying the boundary condition I(0) = I(L) = 0, the solution is I(z) = 0, therefore
no longitudinal current is present on the NC strand and the measured inter-strand
resistance is, as expected:

RSC−SC = Rc,L. (E.8)

E.2 Resistive/Superconductor

To measure the NC-SC inter-strand resistance, the current generator should be in-
serted between nodes N1,NC and N1,SC1, like in Figure E.3. The star-mesh resistance
transformation can be employed to simplify the network:

R�i,j = R?iR
?
j

∑
k

(
1
R?k

)
, (E.9)

where R�i,j is the mesh resistance between nodes i and j, and R?i is the star resistance
between the node i and the star center. NodeN1,SC2 can be considered as star center,
eliminating the SC strand not measured. Two further types of resistance are present
in the resulting network:

• R�A, that are connected in parallel to the already existing inter-strand resis-
tances between SC1 and NC. Their value can be computed with the sum of
the inverse of the star resistances:

∑
k

(
1
R?k

)
= 2L

rc
. (E.10)
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Figure E.4: Equivalent lumped network after star-mesh transformation. For clarity
purposes, R�B are represented only for the first NC node.

Therefore:
R�A = RcRc,L

2L
rc

= 2rc
∆z = 2Rc. (E.11)

The resulting parallel resistance is:

Rc‖ = R�A ‖ Rc = 2
3Rc. (E.12)

• R�B, that are connected between one node of the NC strand and all the others.
Their value is:

R�B = RcRc
2L
rc

= 2Rc
L

∆z . (E.13)

The simplified circuit is represented in Figure E.4.
The following system of equations, similar to Eqs. (E.4), can be written at each

NC network node:
V (z + ∆z)− V (z) = −RlI

(
z + ∆z

2

)
,

I

(
z + ∆z

2

)
− I

(
z − ∆z

2

)
= −V (z)

Rc‖
+ ∆z

2RcL

L∑
z′=0

[V (z′)− V (z)].
(E.14)

The sum can be rewritten as:

∆z
2RcL

L∑
z′=0

[V (z′)− V (z)] = −V (z)
2Rc

+ ∆z
2RcL

L∑
z′=0

V (z′), (E.15)
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and Eqs. (E.14) become, replacing Eq. (E.12):
V (z + ∆z)− V (z) = −RlI

(
z + ∆z

2

)
,

I

(
z + ∆z

2

)
− I

(
z − ∆z

2

)
= −2V (z)

Rc
+ ∆z

2RcL

L∑
z′=0

V (z′).
(E.16)

Dividing each side by ∆z and taking the limit for ∆z → 0:
∂V

∂z
= −rlI(z),

∂I

∂z
= −2V (z)

rc
+ 1

2rcL

∫ L

0
V (z′)dz′,

(E.17)

since the difference quotients tend to the space derivative and the sum tends to an
integral. Deriving the second equation with z:

∂2I

∂z2 = − 2
rc

∂V

∂z
, (E.18)

since the last integral term is constant with space. Replacing the first equation in
the second:

∂2I

∂z2 = 2 rl
rc
I(z) = I(z)

l2diff
, (E.19)

where ldiff is the diffusion length:

ldiff =
√

1
2
rc
rl

=
√

1
2
Astrrc
ρE

= dstr

√
π

8
rc
ρE
, (E.20)

where dstr is the strand diameter.
The general solution is again Eq. (E.7), but the following boundary condition

should be applied: {
I(0) = I0,

I(L) = 0,
(E.21)

and the final solution is:

I(z) = I0

sinh
(
L− z
ldiff

)
sinh

(
L

ldiff

) , (E.22)

whereas for the voltage:

V (z) = rcI0
2 ldiff

cosh
(
L− z
ldiff

)
sinh

(
L

ldiff

) + 1
4L

∫ L

0
V (z′)dz′. (E.23)
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Integrating both sides between 0 and L:

Q =
∫ L

0
V (z′)dz′ = rcI0

2 + Q

4 =⇒ Q = 2
3rcI0, (E.24)

therefore:

V (z) = I0R0

cosh
(
L− z
ldiff

)
sinh

(
L

ldiff

) + ldiff
3L

 , (E.25)

where R0 is:

R0 = 1
2
rc
ldiff

= 1
dstr

√
2
π
ρErc. (E.26)

The current and the voltage along the z coordinate are reported in Figure E.5a in
terms of normalized quantities for L = 10 ldiff .

The measured inlet resistance between NC and SC strand is therefore:

RNC−SC = V (0)
I(0) = R0

[
coth

(
L

ldiff

)
+ ldiff

3L

]
≈ R0, (E.27)

where the approximation is valid if L� ldiff . For example, as shown in Figure E.5b,
for L = 10 ldiff the term in parenthesis is 3% larger than unity.
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Figure E.5: Normalized voltage, current and resistance in the diffusion between a
normal-conducting and a superconducting strand.
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