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Abstract

When a continuous film flows over a non-wettable surface, it may break up
with the consequent formation of a dry-patch. The actual shape of the result-
ing water layer is of great interest in several engineering applications, such as
in-flight icing simulations, finned dehumidifier behavior modeling, coating pro-
cess and chemical absorption/distillation through structured packing. A 2D
numerical solver for the prediction of film flow is presented. The lubrication
approximation is assumed, allowing for the description of liquid film flowing
down an inclined plate, driven by both gravity and shear. The effects of con-
tact line and surface wettability are introduced combining the precursor film
model and the disjoining pressure terms. The capillary pressure, which is usu-
ally modeled through the small slope approximation, is here defined imposing
the membranal equilibrium of the gas-liquid free-surface, in order to investi-
gate higher values of the imposed equilibrium contact angle between liquid
and solid substrate. The in-house solver is first validated with both experi-
mental and numerical results, available in literature. Numerical simulations
are then performed with the aim of studying the behavior of liquids in absorp-
tion/distillation process through structured packing. The lubrication theory
is finally extended to the most general case of a 3D curved substrate, allow-
ing to investigate problems involving complex geometries and configurations.
Thus, a liquid film flowing down a packing layer, which is a wrinkled surface
composing the packed column used in absorption process, is simulated. Such
a problem has been investigated in literature by means of a fully 3D approach
only, but the huge computational costs do not allow to investigate several con-
figurations, resulting in a lack of knowledge of the hydrodynamics driving the
liquid flowing through the packing layers.
The full modeling of the capillary pressure and the extension to general curved
substrates clearly put a new effort to the well known lubrication theory and
allow to simulate phenomena, that were not covered by such a theory.
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Chapter 1

Introduction

The evolution of a thin layer of liquid over a non-wettable surface is a com-
plex phenomenon, involving physical discontinuities induced by moving contact
lines and transition between the different flow patterns:

• still or moving droplet, figure 1.1(a);

• rivulet, figure 1.1(b) showing finger instability occurred during wetting
of an inclined plate;

• continuous film, figure 1.1(c) showing the break-up of a continuous film
into two rivulets with dry-patch generation.

(a) (b) (c)

Figure 1.1: Possible configuration of a thin liquid layer over a solid substrate:
drops (a), finger instability phenomenon leading to an array of parallel rivulets
(b), continuous film break-up (c).

Moreover, a combination of the above mentioned configurations may appear
during a wetting phenomenon, making the understanding of the thin film hy-
drodynamics even more difficult due to the large number of possible configu-
rations.
On the other side, a number of engineering problems requires the knowledge
of the liquid distribution over a solid substrate. Above all, coating process
is mainly driven by the interaction between a liquid film slowly flowing and
the surface to be covered. In-flight icing phenomenon on aircraft surface is
also driven by the evolution of a water layer fed by super-cooled drops from
the cloud. The liquid distribution, which depends on the cloud water content

1



2 CHAPTER 1. INTRODUCTION

and the fluid flow field and temperature, influences the location and shape
of ice accretion areas, which in turn greatly affect the aircraft aerodynamics
and, thus, the flight safety. Fogging and defogging of a car windshield or heat
transfer on dehumidifier fin surfaces are also affected by condensation and evap-
oration phenomena with droplets growth, coalescence and motion over solid
substrates. Again, windshield fogging has potentially safety consequences and
is thus strictly regulated, while the different water layer regimes are one of
the dominant effects in determining the performances of dehumidifier and con-
denser heat exchanger. Even in chemical engineering a lot of interest has been
put in flowing films in the recent 30 years. In fact, absorption and distillation
processes involve the evolution of a thin layer of liquid. In carbon dioxide
capture through chemical absorption in structured packing, gas CO2 flows up
while a liquid solvent, which has to capture carbon, flows down through a
packed column, composed by a collection of structured corrugated sheets, as
shown in figure 1.2. The absorption process is more efficient when the packed
layers are covered by a continuous film, rather than drops or rivulets. Both
numerical and experimental literature are available, but it is clearly difficult
to look inside the packed columns, making the numerical approach much more
suitable.

Figure 1.2: Packed column used for CO2 chemical absorption.

Several works concerning these topics are available in literature, with a great
effort put by many authors. In [6], the performances of a vertical fin array
belonging to a finned dehumidifier are numerically investigated. The problem
being multiscale and multiphysics (air flow exchanging mass and heat with
the liquid film at the fin surface due to condensation, heat conduction in the
solid domain of the fins), the fluid flow convection problem and the conduction
problem are solved separately and coupled using the film evolution (smaller
length scale) to define the boundary condition that are exchanged between
solid and fluid domain. A procedure was developed by the authors in order
to evaluate the water layer thickness, choosing between continuous film and
still droplet regime. In particular, knowing the condensating flow rate from an
energy balance, it is possible to write the continuity equation for the film, eval-
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uating the film velocity from the known shear stress applied by the fluid flow,
which is supposed to be the driving forces together with gravity. Since the
energy balance defining the condensation process strongly depends on the film
flow pattern, the droplets growth and coalescence are also modeled through a
Lagrangian approach and a trigger defining the transition from droplet regime
to film regime is defined in terms of critical drop diameter. A similar approach
is also used in [7] for investigating in-flight icing phenomenon.
A lot of literature works treat the evolution of a thin liquid film over a solid
substrate or the droplet growth, motion and coalescence by means of numeri-
cal, analytical or experimental approaches. Apart the Nusselt theory, which is
the precursor work involving the understanding of thin film behavior, Hartley
et al. [8] (1964) and Wilson [9] (1974) proposed different theoretical studies for
predicting the condition at which a continuous film may break-up in rivulets,
while Bretherton [10] (1961) first applied lubrication theory for studying the
shape of a confined gas bubble immersed in a liquid inside a small channel.
The lubrication theory, which has the great advantage to reduce the physical
problem to a 2D partial differential equation, is mostly used for investigating
droplets behavior over a solid substrate and for applications involving coating
process. The contact line dynamics modeling, which is required for simulat-
ing real test cases, has been recently introduced within the lubrication theory,
thanks to Schwartz et al. [11], who used the disjoining pressure model together
with the assumption of a precursor film always wetting the substrate. Only
hydrophilic surfaces (θe ≤ 90◦) can be investigated, due to the mathematical
limit of the lubrication theory itself. However, the allowed equilibrium contact
angle is even lower due to the approximate evaluation of the capillary pressure,
which is strictly connected with the free-surface curvature; in fact, equilibrium
contact angles up to 20◦ only are investigated in literature.
On the other side, a fully 3D approach is usually adopted for simulating absorp-
tion/distillation through structured packing. Since a packed column may have
a diameter of 10 m, while the characteristic dimension of structured packing is
of the order of 20 cm and the film height may be less than a millimeter [12],
the problem is inherently multiscale. Thus, a full CFD approach is typically
limited to the investigation of a single facet of the problem: most analysis,
in fact, are focused on the hydrodynamic behavior of a liquid along plane
surfaces. Coupling the film problem and the flow problem resolutions as done
by [6] may be an important improvement in order to reduce the computational
costs and gain useful information for packing geometry optimization.
The aim of this work is the 2D modeling of discontinuous thin film of liquid,
driven by gravity and shear of an external gas flow over a non-wettable solid
substrate, through lubrication theory. To do this, a new solver is developed
in FORTRAN language. Thanks to the available numerical literature [11,13,14],
efficient and accurate numerical methods can be implemented for the solution
of the mathematical problem governing thin film evolution. The modeling of
surface wettability is reached via disjoining pressure, according to [3, 11, 15].
Equilibrium contact angles up to 90◦ can be investigated through the full mod-
eling of capillary pressure (thus the usual small slope approximation must be
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abandoned). The general case of a liquid film flowing over a 3D curved sub-
strate, as it happens in the most of real problems, can also be investigated
extending the governing lubrication equations, which are originally defined for
a film flowing over an inclined plate, with the advantage of keeping a 2D ap-
proach.
The possibility of investigating liquid film evolution over non-wettable 3D sub-
strate obviously enlarges the range of engineering applications that can be an-
alyzed via lubrication theory. In fact, the developed solver is applied to the
case of CO2 absorption through structured packing, where the knowledge of
the hydrodynamics of the liquid solvent inside the packing geometry, which is
composed of an ensemble of corrugated sheets, is crucial for a proper optimiza-
tion. In fact, the higher the wetted area of the packing geometry, the higher
the free-surface area, which is needed for capturing CO2. Such an approach,
also allows to strongly reduce the computational costs with respect to a full
3D approach, leading to an improved flexibility. In fact, the solution of the
liquid film over the packing layers can be coupled with the solution of CO2 gas
flow through an exchange of boundary condition.



Chapter 2

Flowing films

2.1 Phenomenological models

The first theoretical work about flowing film belongs to Nusselt (1916) [16].
The so called Nusselt theory models the film condensation over a vertical plate:
assuming laminar film flow pattern, fully developed thermal profile and latent
heat driving the heat transfer process, the model is able to predict both the
film thickness and the heat transfer coefficient over the plate.
A similar approach was also used by Hartley and Murgatroyd (1964) [8] for
calculating the thickness of an undisturbed film flowing down a vertical plate
or driven by shear of an external gas flow. In their work they also studied the
separation of an uniform film, leading to dry-patch generation, proposing two
different criteria for the calculation of a critical mass flow rate, at witch film
separation may occur, generating a stable dry-patch:

• minimum power configuration for establishing if a given liquid flow rate
will arrange in a single rivulet rather than split in more rivulets;

• force-balance at the upstream point of the dry-patch.

Knowing the fluid properties, the external actions of gravity and shear and
assuming that the fluid is Newtonian and incompressible, the velocity profile
for a laminar and uniform liquid film flowing over an inclined plate can be
calculated,

u =
ρ g

µ
sinα

(

h∞ z −
z2

2

)

+
τg

µ
z (2.1)

z ∈ [0, h∞] being the normal outward plate direction, h∞ the thickness of the
undisturbed film, α the plate inclination with respect to the horizontal and τg

the shear applied by the external gas flow. Note that Eq. (2.1) is valid in the
restrictive case of τg acting along the plate downhill or uphill directions.
Integrating the velocity profile across the film thickness leads to the film flux:

Q∞ = u∞ h∞ =
ρ g

3µ
sinαh∞

3 +
τg

2µ
h∞

2 (2.2)

Thus, specifying the undisturbed film flux Q∞ the film thickness h∞ can be
calculated. It is important to point out that, when gravity and shear act in

5
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opposite directions, Eq. (2.2) may have two different positive solutions for h∞.
Since both the solutions have physical meanings, the energetic approach of [8]
can be followed in order to determine the most probable configuration of the
film, that is defined by minimizing the total power. The film power per unit
width is given by the contributions of potential, kinetic and surface energy
variations:

Pp = ρ g cosα
∫ h∞

0
u z dz (2.3)

Pk =
1

2
ρ
∫ h∞

0
u3 dz (2.4)

Pσ = σ u|h∞

(2.5)

Similar energetic approaches for choosing the more suitable liquid layer con-
figurations can be found in [17,18].
Applying the force-balance based method given in [8] allows to trace the criti-
cal flow rate at which the film may break in more rivulets as a function of the
external actions of gravity and shear.

Figure 2.1: Dry-patch formation in liquid layer flowing over a solid surface.

Consider a film flowing down an inclined plate and imagine that the undis-
turbed flow breaks generating a dry-patch. Referring to the liquid section
surrounding the stagnation point, see figure 2.1, the mechanical equilibrium
between the surface tension and the liquid pressure acting on the liquid-gas
interface leads to,

σ (1 − cos θe) =
1

2
ρ
∫ h∞

0
u2 dz + ρ g cosα

∫ h∞

0
z dz (2.6)

θe being the equilibrium contact angle.
For the case of purely gravity driven film (i.e. τg = 0) in Eq. (2.1), we can
integrate Eq. (2.6) in order to get:

σ (1 − cos θe) =
3

5
ρ u∞

2 h∞ + ρ g cosα
h∞

2

2
(2.7)
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Eqs. (2.7) and (2.2) can be rewritten referring to the critical film flow rate:

QCR = uCR hCR =
ρ g

3µ
sinαhCR

3 (2.8)

σ (1 − cos θe) =
3

5
ρ uCR

2 hCR + ρ g cosα
hCR

2

2
(2.9)

Solving together Eqs. (2.8) and (2.9) allows to predict the critical flow rate
QCR for given plate inclination and equilibrium contact angle. Below the
critical value QCR, a stable dry-patch appears after the film breakup.
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Eqs. (2.2), (2.7)

water/copper tube (0.3 m)

water/copper tube (1.2 m)

Figure 2.2: Critical flow rate as a function of plate inclination and equilibrium
contact angle, according to Eqs. (2.2) and (2.7). Water: ρ = 997 kg/m3, µ =
0.0010 Pa s, σ = 0.073 N/m (a). Silicone oil: ρ = 950 kg/m3, µ = 0.019 Pa s,
σ = 0.021 N/m (b). Comparison with literature experimental data of [1] (c).

Figures 2.2 (a) and 2.2 (b) shows the predicted behavior of the critical flow
rate for two different liquids (water and silicone oil), which mainly differ from
each other in the dynamic viscosity. In fact, when high viscosity liquids are
considered, the force arising from liquid inertia becomes less and less signifi-
cant, compared to surface tension and hydrostatic pressure. Results obtained
from Eqs. (2.2) and (2.7) are not consistent with the available experimental
results, as shown in figure 2.2 (c), since the weight of the stagnant liquid in
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the capillary ridge appearing close to the contact line is not taken into account
when imposing force balance, Eq. (2.6). However, the model proposed by
Hartley and Murgatroyd, [8], represents a first step for a better understanding
of the hydrodynamics of thin liquid layers.
More accurate models, even able to predict the dry-patch shape, are avail-
able in literature. Podgorski et al. [2] studied the case of a film flowing over
an inclined plate. They investigated experimentally the dry-patch generation,
perturbing the undisturbed flow, with the aim of tracing the critical flow rate
and the eventual shape of the stable dry-patch. Then, they proposed an em-
pirical model for describing the stable dry-patch shape, following the same
approach of [9].

(a) (b)

Figure 2.3: Notation used in [2]: modeling of the mass conservation (a); section
of the ridge surrounding the contact line (b).

Assuming that a capillary ridge, where the liquid that would otherwise cover
the dry spot is collected, surrounds the contact line, as shown in figure 2.3(b),
they wrote the continuity equation and the mechanical equilibrium for a small
element of ridge,

ū S = Q∞ y (2.10)

σ (1 − cos θe) = ρ g S sinα sinψ (2.11)

ū and S being the average liquid velocity and the area of the ridge cross section,
ψ being the angle of the tangent to the contact line with the plate downhill
direction.
Assuming that the liquid velocity inside the ridge is given by a Poiseuille-type
profile, with the flow driven by gravity and viscous dissipation, and that the
ridge shape is well approximated by a circular arc leads to:

ū = mf1(θe)
ρ g S

µ
sinα cosψ (2.12)

f1 =
(1 − cos θe)

2

θe − cos θe sin θe

(2.13)
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The estimation of the parameter m, which mainly depends on the ridge shape,
comes from the analytical integration of the velocity profile over the ridge
section under the above mentioned assumptions. However, the authors of [2,19]
adjusted the calculated value of m in order to fit the experimental results,
taking into account the discrepancy from the circular arc approximation of the
ridge. Combining Eqs. (2.10), (2.11) and (2.12), the parametric curve of the
contact line can be obtained:

x =
r

3

(

1 −
1 − 3 cos2 ψ

sin3 ψ

)

(2.14)

y = r
cosψ

sin2 ψ
(2.15)

with r being the contact line radius of curvature at the apex:

r = mf2(θe)
σ2

ρ g µ
(Q∞ sinα)−1 (2.16)

f2 =
(1 − cos θe)

4

θe − cos θe sin θe

(2.17)

The results from the semi-empirical model, Eqs. (2.14), (2.15) and (2.16), and
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Eqs. (2.14) and (2.15)

experimental results

Figure 2.4: Shape of a stable dry-patch, generated perturbing the undisturbed
film flow over an inclined plate: empirical model vs experimental results of [2].
α = 15◦, Q∞ = 19.7 × 10−3 cm2/s, θe = 30◦.

experimental tests of [2] are compared in figure 2.4, showing a perfect agree-
ment between predicted and observed dry-patch shape. Tests were run on an
inclined glass plate, covered by a thin layer of silicone oil, PDMS Rhodorsil
47V20 (ρ = 950 kg/m3, µ = 0.019 Pa s, σ = 0.021 N/m), the measured equilib-
rium contact angle being equal to θe = 30◦. For such a case, the theoretical
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value of the coefficient m is equal to m = 0.23, but it was adjusted to m = 0.33
in [2]. Thus, the value m = 0.33 is used to compare the empirical model with
the experimental dry-patch contact line in figure 2.4.

2.2 Lubrication approximation

The mentioned studies just show simplified models, that are not able to predict
the liquid layer distribution over the physical domain, but give information
about the tendency of the liquid flow to arrange as a continuous film rather
than an ensemble of rivulets. Even using such models for modeling the rivulet
breakup and the transition between different flow patterns via a Lagrangian
approach is not possible. In fact, they only provide information about the
breakup threshold in terms of critical flow rate and the eventual dry-patch
shape, but we still do not know where and when the breakups take place.
Moreover, the validity of the empirical model proposed in [2], which is able to
predict the eventual dry-patch shape, is limited to the experimental setup it is
compared to. Thus, solving the 2D governing balance equations still represents
the only way to fully understand the hydrodynamics of flowing films. Navier-
Stokes equations can be simplified when thin liquid layers are involved, thanks
to the well known lubrication theory, which allows for integration across the
film thickness, leading to a 2D mathematical approach.

2.2.1 Capillary pressure

Figure 2.5: Phase I and phase II delimited by the interface Γ.

An interface exists when two immiscible fluids (let’s call them I and II) are
in contact with each other, as shown in figure 2.5. This interface (or free-
surface) persists thanks to the surface tension, acting at the interface. Thus,
there is a pressure differential between fluids I and II when the free-surface
is curved [20]. This pressure differential is called capillary pressure and it is
given by the Young-Laplace equation,

pII − pI = 2σ κm = σ
(

1

r1

+
1

r2

)

(2.18)
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κm being the so called mean curvature and r1,2 being the principal radii of
curvature. Referring to figure, r1,2 may be defined as the two radii of curvature
standing in two planes that are at the same time normal to each other and
normal to the interface Γ.

Figure 2.6: Surface tension forces acting on a control element of free-surface Γ
and definition of principal radii of curvature.

According to [13, 21], the mean curvature of a 3D curved surface h(x, y) is
given by:

2κm =

∂2h
∂x2

[

1 +
(

∂h
∂y

)2
]

+ ∂2h
∂y2

[

1 +
(

∂h
∂x

)2
]

− 2 ∂h
∂x

∂h
∂y

∂2h
∂x∂y

[

1 +
(

∂h
∂x

)2
+
(

∂h
∂y

)2
]3/2

(2.19)

When low values of the equilibrium contact angle are imposed, only small
free-surface inclinations can be observed and the small slope approximation,

2κm ≃
∂2h

∂x2
+
∂2h

∂y2
= ∇2h (2.20)

is used for reducing Eq. (2.19). It is worth to point out that contact an-
gles higher than 20◦ have never been investigated in the available literature
involving thin liquid layer 2D simulations under lubrication approximation
[3, 11, 14, 15, 22], since results would not be consistent anymore if small slope
approximation was assumed.

2.2.2 Disjoining pressure

The disjoining pressure is related to the intermolecular forces, that arise when
two surfaces (solid substrate and liquid-air interface) are put in close contact.
The authors of [11] introduced the disjoining pressure Π as,

Π = B

[(

δ

h

)n

−

(

δ

h

)m]

(2.21)
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where 1 < m < n, B > 0, the reference height h∞ is the undisturbed film
thickness and δ << h∞ is the precursor film thickness.
The first term of Eq. (2.21) represents liquid-solid repulsion, while the second
is attractive, leading to a stable thickness δ: the repulsion component of the
disjoining pressure dominates when the film thickness is lower than the pre-
cursor one, h < δ, while the attractive component dominates when h > δ, as
shown in figure 2.7(a). Thus, the liquid layer is forced toward this precursor
film thickness, allowing to solve the contact line singularity: if the precursor
film was not assumed, the non-slip condition at the wall would not let the
contact line move toward the solid surface. Moreover, using the disjoining
pressure for modeling the wetting dynamics, the apparent contact line can be
easily traced over the domain with a posteriori procedure. The positive ex-
ponents n, m and the precursor film thickness δ depend on the intermolecular
forces acting between the surfaces close to each other. The coefficient B can
be determined from the known equilibrium contact angle θe, which is used for
describing the substrate wettability.

Π h
∞

/σ

-2 0 2

h
/h

∞

0

0.2

0.4

0.6

0.8

1
(a) (b)

Figure 2.7: Dependence of disjoining pressure on film thickness, δ = 0.1h∞,
θ = 90◦ and (n,m) = (3, 2) (a). Control volume of liquid between the apparent
contact line h0 and the precursor film δ (b).

Schwartz and Eley [11] imposed the equilibrium between disjoining and capil-
lary pressure, acting on the macroscopic control volume of liquid close to the
apparent contact line shown in figure 2.7(b),

−
∫ h0

δ

σ

r
dh =

∫ h0

0
Π dh−

∫ δ

0
Π dh (2.22)

where δ << h0, r is the free-surface curvature and Π is given by Eq. (2.21).
Expressing the radius of curvature r as,

r =
1

sinϕ

dh

dϕ
(2.23)
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ϕ being the free-surface inclination, the LHS of Eq. (2.22) can be integrated,

−
∫ h0

δ

σ

r
dh = −σ

∫ θe

0
sinϕdϕ

= −σ (1 − cos θe)
(2.24)

Assuming δ/h0 → 0, integration of Eq. (2.22) RHS leads to:

∫ h0

δ
B

[(

δ

h

)n

−

(

δ

h

)m]

dh ≃ −B δ
n−m

(n− 1) (m− 1)
(2.25)

Substituting Eqs. (2.24) and (2.25) to Eq. (2.22) allows to express B as:

B =
(n− 1) (m− 1)

n−m

σ

δ
(1 − cos θe) (2.26)

The authors of [15] demonstrated that Eq. (2.26) is valid for an infinitesimally
small precursor film, but leads to a deviation from the specified equilibrium
contact angle when finite values of δ are imposed, as it usually happens in
numerical computations. Moreover, the contribution of the capillary pressure
in Eq. (2.22) must be corrected as the small slope approximation is assumed:

∫ h0

δ

d2h

dx2
dh =

∫ θe

0
tanϕd (tanϕ)

=
1

2
tan2 θe 6= 1 − cos θe

(2.27)

The expression of B is thus corrected as follows,

B = f
(n− 1) (m− 1)

2 (n−m)

σ

δ
tan2 θe (2.28)

f = 1 + 6.069 δ̃ + 161.7 δ̃2 − 1547 δ̃3 + 5890 δ̃4 (2.29)

where δ̃ = δ/h∞ is the dimensionless precursor film thickness.
The correction coefficient f , obtained by means of a numerical procedure
in [15], is consistent with the Tanner-Hoffman-Voinov formula for a 1D film
flowing down an inclined plate,

θ3 = θe
3 + C

µuc

σ
(2.30)

where θ is the dynamic contact angle, C is a constant and uc is the contact
line velocity:

uc = u∞
1 − (δ/h∞)3

1 − δ/h∞

(2.31)

The dependence of the contact angle on the contact line velocity is largely
reported in literature [15, 23, 24], as it will be better explained in section 2.4,
and Eq. (2.30) has been compared with experimental results in [23], showing
an excellent agreement.
Only disjoining pressure model is presented for substrate wettability modelling,
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but an other approach can be used instead. In the context of 3D VOF simu-
lations of a droplet moving on a solid surface, the authors of [24] imposed a
slip boundary condition at the wall,

uw = λ
∂u

∂z

∣

∣

∣

∣

∣

w

(2.32)

λ being the slip length. Even if both models have physical meanings, precur-
sor film model is usually preferred in thin liquid layer simulations involving
lubrication approximation, since it was demonstrated that it leads to lower
computational cost [25].

2.3 Governing equation

Consider a thin liquid film of height h flowing over an inclined plate, driven
by both gravity and shear. Let α be the plate inclination with respect to the
horizontal, τg = (τx, τy) the shear applied by an external gas flow, h∞ and
u∞ the undisturbed film height and average velocity, calculated according to
Nusselt theory.
Assuming that the liquid behaves as an incompressible fluid and u, v, w being
the liquid velocities along the Cartesian coordinates, the continuity equation
for an incompressible fluid gives:

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (2.33)

Integrating the continuity equation across the film thickness h leads to:

∫ h

0

∂u

∂x
dz +

∫ h

0

∂v

∂y
dz +

∫ h

0

∂w

∂z
dz = 0 (2.34)

Knowing that
∫ h

0

∂w

∂z
dz = [w]h0 = wh − w0 (2.35)

and applying Leibniz’s formula,

∫ h

0

∂f

∂ξ
dz =

∂

∂ξ

∫ h

0
f dz − f |ξ,h

∂h

∂ξ
(2.36)

Eq. (2.34) gives:

∂

∂x

∫ h

0
u dz − uh

∂h

∂x
+

∂

∂y

∫ h

0
v dz − vh

∂h

∂y
+ wh − w0 = 0 (2.37)

Applying the non-slip condition at the solid substrate and the interface condi-
tion at the free-surface

w0 = 0, wh =
∂h

∂t
+ uh

∂h

∂x
+ vh

∂h

∂y
(2.38)
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and introducing the average liquid velocities across the film thickness,

ū =
1

h

∫ h

0
u dz, v̄ =

1

h

∫ h

0
v dz (2.39)

Eq. (2.37) can be recasted, leading to:

∂h

∂t
+

∂

∂x
(ū h) +

∂

∂y
(v̄ h) = 0 (2.40)

Adopting the compact notation

ū = (ū, v̄) , ∇ =

(

∂

∂x
,
∂

∂y

)

(2.41)

and introducing the film flux Q, continuity equation can be rewritten as:

∂h

∂t
= −∇ · (ūh) = −∇ · Q (2.42)

The average film velocities ū and v̄ can be expressed by means of the momen-
tum equation. When thin liquid films are involved, the following assumptions
can be done:

• incompressible fluid;

• Newtonian fluid;

• constant fluid properties through film;

• non-slip condition at the solid substrate;

• shear applied by the external gas flow at the free-surface.

Also assuming,

• negligible inertia forces, i.e. low Reynolds number:

Re =
ρ u∞ h∞

µ
≤ 1 (2.43)

allows to simplify the Navier-Stokes equations, reducing the 3D physical prob-
lem to a 2D mathematical problem. Under the above mentioned assumptions,
momentum equations reduce to,

∂p

∂x
= µ

∂2u

∂z2
(2.44)

∂p

∂y
= µ

∂2v

∂z2
(2.45)

∂p

∂z
= 0 (2.46)
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the pressure p being equal to the sum of the dynamic pressure and the hydro-
static pressure.
Solving Eqs. (2.44) and (2.45) with the non-slip boundary condition at the
substrate and free-surface boundary condition at the liquid-gas interface

u0 = 0, µ
∂u

∂z

∣

∣

∣

∣

∣

h

= τx (2.47)

v0 = 0, µ
∂v

∂z

∣

∣

∣

∣

∣

h

= τy (2.48)

gives,

u =
1

µ

∂p

∂x

(

z2

2
− z h

)

+
τx

µ
z (2.49)

v =
1

µ

∂p

∂y

(

z2

2
− z h

)

+
τy

µ
z (2.50)

τx,y being the components of the shear τg, applied by the external gas flow,
along the Cartesian directions x and y.
Eqs. (2.49) and (2.50) can be integrated across the film thickness h and the
average velocities calculated according to Eq. (2.39). Using the compact
notation of Eq. (2.41), the average velocities are equal to:

ū = −
∇p

3µ
h2 +

τg

2µ
h (2.51)

Combining Eqs. (2.42) and (2.51) the governing lubrication equation can be
obtained:

∂h

∂t
= −∇ ·

(

−
∇p

3µ
h3 +

τg

2µ
h2

)

(2.52)

The pressure field is given by [11] as,

p = ρ g (h cosα− x sinα) − σ∇2h− Π (2.53)

where:

• ρ g (h cosα− x sinα) represents the contribution of hydrostatic pres-
sure, x being the downhill direction of the plate.

• σ∇2h is the capillary pressure, which is modeled by means of the small
slope approximation according to Eq. (2.20).

• Π is the disjoining pressure, Eq. (2.21), which is related to the inter-
molecular forces between liquid and solid substrate.

Introducing the following non-dimensional quantities,

h̃ =
h

h∞

, x̃ =
x

h∞

, t̃ =
t

(µh∞/σ)
,

p̃ =
p

(σ/h∞)
, Π̃ =

Π

(σ/h∞)
, τ̃ g =

τg

(µu∞/h∞)

(2.54)
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defining the Bond number as the ratio between gravitational forces and surface
tension forces,

Bo =
ρ g h∞

2

σ
(2.55)

and defining the capillary number as the ratio between viscous forces and
surface tension forces,

Ca =
µu∞

σ
(2.56)

governing Eqs. (2.52) and (2.53) can be made dimensionless:

∂h̃

∂t̃
= −∇ ·

(

−
∇p̃

3
h̃3 + Ca

τ̃ g

2
h̃2
)

(2.57)

p̃ = Bo
(

h̃ cosα− x̃ sinα
)

− ∇2h̃− Π̃ (2.58)

2.4 Analytical solutions

(a) (b)

Figure 2.8: Stable rivulet flowing over a vertical plate (a), film breakup over
an inclined plate (b)

A fully analytical solution of Eqs. (2.52) and (2.53) is not available, but in
very simplified configurations.
The authors of [18] calculated the rivulet profile in the case of a stable rivulet
flowing over a vertical plate, see figure 2.8(a), pushed by gravity and shear.
Assuming that gravity and shear act along the same line, the physical problem
is reduced to a 1D mathematical problem. Thus, the lubrication theory leads
to the following set of equations,

p = −σ
d2h

dy2
= const (2.59)

V̇ =
∫ +Ly

−Ly

(

ρ g h3

3µ
+
τg h

2

2µ

)

dy (2.60)
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Figure 2.9: Possible rivulet configurations as a function of the external action
of shear for fixed liquid flow rate, according to Eq. (2.62).

V̇ being the volume flow rate flowing through the rivulet.
The following initial conditions are applied to y = −Ly,

h|−Ly
= 0,

dh

dy

∣

∣

∣

∣

∣

−Ly

= tan θe (2.61)

θe being the equilibrium contact angle.
Thus, the initial value problem defined by Eqs. (2.59) and (2.61) gives a
parabolic profile of the free-surface. Eqs. (2.59), (2.60) and (2.62) can be solved
by imposing the rivulet pressure p, resulting in a certain rivulet dimension, or
the liquid flow rate V̇ . The resulting relation between liquid flow rate, rivulet
dimension and shear stress states that,

V̇ = 4 tan θe

(

16

105

ρ g

µ
H4 +

4

15

τg

µ
H3

)

(2.62)

H being the maximum rivulet height.
Introducing the capillary length,

lc =

√

σ

ρ g
(2.63)

the rivulet dimension H is made non-dimensional and plotted in figure 2.9 as
a function of the external action of shear τg for fixed values of the liquid flow
rate. It can be noticed that more rivulet configurations may be reached when
shear and gravity act in opposite directions and the liquid flow is receding with
respect to the plate downhill direction, i.e. τg < 0 and V̇ < 0. Since only one
of the two physical solutions is stable, the more probable configuration can be
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determined by means of a stability analysis, [18].
An important result involving the dynamics of moving contact lines was ob-
tained in [23] considering a 1D film flowing over an inclined plate. Such a
problem is described by the following evolution equation,

∂h

∂t
+

∂

∂x

(

−
∂p

∂x

h3

3µ

)

= 0 (2.64)

p = −σ
∂2h

∂x2
− ρ g x (2.65)

which can be obtained directly by Eqs. (2.52) and (2.53), neglecting the y
partial derivatives and neglecting disjoining pressure contribution. Since sur-
face wettability is not modeled, we are now considering the case of a super-
hydrophilic substrate (i.e. the imposed equilibrium contact angle is zero).
Assuming a precursor film in order to remove the moving contact line disconti-
nuity, an apparent contact line, which is defined by the location of the interface
maximum curvature, moves with a constant velocity uc, defined by Eq. (2.31).
Thus, considering a coordinate system that moves together with the contact
line,

x̂ = x− uc t (2.66)

allows to solve the stationary shape of the moving interface.
Thanks to this change of variable, Eqs. (2.64) and (2.65) reduce to a single
Ordinary Differential Equation,

−uc
dh

dx̂
+

d

dx̂

(

σ

3µ

d3h

dx̂3
h3 +

ρ g

3µ
h3

)

= 0 (2.67)

that can be integrated with the condition of flat film of thickness h∞ at x̂ = 0,
giving:

(

σ

3µ

d3h

dx̂3
+
ρ g

3µ

)

h2 = uc

(

1 −
h∞

h

)

(2.68)

Defining the capillary number with respect to the undisturbed film velocity,

Ca =
µu∞

σ
(2.69)

the following dimensionless quantities,

x̃ =
x̂

h∞

Ca
1

3 , h̃ =
h

h∞

, δ̃ =
δ

h∞

(2.70)

allows to reduce Eq. (2.68) to its general form:

(

1

3

d3h̃

dx̃3
+ 1

)

h̃2 =
1 − δ̃3

1 − δ̃

(

1 −
1

h̃

)

(2.71)

It is important to point out that Eq. (2.68) with δ̃ = 0 (i.e. contact line
singularity not removed) was first obtained in [10], which author studied the
behavior of a bubble inside a capillary tube.
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Solving numerically Eq. (2.71) with the proper boundary conditions allows
to find the free-surface shape, revealing the existence of a capillary ridge sur-
rounding the contact line, which is self-similar in time, accordingly to long
scale evolution film problem. Since we are interested in contact line dynamics,
an asymptotic approach can be adopted, looking for the local solution of h
where the film thickness approaches the precursor film. In the region where
h → δ, several terms of Eq. (2.71) that are small in the limit of small δ, can
be neglected, leading to:

h̃2d
3h̃

dx̃3
= 3

(

1 −
δ̃

h̃

)

(2.72)

Solution of Eq. (2.72) has the following asymptotic behavior,

h̃(x̃) ∼ (x̃0 − x̃)
[

log
(

x̃0 − x̃

δ̃

)]1/3

at
x̃0 − x̃

δ̃
→ +∞ (2.73)

x̃0 being an arbitrary point in the apparent contact line region. Thus, the
free-surface slope is known in the apparent contact line region, allowing to
calculate the so-called dynamic (or apparent) contact angle θ, which is defined
by the absolute value of the interface slope angle at a distance l so that δ <
l < h∞ Ca1/3, as:

θ = Ca1/3

[

3 log

(

lCa1/3

h∞ δ̃

)]1/3

(2.74)

Since the influence of the factor Ca1/3 in the logarithmic term is not so impor-
tant and using the definitions of capillary number and contact line velocity,
Eq. (2.74) can be reduced to:

θ3 ∝
µuc

σ
(2.75)

Eq. (2.75) predicts the dynamic contact angle, which can be observed close
to the apparent contact line, when a liquid front is flowing over a perfectly
wettable solid substrate. A more general equation, i.e. the Tanner-Hoffman-
Voinov formula, Eq. (2.30), can be used to predict the effective contact angle
along the apparent contact line when a non-wettable surface is involved (i.e.
non-zero equilibrium contact angle is imposed, θe > 0).
In [26] the authors solved the 2D lubrication equation for a film flowing down
an inclined plate with a semi-analytical approach, looking for the evolution of
a possible dry-patch. The investigated problem is described by figure 2.8(b).
Considering steady state condition, assuming that capillary forces drive the
wetting process and applying the following simplifications to the lubrication
theory,

• free-surface curvature along plate downhill direction x negligible, leading
to 2κm ≃ ∂2h

∂y2 , and mainly varying with y, i.e. ∂
∂x

(

∂2h
∂y2

)

≃ 0;

• surface wettability not modeled (i.e. disjoining pressure is neglected);
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• hydrostatic pressure ρ g h cosα neglected;

Eqs. (2.52) and (2.53) were approximated by:

∂

∂y

[

∂

∂y

(

−σ
∂2h

∂y2

)

h3

]

− ρ g sinα
∂

∂x

(

h3
)

= 0 (2.76)

Assuming that a stable dry-patch exists over the plate, the authors seek a
similarity solution in the form:

h = f(x)G(η), η = y/yc(x) (2.77)

yc being the contact line of the dry-patch.
Choosing the following solutions family,

f = b (c x)m , yc = (c x)n (2.78)

substituting to Eq. (2.76), the following differential equation was obtained
in [26]:

d

dη

[(

d3G

dη3
− η

)

G3

]

+
(

13 −
3

n

)

G3 = 0 (2.79)

Since an analytical solution of Eq. (2.79) is not available, the authors adopted a
numerical approach and, applying proper boundary conditions, they obtained
the free-surface profile over the domain. According to experimental evidences,
a ridge surrounding the contact line was observed, while a quartic profile (n =
1/4) was obtained for the contact line imposing a constant liquid flux around
the dry-patch:

Q(x) =
ρ g sinα

3µ
lim

y→∞

1

y

∫ y

yc(x)
h3 dy∗ = const (2.80)

It is important to remark that no contact angle was imposed by the authors,
thus they did not take into account of the surface wettability.
Following the same approach, Duffy and Moffatt [4] solved Eq. (2.76) in the
case of a steady rivulet over a nearly vertical plate, test case of figure 2.8(a),
with the aim of understanding the liquid behavior in the hydrodynamic en-
trance region. In fact, the liquid enters the domain through a narrow inlet
section at the top of the plate and spreads over the domain, approaching the
shape of a stable rivulet. Seeking for a similarity solution of the same form as
Eq. (2.77), it was found that,

f = b (c x)− 1

13 , yc = (c x)
3

13 (2.81)

G =
(

η4 − 1
)

− λ
(

η2 − 1
)

(2.82)

with,

b = c
ρ g sinα

104σ
(2.83)

c3 P (λ) =
3690960σ3 µ

(ρ g sinα)4 V̇ (2.84)

P (λ) = λ3 −
10

3
λ2 +

124

33
λ−

56

39
(2.85)
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Figure 2.10: Free-surface shape predicted by similarity solution, Eqs. (2.81)
and (2.82) in the case of: λ = 0, (a); λ = 2, (b). ρ = 981.3 kg/m3, µ =
0.03642 Pa s, σ = 0.0384 N/m, α = 30◦, Q = 10−6 m3/s.

V̇ being the liquid volume flux imposed through the rivulet.
Figures 2.10(a) and 2.10(b) show the stationary liquid layer distribution over
the inclined plate for two different values of the parameter λ, according to Eqs.
(2.81) and (2.82), with the liquid properties belonging to an high viscosity
liquid used as a solvent in the context of CO2 absorption (1-methylepiperazine
0.31xMPZ). It is important to notice that the imposed free parameter λ
strongly influences the solution. Physical interpretations of the possible rivulet
shapes are given in [4].
Again, the contact angle was not imposed, its value varying along the contact
line. Thus, the surface wettability is not accounted in the model of [4], making
its application not useful for real problems.

2.5 Numerical approach

A number of literature works deals with the numerical solution of the fourth-
order nonlinear partial differential equation describing the evolution of a thin
film, given by Eqs. (2.52) and (2.53), with a particular attention paid on
the numerical scheme to be used. Such an interest is justified by the very
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restrictive stability constraint on the time-step for explicit methods. This can
be understood considering the linearized 1D governing lubrication equation in
its non-dimensional form:

∂h̃

∂t̃
= −

1

3

∂4h̃

∂x̃4
(2.86)

In the context of finite difference method, discretizing the fourth-order spatial
derivative by means of a second order centered scheme and marching in time
with explicit Euler, the Von Neumann stability analysis leads to the following
constraint in order to ensure convergence of the solution:

∆t̃ ≤
1

3
∆x̃4 (2.87)

The dimensional time step deriving from the stability condition can be easily
obtained substituting in Eq. (2.87) the definitions of Eq. (2.54):

∆t =
µ

σ h∞
3 ∆x4 (2.88)

It clearly comes that an explicit integration is not computationally feasible
when high resolution (i.e. low spatial discretization step, ∆x̃ < 1) is required.
In fact, an implicit approach is always adopted in the available literature work,
allowing for a strong reduction of computational cost thanks to the high in-
tegration time-step that can be imposed ensuring convergence. A straightfor-
ward implementation of an implicit scheme would lead to a sparse system of
nonlinear algebraic equations to be solved at each time step, which can be still
expensive. However, the computational time can be greatly reduced follow-
ing an alternate direction implicit (ADI) scheme if the domain (the inclined
plate) is discretized with a structured grid. A great effort was put by [13], who
proposed an efficient ADI method for solving the following equations family:

∂Φ

∂t
+ ∇ ·

(

f(Φ) ∇∇2Φ
)

= 0 (2.89)

Φ, f being the unknown field variable and a nonlinear function of Φ.
Before showing the procedure proposed in [13], it is worth to define the linear
operators Lx,y and the differential operators Dx,y,

Lx = I + Θ ∆tDx, Ly = I + Θ ∆tDy (2.90)

Dx = ∂x

[

f
(

Φ̃n+1
)

∂xxx

]

, Dy = ∂y

[

f
(

Φ̃n+1
)

∂yyy

]

(2.91)

I being the identity operator, Θ being the coefficient of the one-step generalized
trapezoid rule and Φ̃n+1 being the guessed value of the unknown variable at
the unknown time step n+ 1.
The following pseudo-linear factorization was proposed in [13],

LxLy ∆Φ = −
(

Φ̃n+1 − Φn
)

− ∆t∇ ·
(

f
(

Φ̃n+1
)

∇∇2Φ̃n+1
)

(2.92)
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with ∆Φ ∼ Φn+1 − Φ̃n+1.
The ADI split equations for this backward Euler scheme are then:

Lx∆Φ∗ = −
(

Φ̃n+1 − Φn
)

− ∆t∇ ·
(

f
(

Φ̃n+1
)

∇∇2Φ̃n+1
)

(2.93)

Ly∆Φ = ∆Φ∗ (2.94)

Φn+1 ∼ Φ̃n+1 + ∆Φ (2.95)

Eq. (2.92) reveals that, apart the adopted ADI approximate factorization,
an iterative method is applied by authors of [13], that named this numerical
scheme as iterative factorized method. In fact the solution of the two split
algebraic systems, Eqs. (2.93) and (2.94), is iterated at each time-step until
Φ̃n+1 converges to Φn+1. However, the goal of such a method is that the mixed
derivatives of Φ,

∂

∂x

(

f(Φ)
∂3Φ

∂x∂y2

)

,
∂

∂y

(

f(Φ)
∂3Φ

∂y∂x2

)

(2.96)

are treated explicitly as well as the nonlinear prefactor f(Φ), allowing to de-
compose the sparse matrix into two linear, pentadiagonal matrices, Eqs. (2.93)
and (2.94), that are computationally cheaper to solve.
The authors also demonstrated that this iterative method allows to reach sec-
ond order accuracy in time, that would be otherwise impossible with one-step
ADI methods involving mixed derivatives, while its efficiency is guaranteed by
integration time-steps up to 108 the explicit one.
A similar approach was also adopted in [11,27], which authors solved numeri-
cally the governing lubrication equation, also revealing a gain on ∆t of about
108 the explicit one, during periods of slow shape evolution, when a fine mesh
is used.
In the context of finite difference method, the authors of [13] discretized the
domain with an uniform grid and adopted a centered scheme for space dis-
cretization. Thus, for the i, j-th node of the computational grid it comes that:

• The term ∇2Φ of Eq. (2.89) is discretized via a second order accurate
centered difference:

∂2Φ

∂x2

∣

∣

∣

∣

∣

i,j

≃
Φi+1,j − 2 Φi,j + Φi−1,j

∆x2
(2.97)

• Calling Q = (q, s)T = f(Φ) ∇∇2Φ, the term ∇Q of Eq. (2.89) is also
treated by means of a second order centered scheme,

∂q

∂x

∣

∣

∣

∣

∣

i,j

≃
qi+ 1

2
,j − qi− 1

2
,j

∆x
(2.98)

the nonlinear prefactor being computed through a trapezoidal average:

fi+ 1

2
,j = f

(

Φi,j + Φi+1,j

2

)

(2.99)
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In [14], the following nonlinear 4-th order PDE is numerically solved,

∂Φ

∂t
= −∇ ·

[

C Φ3 ∇∇2Φ −GΦ3∇Φ + F Φ3
]

(2.100)

C, G, F being constant coefficients.
Note that Eq. (2.100) is analogous to Eqs. (2.52) and (2.53), when zero
shear and zero equilibrium contact angle are imposed. Again, a second order
centered scheme is used in [14] for discretizing in space Eq. (2.100). Thus,
Eqs. (2.97) and (2.98) are still applied, Q being defined as,

Q = C fC ∇∇2Φ −GfG ∇Φ + F fF Φ (2.101)

with fC,G = Φ3, fF = Φ2.
The nonlinear prefactors are discretized as:

fC i+ 1

2
,j = 2

Φi,j
2Φi+1,j

2

Φi,j + Φi+1,j

(2.102)

fG i+ 1

2
,j =

Φi,j
3 + Φi+1,j

3

2
(2.103)

fF i+ 1

2
,j =

Φi,j
2 + Φi+1,j

2

2
(2.104)

It can be noticed that the nonlinear prefactor fC , that multiplies the higher
order derivative of h, is treated as a diffusivity term, while different schemes
are used for fG,F , revealing a more accurate spatial discretization than the one
proposed in [13]. Moreover, the governing equation is solved on a structured,
but non uniform computational grid.
The numerical investigations concerning 2D thin liquid layer spreading over a
plate mainly involve the simulation of:

• drop spreading over an hydrophilic surface with both constant non-zero
contact angle or variable contact angle accordingly to a textured grid,
[11];

• drop coalescence [14,28], wetting and de-wetting dynamics, [13];

• finger instabilities occurring when a film flows over an inclined plate:
in [15] the instability is induced by means of a texture including strips
of different contact angle;

• dry-patch generation due to solid occlusion perturbing the undisturbed
flow [3];

• particle-laden thin film flows [22].

Other numerical studies on evolution of thin layer of liquid are available in
literature. It is worth to point out that in one recent paper [3] a commercial
software using a Finite Element solver was used for numerically solving the
governing lubrication equation in case of a film flowing over a vertical plate.
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Figure 2.11: Numerical results of [3]: film thickness distribution on the cylin-
drical occlusion for ǫ = 0.2 (a); separation angle as a function of ǫ for θe = 20◦

(b). Coordinate β defining the position along the obstacle perimeter (c).

But the authors mainly focused on the liquid behavior of a thin film around a
solid occlusion, with the aim of investigating the effect of the obstacle shape
and wettability.
In figure 2.11(a), the liquid distribution along the contour of the cylindrical
occlusion, which is identified by the angle β, is plotted for two different values
of the equilibrium contact angle between liquid and solid substrate, while the
contact angle on the occlusion was fixed to the constant value of 90◦ by the
author of [3]. Figure 2.11(b) focuses on the position along the occlusion contour
at which film separation occurs. The parameter ǫ,

ǫ =

(

ρ g h∞
2

σ

)1/3

(2.105)

is used in [3] in order to define the undisturbed flow characteristics.

2.6 Modelling of inertial effect

As mentioned, the proposed governing equation, Eq. (2.52), is valid for low
values of the Reynolds number, Re = ρ u∞ h∞/µ ≤ 1. Thus, its application
is limited to the case of negligible inertial effects, that mainly occurs when
high viscosity liquids are considered. However, the lubrication theory is still
valid for higher values of the Reynolds number. Even if such a case is not
investigated in this work, a theoretical model, which is an extension of the
classical Bretherton theory [10], is presented, since it finds application in some
engineering problems [29,30]. However, the full 2D governing equations in case
of non-negligible liquid inertia, Re >> 1, are not derived.
The authors of [30] adopted a model accounting for liquid inertia, with the aim
of understanding the undulation appearing on the free-surface of long bubbles
in confined liquid-gas flow. Assuming that the problem is assialsymmetric
and that the bubble shape and velocity keep constant in time and choosing



2.6. MODELLING OF INERTIAL EFFECT 27

Figure 2.12: Sketch of a confined elongated bubble flowing inside a circular
duct.

a Cartesian coordinate system moving within the bubble, see figure 2.12, the
momentum equation along the main flow direction can be written as,

ρ

(

u
∂u

∂x
+ w

∂u

∂z

)

+
∂p

∂x
= µ

∂2u

∂z2
(2.106)

the pressure being equal to the capillary contribute, p = −σ κm, x and z being
the flow direction and the solid substrate outward direction respectively.
Applying the lubrication theory, Eq. (2.106) can be integrated across the film
thickness:

ρ

(

∫ h

0
u
∂u

∂x
dz +

∫ h

0
w
∂u

∂z
dz

)

=
∫ h

0
σ
∂κm

∂x
dz +

∫ h

0
µ
∂2u

∂z2
dz (2.107)

Assuming that the velocity profile remains parabolic (as it happens when liquid
inertia is neglected) allows to write u as,

u = 3F (x)

[

−
z

h
+

1

2

(

z

h

)2
]

− u∞ (2.108)

where F (x) can be derived imposing the film flux,

F (x) = u∞

(

h∞

h
− 1

)

(2.109)

u∞ and h∞ being the bubble velocity and the undisturbed liquid thickness
respectively.
Substituting the velocity profile in the integrated momentum equation and
applying some algebraic manipulations, the following governing ordinary dif-
ferential equation can be obtained:

σ
d3h

dx3
= 3µu∞

h− h∞

h3
+

1

5
ρ u∞

2 h
2 − 6h∞

2

h3

dh

dx
(2.110)

Eq. (2.110) can be made dimensionless,

d3h̃

dx̃3
= 3

h̃− 1

h̃3
+

1

5
Re Ca

1

3
h̃2 − 6

h̃3

dh̃

dx̃
(2.111)
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with:

x̃ =
x

h∞

Ca1/3, h̃ =
h

h∞

, Ca =
µu∞

σ
, Re =

ρ u∞ h∞

µ
(2.112)

Eq. (2.111) can be compared with the the governing equation obtained by
Bretherton [10] for the same test case but neglecting liquid inertia,

d3h̃

dx̃3
= 3

h̃− 1

h̃3
(2.113)

revealing that an additional term modeling the liquid inertia is added to the
classical lubrication equation.
A similar approach was adopted in [29], which authors studied the thin film
flow inside a stationary circular cylinder driven by an imposed shear stress.
For a better modeling of inertia effect, both a parabolic and a cubic velocity
profiles, the choice depending on the magnitude of Reynolds number, were
adopted by the authors.

2.7 Diffuse interface theory of thin films

The existence of a sharp interface separating liquid and gas phases was as-
sumed for the derivation of the governing lubrication equations, Eqs. (2.52)
and (2.53). However, any interphase boundary is essentially a mesoscopic
structure, with the properties of the involved fluids varying steeply along in-
terface normal direction, approaching a molecular scale, as stated in [31]. The
contradictions between the necessity of describing thin film dynamics by a
macroscopic point of view and the effective mesoscale governing interface phe-
nomena leads to the singularity of three-phase moving contact lines, as men-
tioned when introducing disjoining pressure. The assumption of a precursor
film rather than the imposition of a proper wall slip condition in order to solve
such a singularity was introduced in section 2.2.2. Even if the disjoining pres-
sure model, Eq. (2.21), represents a rational formulation of the sharp interface
model, it does not provide the real physics behind moving contact lines, since
the singularity is solved adding a small scale attractive force between liquid
and solid substrate to the canonical disjoining term (liquid-solid repulsion),
leading to a stable wetting layer, the above mentioned precursor film. On the
other side, abandoning continuum approach in favor of molecular dynamics
simulations is not feasible in terms of computational cost. A great effort was
put by the author of [31], who started from van der Waals theory to com-
pute the density profile across a diffuse interface separating liquid phase and
gas phase of a given fluid, to be used in the continuum theory of thin liquid
films, i.e. Navier-Stokes equations, and verified that the governing lubrication
equation, Eq. (2.52), derived under sharp interface assumption, represents the
asymptotic limit of diffuse interface theory.
Consider a one-component van der Waals fluid. Let T and ρ = N/V be
its temperature and number density, N being the number of particles inside
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Figure 2.13: Diffuse interface separating liquid phase and vapor phase of a
given fluid (a). Density profile across liquid-vapor interface (b).

volume V . Further on, consider an isothermal process, thus T = const, while
let ρ vary in space. Referring to a flat diffuse interface separating liquid-gas
phases, as shown in figure 2.13(a), with the fluid properties varying along
interface normal direction, we can reconduce to a 1D problem. Coordinate z
identifying the position of each particle of fluid and ζ being the relative distance
across interface normal from the particle centroid at z, the local Helmotz free
energy per molecule is given by,

f(z) = f̄ (ρ(z)) +
1

2

∫

|ζ|>d
U(ζ) [ρ(z + ζ) − ρ(z)] dζ (2.114)

where:

• d is the nominal hard-core molecule diameter;

• f̄(ρ) is the free energy of a homogeneous state [31],

f̄(ρ) = T log

(

ρ

1 − 2
3
πd3 ρ

)

−
2π Al

3 d3
ρ (2.115)

with Al being a constant;

• U(ζ), which is needed to compute the distortion energy due to change of
density in space, is the interaction kernel [31]:

U(ζ) = −
1

2
π Al ζ

−4 at |ζ| > d (2.116)

The total free energy per unit area (obtained by integration of local free en-
ergy per unit molecule in the 1D space) must be minimized, looking for the
most suitable energetic configuration, under the constraint of fixed number of
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particles (i.e. mass conservation),

F =
∫ +∞

−∞
ρ(z) f(z) dz −G

=
∫ +∞

−∞
ρ(z)

[

f̄ (ρ(z)) − Ĝ
]

dz

+
1

2

∫ +∞

−∞
ρ(z) dz

∫

|ζ|>d
U(ζ) [ρ(z + ζ) − ρ(z)] dζ

(2.117)

where G is the Gibbs free energy and Ĝ = G/N is the corresponding chemical
potential, which forces mass conservation acting as a Lagrangian multiplier.
Minimizing the integral F gives the unknown density profile ρ(z) and the
chemical potential Ĝ. Thus, RHS of Eq. (2.117) can be derived in ρ and
equalized to zero as shown in [31], leading to the corresponding 1D Euler-
Lagrange equation,

2π Al

3 d

d2ρ

dz2
− λ(ρ) + Ĝ = 0 (2.118)

λ(ρ) =
d

dρ

[

ρ f̄(ρ)
]

(2.119)

which solution gives the unknown density profile ρ(z).
As shown in figure 2.13(b), fluid density varies between ρl and ρv, which are
the corresponding liquid and vapor densities. Once the density profile and the
chemical potential are computed, the surface tension σ, which is a free energy
per unit area, can be calculated through Eq. (2.117) as the corresponding
value of the optimized quantity F .

2.7.1 Chemical potential of a thin film

When a thin film flows over a flat solid substrate, the total chemical potential
can be defined as [31],

Ĝ = Ĝs −
1

ρl − ρv

σ∇2h (2.120)

Ĝs being the disjoining potential, h being the thickness of a reference iso-
density line (ρ = const) and ∇2h defining the interface curvature under small
slope approximation.
The disjoining potential, which arises in the proximity of a solid surface, is
connected with the interaction between the fluid and the solid substrate. The
following expression of Ĝs is given in [31],

Ĝs = −CH ρl
π Al

6h3
−

ρl

2λ′(ρl)

(

π Al

6h3

)2

(2.121)

with CH being the dimensionless Hamaker constant, which depends on liquid
and solid properties, and λ′ being equal to:

λ′(ρl) =
d

dh

[

λ(ρl)
]

(2.122)
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When a sharp interface is assumed, it can be demonstrated that λ′(ρl) → −∞,
thus the second term in RHS of Eq. (2.121) vanishes, and the disjoining
potential reduces to:

Ĝs.i.
s = −CH ρl

π Al

6h3
(2.123)

The film thickness h0 leading to Ĝs = 0 corresponds to the reference interface
position on a dry surface in equilibrium with the bulk liquid [31]. Note that
such an equilibrium configuration can not be reached when a sharp interface
is assumed, unless a liquid-solid attractive term is added leading to a stable
precursor film, as done in [11] when introducing disjoining pressure.

2.7.2 Evolution equation for thin film

The governing equations describing the evolution of a thin liquid layer over
a flat substrate are still derived in [31] from Navier-Stokes equations, assum-
ing lubrication approximation. However, a non-uniform fluid density across
substrate normal direction is assumed due to diffuse interface: the density
profile ρ(z − h), obtained via the solution of Eqs. (2.118) and (2.119), must
be considered. Thus, the momentum equation leads to,

ρ(z − h) ∇Ĝ =
d

dz

(

µ
du

dz

)

(2.124)

Ĝ being the driving potential, defined by Eq. (2.121), and the dynamic vis-
cosity µ depending on the coordinate z as well as the density.
Imposing no-slip condition at the solid substrate and no-stress at infinity, leads
to the general solution given in [31]:

u = ∇Ĝ
∫ z

0

dζ

µ(ζ)

∫ ∞

ζ
ρ(ξ − h) dξ = Ψ(z, h) ∇Ĝ (2.125)

Writing the integral mass balance across the fluid layer within the mean density
and the mean velocity deriving from the known density and velocity profiles,
the following evolution equation can be obtained,

∂h

∂t
= ∇ ·

[

K(h) ∇Ĝ
]

(2.126)

h being the reference film thickness and K(h) being the mobility factor [31]:

K(h) =
∫ ∞

0
ρ(z − h) Ψ(z, h) dz (2.127)

As a final remark, it is important to notice that Eq. (2.126) has the structure
of a standard equation of motion of thin liquid films. In fact, imposing the
asymptotic case of a sharp interface (i.e. constant density ρ ≡ ρl across the
film thickness) the mobility factor becomes,

K(h) =
ρl h

3

3µl

(2.128)
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allowing to reduce velocity profile, Eq. (2.125), to the well known Poiseuille
flow. Thus, the thin film evolution equation, Eq. (2.126), which models the
liquid-vapor interface as a diffuse interface, becomes,

∂h

∂t
+ ∇ ·

[

Cσ h
3 ∇∇2h+ Cs h

3 ∇
(

1

h3

)]

= 0 (2.129)

Cσ =
σ

3µl

ρl

ρl − ρv

≃
σ

3µl

(2.130)

Cs =
CH ρ

2
l

3µl

π Al

6
(2.131)

which can be directly reconduced to Eqs. (2.52) and (2.53) if hydrostatic pres-
sure and shear applied by the vapor phase at the interface are neglected. It
can be stated that the classical lubrication equation modeling the thin liquid
layer evolution (derived under the implicit assumption of sharp interface) sim-
ply represents the asymptotic limit of the diffuse interface theory of thin films,
that has the merit of modeling the whole physics behind moving contact lines.



Chapter 3

Thin film breakup on

hydrophilic surfaces

The dimensionless equations governing the evolution of a thin layer of liquid
over an inclined plate pushed by gravity and shear of an external gas flow
assuming lubrication approximation, Eqs. (2.52) and (2.53), derived in chapter
2, are again proposed,

∂h̃

∂t̃
= −∇ · Q̃ = −∇ ·

(

−
∇p̃

3
h̃3 + Ca

τ̃ g

2
h̃2
)

(3.1)

p̃ = Bo
(

h̃ cosα− x̃ sinα
)

− ∇2h̃− Π̃ (3.2)

Π̃ = B

[(

δ̃

h̃

)n

−

(

δ̃

h̃

)m]

(3.3)

B = f
(n− 1) (m− 1)

2 (n−m)

tan2 θe

δ̃
(3.4)

f = 1 + 6.069 δ̃ + 161.7 δ̃2 − 1547 δ̃3 + 5890 δ̃4 (3.5)

with:

h̃ =
h

h∞

, x̃ =
x

h∞

, t̃ =
t

(µh∞/σ)
, Q̃ =

Q

(σ h∞) /µ
(3.6)

p̃ =
p

(σ/h∞)
, Π̃ =

Π

(σ/h∞)
, τ̃ g =

τg

µu∞/h∞

(3.7)

Bo =
ρ g h∞

2

σ
, Ca =

µu∞

σ
(3.8)

Eqs. (3.1) and (3.2) are solved numerically by means of an in-house Finite
Volume Method (FVM) solver, which was developed using FORTRAN program-
ming language.
After a proper validation of the code, the critical flow condition of a gravity
driven film leading to film breakup is investigated and the dynamic contact
angle is computed over the contact line of the generated dry-patch. Triggering
the flow rate that leads to the generation of a stable dry-patch, i.e. the dry-
patch will not shed away, is an interesting issue, involved in several engineering
applications. In fact, a large literature [2,8,9,17,19] trying to understand the
wetting dynamics of a liquid film over an inclined plate is available.

33
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3.1 Spatial discretization

The 2D spatial domain Lx × Ly is discretized using a structured, orthogonal
grid composed by nel = ni × nj elements of variable dimensions.
Eq. (3.1) is usually discretized in the available literature [11,13,14,22,27] using
a centered scheme, as explained in chapter 2.5. This is obviously possible
thanks to the capillary pressure gradient, which generates an high diffusive
term. However, the lubrication equation comes from a mass balance and it is
similar to a 2D continuity equation,

∂h

∂t
+ ∇ · (ūh) = 0 (3.9)

with the film thickness acting as a non-uniform density. Thus, Eq. (3.1)
can also be solved by means of an upwind scheme, keeping a touch with the
physics behind the mathematical model. Since Eq. (3.1) may reduce to a first
order hyperbolic partial differential equation in case of weak surface tension,
upwinding also guarantees the convergence of the solution in a wider range of
cases. Such an example where accounting for surface tension is not needed is
given in [7], which authors created a numerical procedure for predicting the
ice accretion over an aircraft surface due to in-flight icing phenomena: the
process is first driven by droplets growth and coalescence, the contact angle
and the surface tension playing a crucial role in droplets accretion and motion,
and the history of every droplet is traced by means of a Lagrangian approach;
after a trigger value of the mean bubble radius is reached, continuous film
or rivulet flow pattern takes place and the the liquid layer evolution, which
is modeled via an Eulerian approach involving the solution of continuity and
energy equations, is driven by water deposition, ice accretion, evaporation
process and shear of the external air flow.
In the present study, the convective term ∇ · Q̃ of Eq. (3.1) is discretized via
a first order upwind scheme. Hence, the flux

Q̃ = ũ h̃ =

{

q̃

s̃

}

(3.10)

is decomposed into two contributions. Referring to x direction only, q̃+ = ũ+ h̃
refers to the the wave propagation with positive velocity, while q̃− = ũ− h̃
refers to the wave propagation with negative velocity.
Using finite volume notation and referring to non-dimensional quantities, the
volume integral of the divergence for the i, j-th element can be expressed as a
face integral,

1

Vi,j

∫

Vi,j

∇ · Q̃ dV =
1

Vi,j

∫

Ωi,j

Q̃ · n̂ dΩ =
q̃i+ 1

2
,j − q̃i− 1

2
,j

∆x̃i

+
s̃i,j+ 1

2
− s̃i,j− 1

2

∆ỹj

(3.11)
∆x̃i, ∆ỹj being the dimensions i, j-th element faces.
The fluxes that cross the faces of the i, j-th element along x direction can be
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calculated as,

q̃i− 1

2
,j ≃

1

2

(

q̃+
i−1,j +

∣

∣

∣q̃+
i−1,j

∣

∣

∣

)

+
1

2

(

q̃−
i,j −

∣

∣

∣q̃−
i,j

∣

∣

∣

)

(3.12)

q̃i+ 1

2
,j ≃

1

2

(

q̃+
i,j +

∣

∣

∣q̃+
i,j

∣

∣

∣

)

+
1

2

(

q̃−
i+1,j −

∣

∣

∣q̃−
i+1,j

∣

∣

∣

)

(3.13)

where the positive flux q̃+ and the negative flux q̃− are given by,

q̃+
i,j = −

1

3

p̃i+1,j − p̃i,j

x̃i+1 − x̃i

h̃3
i,j + Ca

τ̃x

2
h̃2

i,j (3.14)

q̃−
i,j = −

1

3

p̃i,j − p̃i−1,j

x̃i − x̃i−1

h̃3
i,j + Ca

τ̃x

2
h̃2

i,j (3.15)

x̃i referring to the center-element downhill coordinate.
The expressions of the fluxes q̃+

i,j and q̃−
i,j ensure that the pressure gradient on

each face is always computed with a second order accurate centered difference:

∂p̃

∂x̃

∣

∣

∣

∣

∣

i± 1

2
,j

≃
p̃(i± 1

2)+ 1

2
,j − p̃(i± 1

2)− 1

2
,j

x̃(i± 1

2)+ 1

2

− x̃(i± 1

2)− 1

2

(3.16)

The pressure field, Eq. (3.2), is calculated from the values of the film distri-
bution h̃ over the computational domain and substituted in Eqs. (3.14) and
(3.15). The capillary pressure ∇2h̃, the only contribution depending on the
spatial derivatives of h̃, is implemented via a second order centered scheme,
leading to,

∂2h̃

∂x̃2

∣

∣

∣

∣

∣

i,j

≃ ai,1 h̃i−1,j + ai,2 h̃i,j + ai,3 h̃i+1,j (3.17)

the coefficients ai, 1−3 being equal to:

ai,1 = 2 [(x̃i − x̃i−1) (x̃i+1 − x̃i−1)]
−1 (3.18)

ai,2 = −2 [(x̃i+1 − x̃i) (x̃i − x̃i−1)]
−1 (3.19)

ai,3 = 2 [(x̃i+1 − x̃i) (x̃i+1 − x̃i−1)]
−1 (3.20)

Combining centered scheme to calculate the capillary pressure, Eqs. (3.17),
(3.18), (3.19) and (3.20), and upwinding to calculate the fluxes through the
element faces, Eqs. (3.14) and (3.15), it is easy to demonstrate that the higher
order derivatives of h̃ are treated with a second order centered scheme. The
implemented spatial discretization mainly differs from [13, 14] in the compu-
tation of the nonlinear prefactor h̃3, that multiplies the pressure gradient, see
Eq. (3.1). In fact, the prefactor h̃3 multiplying ∇∇2h̃ is treated as a diffusivity
and the contribution of gravity driving action, here given by 1

3
Bo sinα h̃3, is

discretized with a centered scheme in [14], see chapter 2.5 for the detailed ex-
planation of the literature numerical scheme, while they are both implemented
through upwinding in the current discretization.



36CHAPTER 3. THIN FILM BREAKUP ON HYDROPHILIC SURFACES

3.2 Time discretization

Since discretizing Eq. (3.1) in the time space with an explicit method would
lead to unacceptable computational costs due to the restrictive stability con-
straint on the time step, ∆t̃ ∝ ∆x̃4, the backward Euler scheme is adopted
for marching in time. An ADI factorization is also implemented in the Finite
Volume Method solver, in order to gain an additional reduction of computa-
tional costs. Following the approach of Witelski and Bowen [13], the film flux
is decomposed into two components isolating the mixed derivatives of h̃, which
derives from the capillary pressure gradient ∇∇2h̃, in the expression of Q̃:

Q̃ = F̃ +
h̃3

3



























∂

∂x̃

(

∂2h̃

∂ỹ2

)

∂

∂ỹ

(

∂2h̃

∂x̃2

)



























(3.21)

The ADI factorization allows to treat explicitly the mixed derivatives of h̃,
thus only the contribution given by F̃ is treated implicitly. It derives that
two pentadiagonal nonlinear matrices have to be solved at each time step.
Linearizing F̃ by means of the Jacobian matrix, the algebraic systems become
linear and can be easily solved with Gauss method.
In the present study, the prefactor h̃3 multiplying the pressure gradient, see Eq.
(3.1), is treated implicitly, while in the discretization of [11, 13] is evaluated
with a predictor-corrector method and the solution of the two algebraic systems
is iterated more times at each time step, leading to the iterative factorized

method, which is here abandoned in favor of a non-iterative method. Only
the backward Euler scheme rather than Crank-Nicolson is implemented in the
present FVM solver since it is not possible to gain second order accuracy
in time with one-step ADI methods involving mixed derivatives, unless the
iterative factorized method is applied [13].
Introducing F̃ according to Eq. (3.21),

F̃ =

{

f̃

g̃

}

(3.22)

and computing the Jacobian matrices Ax and Ay as,

Ax =
∂

∂h̃

(

∂f̃

∂x̃

)

, Ay =
∂

∂h̃

(

∂g̃

∂ỹ

)

(3.23)

the implemented ADI factorization takes the form,
[

I + ∆t̃Axn
] [

I + ∆t̃Ayn
]

∆h̃n = −∆t̃∇ · Q̃
n

(3.24)

leading to the following split equations,
[

I + ∆t̃Axn
]

∆h̃∗ = −∆t̃∇ · Q̃
n

(3.25)
[

I + ∆t̃Ayn
]

∆h̃n = ∆h̃∗ (3.26)

h̃n+1 = h̃n + ∆h̃n (3.27)
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with Ax and Ay evaluated at the n-th time step.
The time step ∆t̃ is dynamically adjusted after each time step,

∆t̃ =
ξ

max
{

|h̃n+1

i,j
−h̃n

i,j|
h̃n+1

i,j

} ∆t̃ (3.28)

ξ being the tolerance for the allowed ∆h/h.
The main issue of applying such an ADI method consists in the analytical
derivation of the Jacobian matrices Ax, Ay and their implementation in the
corresponding routine of the FVM solver. Since the flux Q̃ is decomposed into
the positive and negative contributions according to upwind scheme, the Jaco-
bian matrices are also given by the contributions of the positive and the neg-
ative liquid propagation. Referring to x Cartesian direction only, this means
that,

Ax =
∂

∂h̃

(

∂f̃+

∂x̃

)

+
∂

∂h̃

(

∂f̃−

∂x̃

)

(3.29)

with:
f̃ = f̃+ + f̃− (3.30)

According to Eq. (3.21) and to the spatial discretization given by Eqs. (3.14)
and (3.15), f̃± are given, for the i, j-th element of the computational grid, by
the following expressions:

f̃+
i,j =

1

2

q̃+
i,j +

∣

∣

∣q̃+
i,j

∣

∣

∣

q̃+
i,j





q̃+
i,j −

h̃3
i,j

3

∂2h̃
∂ỹ2

∣

∣

∣

i+1,j
− ∂2h̃

∂ỹ2

∣

∣

∣

i,j

x̃i+1 − x̃i





 (3.31)

f̃−
i,j =

1

2

q̃−
i,j −

∣

∣

∣q̃−
i,j

∣

∣

∣

q̃−
i,j





q̃−
i,j −

h̃3
i,j

3

∂2h̃
∂ỹ2

∣

∣

∣

i,j
− ∂2h̃

∂ỹ2

∣

∣

∣

i−1,j

x̃i − x̃i−1





 (3.32)

Eqs. (3.31) and (3.32) are derived in h̃ in order to fill the pentadiagonal
Jacobian matrix Ax, which non-zero elements are computed, according to Eq.
(3.29), as

Ax k,k+m =
1

x̃i − x̃i−1

(

∂f̃+
i,j

∂h̃i+m,j

−
∂f̃+

i−1,j

∂h̃i+m,j

)

+
1

x̃i+1 − x̃i

(

∂f̃−
i+1,j

∂h̃i+m,j

−
∂f̃−

i,j

∂h̃i+m,j

)
(3.33)

with k = i+ (j − 1)ni and m being an integer so that m ∈ [−2,+2].
Note that the terms

1

2

q̃+
i,j +

∣

∣

∣q̃+
i,j

∣

∣

∣

q̃+
i,j

,
1

2

q̃−
i,j −

∣

∣

∣q̃−
i,j

∣

∣

∣

q̃−
i,j

(3.34)

can only assume values 0 and 1, serving to establish if the film flux is propa-
gating through the i, j-th element in positive/negative direction or not. These
terms are treated as constant factors when deriving Eqs. (3.31) and (3.32).
Such an imposition did not show any problem involving convergence of the
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solution.
Comparing the performances of the implicit solver with another in-house ex-
plicit solver reveals a huge gain on ∆t (about 108 times when ∆x ≃ δ) and
a corresponding strong reduction in terms of simulation time. Time step of
about 106 the Neumann limit, Eq. (2.87), which is less restrictive than the sta-
bility constraint given by the explicit solver, are reached running the implicit
solver with spatial discretization step of about δ.

3.3 Boundary and initial conditions

At the inlet boundary (corresponding to the top of the plate, x = 0), the
undisturbed film flow per unit length Qin = u∞ h∞ is supposed to enter the
domain. This condition implies that the inlet pressure equals the one of the
undisturbed film. Thus the following boundary conditions are implemented at
the top of the plate:

Q̃in · n̂ =
Bo

3
sinα+

Ca

2
τ̃x (3.35)

p̃0 = Bo cosα+ Π̃∞ (3.36)

h̃0 = 1 (3.37)

At the outlet boundary (x = Lx), zero flux entering the domain, zero pres-
sure gradient and mirroring condition on the film thickness, leading to fully
developed flow going out, are imposed:

Q̃in · n̂ = 0 (3.38)

∇p̃ · n̂ = 0 (3.39)

∇h̃ · n̂ = 0 (3.40)

At the lateral boundaries (y = 0, Ly), symmetry conditions are imposed, as in
an array of stable dry-patches:

Q̃ · n̂ = 0 (3.41)

∇h̃ · n̂ = 0 (3.42)

The onset of the dry-patch is induced by a discontinuity in the initial wetting
properties of the substrate, rather than introducing a physical obstacle as in [3].
In particular, the film flow is initialized with a non-wettable small square patch,
imposing:

• zero flux through the non-wettable patch boundaries, Q̃ · n̂ = 0;

• zero film height, h̃i,j = 0, inside the non-wettable patch, where the gov-
erning equations are not solved.

Such a situation occurs in the experiments of Podgorski et al. [2] and Rio et
al. [19], where dry-patches were induced using an air-jet in order to create a
little hole in the uniform wetting layer, with the diameter of such an air-jet
being of the order of the capillary length of the liquid.
Two sets of different initial conditions can be chosen:
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• dry condition:

h̃i,j =







1 if xi < 0.1Lx

δ̃ if xi > 0.1Lx

(3.43)

• wet condition:

h̃i,j = 1 ∀xi ∈ [0, Lx], yj ∈ [0, Ly] (3.44)

The wet condition is used in order to simulate the flow of a film, initially undis-
turbed, perturbed by means of the non-wettable patch, which may eventually
induce a larger dry-patch. The dry condition allows to study the contact line
motion and possibly the phenomena related to finger instability; note that a
small portion of plate close to the top is thought to be wet in order to facilitate
convergence of the solution.

3.4 Validation of the FVM solver

The in-house code is first validated in two different test cases:

• 1D simulation of a gravity driven film flowing over an inclined plate: an
initially dry plate progressively wetted by an advancing thin liquid front
is investigated with the aim of validating the disjoining pressure model,
which is used for modelling the surface wettability, following the same
approach of [15].

• 2D simulation of the breakup of a continuous film covering the inclined
plate, due to a small non-wettable patch imposed inside the computa-
tional domain: the experiment of [2, 19] are numerically replicated and
the resulting dry-patch shape is compared with the semi-empirical model
given in [2].

ρ (kg/m3) µ (Pa s) σ (N/m) (n,m) δ/h∞ θe (deg)

950 0.019 0.021 (3, 2) 0.05 20

Table 3.1: Physical properties of the simulated silicone oil (poly-dimethyl-
siloxane) and imposed parameters defining the disjoining pressure.

Silicone oil (poly-dimethyl-siloxane), which properties are listed in table 3.1,
is simulated. This high viscosity liquid was chosen since it was used in [2,19],
which experiments are here numerically replicated. Also, its properties are
suitable for lubrication approximation, because the high viscosity makes the
inertial forces a secondary effect when dewetting phenomena occur. The other
main parameters that are imposed for the following simulations are the pre-
cursor film thickness δ and the exponents n,m of interaction potential in the
disjoining pressure, see Eq. (3.3). It is important to point out that imposing
the physical value of the precursor film (of the order of nm) would lead to
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unacceptable computational costs, for this reason higher values of δ are usu-
ally imposed, as specified in [3, 11, 15]. As explained in chapter 2.2.2, Zhao
and Marshall [15] extended the definition of the disjoining pressure introduc-
ing the correction factor f , Eq. (3.5), in order to correctly model the surface
wettability when non-physical values of the precursor film thickness are im-
posed. However, the effect of the precursor film on the results of the numerical
computations was investigated even in [11], analyzing the drop shape near the
apparent contact line for different values of δ, revealing a weak dependence
of the solution on the imposed δ. For this reason, the value of δ = 0.05h∞,
also used in [11,15], is chosen for the presented computations. The exponents
(n,m) are fixed to the (3, 2), according to most previous computational stud-
ies [15]. Different values may be imposed, but the good numerical stability
properties of (n,m) = (3, 2) make this choice more convenient.
The equilibrium contact angle is fixed to θe = 20◦, which seems to be the ac-
tual limit of small slope approximation, since it is the highest value simulated
in lubrication theory framework. In fact, Sellier [3] investigated θe ranging in
[0, 20◦], while Zhao et al. [15] simulated an inclined plate with textured equi-
librium contact angle, which ranges around the mean value of 11◦, reaching
the maximum value of 22◦. Schwartz et al. [11] simulated the spreading of
glycerin drops on a textured surface (composed by stripes of glass and Teflon),
but they could not compare the numerical results with experimental evidences,
since it was not possible to impose equilibrium contact angles ranging between
38◦ and 114◦ as in the real test-case, both values overcoming the small slope
approximation validity.
Each computation is identified by the plate inclination α to the horizontal, the
shear τg applied by the external gas flow and the undisturbed flow per unit
length Qin = u∞ h∞ entering the domain through the inlet section. Here only
gravity driven film flow are investigated, thus the shear applied at the free
surface is equal to zero:

τg =

{

τx

τy

}

=

{

0

0

}

(3.45)

Finally, it is important to point out that the spatial discretization step is kept
constant for these simulations, since the investigated test cases do not need
to vary the discretization step over the domain. Grid independence analysis
suggested the use of a non-dimensional spatial discretization step ∆x < h∞.

3.4.1 Disjoining pressure validation

The consistence of the disjoining pressure model for describing the dynam-
ics near the apparent contact line is analyzed. The value of the equilibrium
contact angle θe, in fact, is used to define the disjoining pressure through Eq.
(3.4). However, the actual θ is calculated from the maximum slope of the
film thickness distribution near the apparent contact line, i.e. from the local
modulus of the gradient of h. Zhao and Marshall [15] validated Eqs. (3.3) and
(3.4) in case of one dimensional film flow advancing along an inclined plate,
concluding that the calculated dynamic contact angle respects the modified
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Tanner-Hoffman-Voinov formula,

θ3 = θ3
e

(

C1 + C2
µuc

σ

)

(3.46)

where θ is the dynamic angle, the contact line velocity uc is given by Eq. (2.31)
and C1, C2 are constants (C1 depending on the spatial discretization accuracy,
which influences the calculated value of θ). Both C1 and C2 are computed
in [15] in order to fit the computed dynamic contact angle.
Simulations are run in the present study considering the 1D problem (a film
flowing over an inclined plate initially dry) with θe = 20◦ and α = 30◦.
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Figure 3.1: Self-similar free surface profile of a film flowing over an inclined
plate for equilibrium contact angle θe = 20◦ and for a wettable surface, θe = 0◦

(a); zoom of the solution near the apparent contact line for θe = 0◦ (b).
α = 30◦, Qin = 0.01 cm2/s.

Figure 3.1(a) shows the self-similar capillary ridge shape surrounding the con-
tact line for two different values of the imposed equilibrium contact angles,
confirming that disjoining pressure is able to model the wettability of the solid
substrate. Such a trend of the free surface (i.e. ridge appearance) can be found
in a number of literature works [15,18,28] studying film flow under lubrication
theory.
Figure 3.2(a) shows the computed dynamic contact angle as a function of the
contact line velocity: the 1D numerical results (circles) are compared with Eq.
(3.46); in order to guarantee a good resolution near the contact line, it was
chosen a spatial discretization step equal to ∆x = 0.1h∞. The effect of a
change in the spatial discretization accuracy on the evaluation of θ is shown
in figure 3.2(b): it can be noticed that the regression coefficient C1 of Eq.
(3.46) reduces to 1 (i.e. the condition θ = θe if uc = 0 is respected) for high
discretization accuracy (∆x → 0).
It can be stated that the disjoining pressure model is a useful instrument
for modeling surface wettability, since it correctly describes the contact line
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Figure 3.2: Dynamic contact angle for 1D film flow as a function of contact line
velocity, ∆x = 0.1h∞ (a); influence of discretization accuracy on regression
coefficients C1,2 of Eq. (3.46) (b), (c).

dynamics and it is easy to implement, without particular limitations on numer-
ical stability occurring; only applying higher values of the equilibrium contact
angle, the numerical instability grows and lower time steps are needed for en-
suring convergence of the solution, but this is probably due to the small slope
approximation, that overestimates the capillary forces leading to non-physical
results, rather than the disjoining pressure itself.

3.4.2 Validation for film breakup

We validate the code simulating the experimental configurations of [2,19] and
comparing the dry-patch shape with the prediction of the empirical model
of Podgorski et al. [2], which validity is confirmed by its perfect agreement
with several experimental data [2, 19], see for example figure 2.4. Eqs. (2.14)
and (2.15) are the parametric equations describing the dry-patch shape, which
depends on the radius of curvature at the dry-patch apex, given by Eq. (2.16).
Starting from an undisturbed film flow covering the inclined plate, we apply
the non-wettable small patch, as previously explained, in order to perturb the
flow and eventually generate a dry-patch. The choice of the obstacle size Lobst

follows Sellier [3]:
Lobst

h∞

= (Bo sinα)− 1

3 (3.47)

The numerical results of figure 3.3(a) shows the stationary distribution h(x, y)
of the film height. Confirming both experimental and analytical evidences
[2, 9, 19], a capillary ridge with higher film thickness and flow rate appears
near the contact line of the resulting dry-patch. Moreover, some residual
drops, that are slowly draining, can be observed. Figure 3.3(b) compares
numerical contact line of the dry-patch, obtained directly from the stationary
film distribution, with Eqs. (2.14), (2.15) and (2.16). The apparent contact
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Figure 3.3: Computed stationary film height (a); dry-patch validation with
Eqs. (2.14), (2.15) and (2.16) (b). Qin = 5.9 × 10−3 cm2/s, α = 30◦.

line is here located where the precursor film is triggered. More refined method
can be used: for example, the apparent contact line may be defined from the
maximum curvature of the free surface. It can be noticed that the numerical
dry-patch fits exactly the empirical model of [2], which in turn fits perfectly
the experimental data.
Thus, we may be confident with the model accuracy, since, after the 1D val-
idation with the Tanner-Hoffmann-Voinov formula, Eq. (3.46), the in-house
code is properly validated with both qualitative (capillary ridge occurrence)
and quantitative observations (dry-patch matching) in the 2D case.

3.5 Contact line dynamics

The definition of the critical liquid flow rate leading to film breakup with gen-
eration of a stable dry-patch and the analysis of the behavior of moving contact
lines are crucial for a number of engineering applications: in particular, know-
ing the threshold between continuous film and rivulet flow pattern can improve
the coating processes; also in in-flight icing phenomenon the knowledge of the
flow pattern transitions influences the predicted surface roughness due to ice
accretion. Such an analysis is carried out running several simulations, with
the aim of tracing the critical flow rate in different test cases. The numerical
results are compared with a novel theoretical model, which was first validated
with literature experimental evidences.

3.5.1 Theoretical model for the critical flow rate

A simplified model was developed in order to predict the stability of a dry-
patch appearing when a laminar film flows over an inclined plate driven by
gravity, imposing the mass, momentum and energy balances on a macroscopic
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control volume of liquid at the apex of the dry-patch, containing a section of
capillary ridge, where the undisturbed flow is deviated. The occurrence of such
a ridge surrounding the contact line is confirmed both by figure 3.3, analytical
and experimental evidences, as previously underlined. Also inertia effect is
taken into account in order to enhance the model flexibility.
Consider a dry-patch, formed after a thin film breaks up into two rivulets: if the
dry-patch is stable (i.e. its contact line does not move), the stationary mass,
momentum and energy balances must be respected. Thus, a stable dry-patch,
neither advancing or receding, is expected for a given value of the undisturbed
film flux per unit length QCR: above the critical value, the dry-patch will shed
away; below the critical value, the dry-patch will grow up.

(a) (b)

Figure 3.4: Control volume of liquid at the apex of the dry-patch (a); section
of the control volume within the capillary ridge (b).

Let’s now consider a control volume of length dl within the capillary ridge at
the vertex of the contact line delimiting the dry-patch, see figure 3.4(a), and
assume that the undisturbed liquid flow deviates instantly once it enters the
control volume. Thus, from mass balance on such a control volume,

ṁin = ṁout (3.48)

derives that the exiting mass flow,

ṁout = 2 ρ

(

v0 +
dv

2

) (

S0 +
dS

2

)

(3.49)

must be equal to the incoming flow, given by the undisturbed film flux,

ṁin = ρ u∞ h∞ dl (3.50)

with S and v being the area of the capillary ridge section shown in figure 3.4(b)
and the liquid velocity along contact line direction (the pedix ”0” simply refers
to the apex section).
Dividing both sides of Eq. (3.48) for ρ dl, knowing from symmetry condition
that v0 = 0 and neglecting the high order terms leads to:

u∞ h∞ =
dv

dl

∣

∣

∣

∣

∣

0

S0 (3.51)
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The momentum balance along the undisturbed flow direction correlates the
entering momentum flux with the external forces acting on the capillary ridge
control volume, given by surface tension and ridge weight,

σ (1 − cos θe) dl = ρ g S0 dl sinα+ (ṁin u∞ + p∞ h∞ dl) (3.52)

where the pressure of the undisturbed film is equal to:

p∞ = ρ g h∞ cosα (3.53)

Dividing both sides of Eq. (3.52) for dl gives:

σ (1 − cos θe) = ρ u∞
2 h∞ + ρ g

(

h∞
2 cosα+ S0 sinα

)

(3.54)

Finally, the energy balance can be written as,

ṁin ein + σ u∞ dl = ṁout eout + 2σ

(

v0 +
dv

2

)(

Γ0 +
dΓ

2

)

(3.55)

Γ0 being the ridge perimeter. σ u∞ dl and 2σ(vo + dv/2)(Γ0 + dΓ/2) define
the incoming and outgoing surface energy respectively, while ein and eout, i.e.
the specific energy entering and exiting the control volume due to convective
transport, can be expressed as,

ein =
1

2
u∞

2 +
p∞

ρ
+ g

W0

2
sinα (3.56)

eout =
1

2

(

v0 +
dv

2

)2

+
p0 + dp

2

ρ
(3.57)

gW0/2 sinα being the potential energy calculated with respect of the ridge
centroid, W0 being the ridge width at the dry-patch apex.
Substituting the specific energies in Eq. (3.55) and neglecting high order terms
allows to write the energy balance as:

ρ u∞ h∞

[

1

2
u∞

2 + g
(

h∞ cosα+
W0

2
sinα

)

−
p0

ρ

]

+ σ

(

u∞ −
dv

dl

∣

∣

∣

∣

∣

0

Γ0

)

= 0

(3.58)
Introducing the following non-dimensional quantities

l̃ =
l

h∞

, p̃ =
p

(σ/h∞)
, ṽ =

v

u∞

, S̃ =
S

h∞
2 , W̃ =

W

h∞

, Γ̃ =
Γ

h∞

(3.59)

and defining Bond number and Weber number,

Bo =
ρ g h∞

2

σ
, We =

ρ u∞
2 h∞

σ
(3.60)

We being the ratio between liquid inertia and surface tension forces, Eqs.
(3.51), (3.54) and (3.58) can be rewritten as:

1 −
dṽ

dl̃

∣

∣

∣

∣

∣

0

S̃0 = 0 (3.61)

1 − cos θe = We + Bo
(

cosα+ S̃0 sinα
)

(3.62)

1 −
dṽ

dl̃

∣

∣

∣

∣

∣

0

Γ̃0 = p̃0 −

[

We

2
+ Bo

(

cosα+
W̃0

2
sinα

)]

(3.63)
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Both Weber number and Bond number depends univocally on the unknown
film flux per unit length Q∞ = u∞ h∞ and the liquid properties, while p̃0

and the ridge geometry, i.e. S̃0, W̃0 and Γ̃0, are unknown. Since only three
equations are available, some assumptions must be done. The pressure inside
the ridge being given by the capillary pressure, it can be expressed as:

p0 =
1

Γ0

∫ Γ0

0

σ

r
dχ = −

σ

Γ0

∫ x(Γ0)

0

d2h
dx2

1 +
(

dh
dx

)2 dx =
σ

Γ0

θe (3.64)

Thus the non-dimensional liquid pressure is equal to:

p̃0 =
θe

Γ̃0

(3.65)

In order to simplify the model, the contribution of surface energy is neglected
in the energy balance, Eq. (3.63), and the ridge perimeter Γ0 is approximated
with the ridge width W0. Assuming that the capillary ridge always assumes a
prescribed shape allows to define the geometric ratio:

γ =
h∞ W0

S0

=
W̃0

S̃0

(3.66)

Thus, Eqs. (3.61), (3.62) and (3.63) can be finally rewritten as:

1 − cos θe = We + Bo
(

cosα+ S̃0 sinα
)

(3.67)

θe

γ S̃0

=
We

2
+ Bo

(

cosα+
γ S̃0

2
sinα

)

(3.68)

Solving Eqs. (3.67) and (3.68) in the unknown film flux QCR allows to trace
QCR as a function of both the equilibrium contact angle and the plate in-
clination. The model is validated with experimental results of Podgorski et
al. [2], the free parameter γ being computed in order to fit the data points.
The geometric ratio γ is expected to be mainly a function of the equilibrium
contact angle, which obviously influences the ridge shape. However, it was not
possible to identify such a dependence because of the lack in literature results.
Figure 3.5 shows a good agreement between the model and the experimental
results of [2], confirming that Eqs. (3.67) and (3.68) are able to catch the main
physics beyond a complex phenomenon as dry-patch occurrence. It was found
that γ = 0.67 best fits the experimental points.

3.5.2 Numerical results

The implicit code was applied to the the dry-patch stability analysis, estimat-
ing the maximum critical mass flow allowing for its persistence. Following the
procedure of experimental tests in [2], the undisturbed flow is first perturbed
in order to generate a dry-patch, as done for the dry-patch validation. Once
the stationary condition is reached, the obstacle is removed: if the dry-patch is
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Figure 3.5: Critical film flux as a function of the plate inclination: theoretical
model, Eqs. (3.67) and (3.68), vs experimental evidences of Podgorski et al. [2].
Liquid properties listed in table 3.1, θe = 30◦.

stable, the contact line doesn’t move and a new stationary condition is imme-
diately reached and the imposed flow rate Qin is lower then the critical one; if
the contact line starts advancing or the dry-patch closes up, Qin is higher than
QCR. The simulated liquid and the imposed parameters are listed in table 3.1;
the spatial discretization step ranges between 0.25h∞ and 0.75h∞.
Running the code for increasing value of the film flow rate until the critical
condition is reached, a set of points describing the critical flow rate depen-
dence on the inclination of the plate was obtained. This allowed to compare
the numerical results with a theoretical model, which simplifies the determi-
nation of the critical flow rate. This model is explained in detail in section
3.5.1. Calculating Weber number and Bond number with respect to the inlet
film flow rate per unit length Qin = u∞ h∞, the critical flow rate QCR can be
estimated solving Eqs. (3.67) and (3.68).
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Figure 3.6: Comparison between critical flow rate deriving from numerical
computations and theoretical model, Eqs. (3.67) and (3.68). θe = 20◦.
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Figure 3.6 shows the critical flow rate as a function of the plate inclination for
θe = 20◦ deriving from numerical simulations (circles), fitted by the theoreti-
cal model (continuous line). A good agreement was obtained, since both the
position and the magnitude of the maximum of the critical flow rate, which es-
tablishes when the hydrostatic pressure overcomes the driving action of gravity
as the main opponent to the capillary force, are well predicted.
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Figure 3.7: Moving contact line at different times (a); dry-patch apex position
as a function of time (b). Qin = 7.5 × 10−3 cm2/s, α = 30◦.

The dynamics of dry-patch re-wetting was also studied: if the imposed flow
rate exceeds the critical value, the dry-patch is unstable and will be someway
shed away once the non-wettable patch is removed. Figure 3.7(a) shows the
dry-patch contact line at different times for a high value of the film flow rate,
Qin >> QCR. The dry-patch first adjusts its shape after the obstacle removal
and then advances with a constant velocity, due to gravity force, rather than
closing up. In figure 3.7(b) the position of dry-patch apex is traced as a
function of time, confirming that a characteristic draining velocity, lower then
the undisturbed film velocity u∞, is reached. Since both the contact line shape
and the contact line velocity tend to become constant in time, the thin layer
evolves asymptotically, assuming a self-similar solution; this similarity is lost
once the contact line apex approaches the outlet boundary due to the imposed
boundary condition. It is important to point out that similarity solutions are
also assumed in some analytical solutions, [4, 26], of a simplified form of the
lubrication equations, as explained in chapter 2.4. From other simulations, it
was observed that, when the flow rate is close to the critical value, Qin ≃ QCR,
and the plate inclination is sufficiently low, a characteristic draining velocity
is still reached, confirming the dry-patch motion along the inclined plane, but
the dry-patch also tends to close up with a lower velocity, perpendicular to the
contact line itself, due to capillary effect.
Finally, the dynamic contact angle along a 2D moving contact line is computed
tracing the maximum value of the free surface slope, which is calculated as the
norm of the film height gradient ∇h, near the apparent contact line. The
influence of the imposed flow rate Qin and the position over the contact line,
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Figure 3.8: Dynamic contact angle as a function of the position over the contact
line for two different flow rates (a). Dependence of the contact angle on contact
line velocity, for Qin = 0.75, 1.5, 2.0, 3.0 ×10−2 cm2/s, α = 30◦ (b). Definition
of the coordinate β, identifying the position along the contact line (c).

.

which is identified by the angle β between the normal to the contact line and
the x direction, see figure 3.8(c), are investigated. Figure 3.8(a) demonstrates
that the dynamic contact angle varies along the contact line: in particular, the
contact angle θ decreases for increasing value of β. This trend is confirmed by
the relation tan θ ∝ x− 3

4 , obtained via post-processing of the results of [26].
Two different shapes of θ as a function of β, see figure 3.8(a), were obtained
for two different flow rates: the discrepancy between the two curves is due to
the additional dependence of θ on the contact line velocity. In figure 3.8(b)
three values of β are chosen and the dynamic contact angle is plotted, for each
β, against the contact line velocity, showing that the Tanner-Hoffman-Voinov
formula, Eq. (3.46), is still valid. The contact line velocity is calculated nu-
merically, tracing shape and position of the contact line when marching in
time, under the assumption that it always moves along its normal direction.
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Chapter 4

Film flowing over 3D curved

substrates

As mentioned, lubrication theory is used for optimizing a number of engineer-
ing problems, justifying such an interest from research world. However, the
application of Eqs. (2.52) and (2.53) is still limited by some issues:

• Low liquid inertia, Re ≤ 1, must be assumed.

• Low equilibrium contact angles only can be investigated due to the small
slope approximation.

• The formulation is limited to a thin layer of liquid flowing over a 2D
substrate.

It is possible to extend lubrication theory for including inertia, as shown in
chapter 2.6, but the formulation of the governing equations, which are again
integrated across the film thickness, becomes much more complex as well as
their solution. In fact, for a film flowing over a 2D plate the solution of momen-
tum equations must be coupled with the solution of continuity equation, since
the velocity components of the liquid are unknown as well as the film thick-
ness. Since the used numerical method can not be adapted to such an analysis,
we will focus here on extending the lubrication theory to the cases of equilib-
rium contact angle close to 90◦ and liquid flowing over a general 3D curved
substrate. As it will be shown, this allows to investigate configurations, such
as CO2 absorption through structure packing, that have never been simulated
using lubrication theory.

4.1 Continuity equation

Consider a reference Cartesian coordinate system Oxyz containing the curved
surface Γ and let α be the reference Oxy plane inclination with respect to
the horizontal, as shown in figure 4.1. We can define a new 2D curvilinear
coordinate system O′χη by considering the traces, on the substrate surface Γ,
of the planes x = const and y = const. Let the angles αχ and αη define the

51
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inclinations of the local coordinates χ and η to the Cartesian directions x and
y. Let α∗ be the angle in-between χ and η, the local coordinates O′χη system
being not orthogonal. Thus α∗ is given by:

α∗ = arccos
(

√

1 − sin2 αχ sin2 αη

)

(4.1)

Figure 4.1: Control element of the curved surface Γ (locally approximated
with its tangent plane) and definition of the local, non-orthogonal coordinates
χ and η, obtained sectioning the substrate with two planes at x = const and
y = const.

Now consider a control volume of liquid ∆χ∆η h standing on the curved sub-
strate, as shown in figure 4.1. Assuming that the liquid flux Q is always
tangent to the solid substrate (i.e. applying lubrication approximation), the
film fluxes q and s along χ and η can be defined as,

q = Q · t̂χ, s = Q · t̂η (4.2)

t̂χ and t̂η being the substrate tangential versors identifying χ and η direction
respectively, which are defined in the reference Oxyz Cartesian system as:

t̂χ = (cosαχ, 0, sinαχ) , t̂η = (0, cosαη, sinαη) (4.3)

Thus, the continuity equation offers:

∂h

∂t
∆S = −

[

(q∆η sinα∗)χ+ ∆χ

2

− (q∆η sinα∗)χ− ∆χ

2

]

−
[

(s∆χ sinα∗)η+ ∆η

2

− (s∆χ sinα∗)η− ∆η

2

] (4.4)

with ∆S being the base element area:

∆S = ∆χ∆η sinα∗ (4.5)
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The element dimensions ∆χ and ∆η can be expressed as a function of the
corresponding Cartesian coordinates x and y,

∆χ =
∆x

cosαχ

, ∆η =
∆y

cosαη

(4.6)

that in fact still represents the independent variables, which the final governing
equations are solved in.
Dividing both sides of Eq. (4.4) for ∆S and using Eq. (4.6) leads to:

∂h

∂t
= −





(

q
sinα∗

cosαη

)

χ+ ∆χ

2

−

(

q
sinα∗

cosαη

)

χ− ∆χ

2





∆y

∆S

−





(

s
sinα∗

cosαχ

)

η+ ∆η

2

−

(

s
sinα∗

cosαχ

)

η− ∆η

2





∆x

∆S

(4.7)

Introducing the following notation,

∂f

∂ξ
≃
f |ξ+ ∆ξ

2

− f |ξ− ∆ξ

2

∆ξ
(4.8)

the continuity equation, Eq. (4.7), can be easily rewritten as:

∂h

∂t
+

cosαη

sinα∗

∂

∂χ

(

q
sinα∗

cosαη

)

+
cosαχ

sinα∗

∂

∂η

(

s
sinα∗

cosαχ

)

= 0 (4.9)

Eq. (4.9) represents the governing lubrication equation in case of a general
bumped surface. The film fluxes q and s along χ and η direction respectively
are needed. Note that the partial derivatives of the unknown film fluxes q, s
should be expressed in terms of ∂x and ∂y through,

∂

∂χ
= cosαχ

∂

∂x
(4.10)

∂

∂η
= cosαη

∂

∂y
(4.11)

since x and y are the independent variables. However, it will be shown that the
current notation is more suitable for describing the numerical implementation
of equations such as Eq. (4.9).
Weidner et al. [27] also refers to the curvilinear coordinate standing on the
curved substrate when studying the simpler case of a film flowing over a 2D
curved surface. It can be verified that the proposed model reduces to the
equation solved in [27] if the solid substrate where the thin layer of liquid
evolves has a cylindrical geometry.

4.2 Momentum equation

The expression of the film fluxes to be used in Eq. (4.9) can be obtained from
the solution of the momentum equation. Thus, consider a control volume of
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liquid standing on the solid substrate, χ and η being the curvilinear coordi-
nates and ζ defining the coordinate along the normal outward direction of the
substrate. Assuming lubrication approximation,

∂p

∂ζ
= ρ g ĝ · n̂s (4.12)

neglecting liquid inertia and imposing the balance of forces acting on the con-
trol volume of liquid along χ direction leads to,

[

p∆η∆ζ sinα∗
]

χ+ ∆χ

2

cos
(

αχ|χ+ ∆χ

2

− αχ|χ

)

−
[

p∆η∆ζ sinα∗
]

χ− ∆χ

2

cos
(

αχ|χ − αχ|χ− ∆χ

2

)

+
[

p∆χ∆ζ
]

η+ ∆η

2

sin
(

α∗|η+ ∆η

2

− α∗|η

)

+
[

p∆χ∆ζ
]

η− ∆η

2

sin
(

α∗|η − α∗|η− ∆η

2

)

=
(

τχζ |ζ+∆ζ − τχζ |ζ

)

∆S + ρ g ĝ · t̂χ ∆V

(4.13)

with:

• ∆S and ∆V defining the base surface and the inner volume of the control
element of liquid:

∆V = ∆ζ ∆S = ∆ζ ∆χ∆η sinα∗ (4.14)

• τχζ , τηζ being the components of the shear stress matrix defined as:

τχζ = µ
∂u

∂ζ
, u = u · t̂χ (4.15)

τηζ = µ
∂v

∂ζ
, v = u · t̂η (4.16)

• ĝ identifying the direction along which the gravitational acceleration
acts;

• t̂χ,η being substrate tangential versors;

• n̂s being the outward normal direction to the solid substrate.

The fist two terms of Eq. (4.13) represent the forces along χ given by the
liquid pressure acting on the control element faces χ ± ∆χ/2. The third and
the fourth terms of Eq. (4.13), which are also pressure forces, derive from the
substrate curvature: since χ and η directions are defined locally, they may
change from an element to the neighbour one, giving different value of α∗ at
the corresponding element faces. The terms at the RHS of Eq. (4.13) are
the shear stress, due to liquid viscosity, and the gravity force. Note that the
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driving gravity volume force ρ g ĝ · t̂χ is no more included in the liquid pressure
p, as done in chapter 2 in order to ensure a more compact notation.
Introducing the following notation,

f(ξ)|ξ±∆ξ ≃ f(ξ) ±
∂f

∂ξ
∆ξ (4.17)

knowing that for a sufficiently small ξ,

cos ξ
ξ≃0
−−→ 1, sin ξ

ξ≃0
−−→ ξ (4.18)

and ∆ζ being an independent variable, Eq. (4.13) can be rewritten as:

∂

∂χ

(

p∆η sinα∗
)

∆χ∆ζ +
(

p∆χ
)

(

∂α∗

∂η
∆η

)

∆ζ

=

(

∂τχζ

∂ζ
∆ζ

)

∆χ∆η sinα∗ + ρ g ĝ · t̂χ ∆ζ ∆χ∆η sinα∗

(4.19)

Dividing both sides of Eq. (4.19) for ∆V and expressing τχζ according to Eq.
(4.15), the momentum equation finally gives:

cosαη

sinα∗

∂

∂χ

(

p
sinα∗

cosαη

)

+
p

sinα∗

∂α∗

∂η
= ρ g g · t̂χ + µ

∂2u

∂ζ2
(4.20)

Eq. (4.20) can be integrated, looking for the velocity profile u(ζ) across the
film thickness. Applying non-slip condition at the substrate, introducing the
shear applied by the external gas flow,

τg =







τg · t̂χ

τg · t̂η







=

{

τχ

τη

}

(4.21)

and and imposing τg at the free-surface,

u|0 = 0,
∂u

∂ζ

∣

∣

∣

∣

∣

h

= τχ (4.22)

the following parabolic profile can be obtained:

u =
ρ g

µ
ĝ · t̂χ

(

h ζ −
ζ2

2

)

+
τχ

µ
ζ

−
1

µ

[

cosαη

sinα∗

∂

∂χ

(

p
sinα∗

cosαη

)

+
p

sinα∗

∂α∗

∂η

](

h ζ −
ζ2

2

) (4.23)

Integrating the velocity profile u(ζ) across the film thickness h finally gives the
film flux q along χ direction:

q =
ρ g h3

3µ
ĝ · t̂χ +

τχ h
2

2µ
−

[

cosαη

sinα∗

∂

∂χ

(

p
sinα∗

cosαη

)

+
p

sinα∗

∂α∗

∂η

]

h3

3µ
(4.24)

The same procedure can be applied for calculating the film flux s along η
direction, leading to:

s =
ρ g h3

3µ
ĝ · t̂η +

τη h
2

2µ
−

[

cosαχ

sinα∗

∂

∂η

(

p
sinα∗

cosαχ

)

+
p

sinα∗

∂α∗

∂χ

]

h3

3µ
(4.25)
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4.3 Pressure field

The pressure field is given by hydrostatic, capillary and disjoining contributes,

p = −ρ g h n̂s · ĝ − 2σ (κm + κs) − Π (4.26)

n̂s being the substrate outward normal direction, κm and κs being the relative
free-surface curvature (calculated with respect to the local coordinates χ, η)
and the substrate curvature respectively.
It is important to point out that the contribute given by the substrate cur-
vature κs must be taken into account when calculating the capillary pressure.
The disjoining pressure Π is still given by Eq. (2.21).
Since we want to investigate the general case of a film flowing over a solid
curved substrate with equilibrium contact angle close to 90◦, small slope ap-
proximation must be abandoned in favor of a more realistic model, in order to
correctly estimate the free-surface curvature κm.

Figure 4.2: Definition of the local, orthogonal coordinates χ∗ and η∗ on the
solid substrate, needed for free-surface curvature calculation.

The straight implementation of Eq. (2.19), which expresses the mean curvature
of a curved surface h(x, y) in a given orthogonal coordinate system, is quite
trivial for some reasons:

• The term of Eq. (2.19) arising from the mist derivatives of h, given by
∂2h

∂x∂y
, can not be treated implicitly using the ADI factorization of Witel-

ski et al. [13]. Moreover, both the numerical stability of the computed
solution and its accuracy in time may decrease if you simply treat it
explicitly.

• Eq. (2.19) is valid when the coordinate system is orthogonal, but the lo-
cal coordinate χ and η standing on the solid substrate are not orthogonal,
making the calculation of the curvature even more difficult to implement.
Referring to the local, orthogonal 2D coordinate system Oχ∗η∗, shown in
figure 4.2, the relative curvature of the free-surface can be still calculated
through Eq. (2.19):

2κm =

∂2h
∂χ∗2

[

1 +
(

∂h
∂η∗

)2
]

+ ∂2h
∂η∗2

[

1 +
(

∂h
∂χ∗

)2
]

− 2 ∂h
∂χ∗

∂h
∂η∗

∂2h
∂χ∗∂η∗

[

1 +
(

∂h
∂χ∗

)2
+
(

∂h
∂η∗

)2
]3/2

(4.27)
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Assuming that α∗ keeps locally uniform over the solid substrate (meaning
that the substrate is locally approximated with its tangent plane), χ∗ and
η∗ coordinates are given by,

{

χ∗ = χ+ η cosα∗

η∗ = η sinα∗ (4.28)

allowing for a sensible simplification in the free-surface curvature com-
putation. In fact, substituting



















∂

∂χ∗
=

∂

∂χ
∂

∂η∗
=

1

tanα∗

∂

∂χ
+

1

sinα∗

∂

∂η

(4.29)

in Eq. (4.27), the free-surface curvature can be calculated as:

2 κm = sin α
∗

∂2h
∂χ2

[

1 +
(

∂h
∂η

)2
]

+ ∂2h
∂η2

[

1 +
(

∂h
∂χ

)2
]

− 2 ∂2h
∂χ∂η

(

∂h
∂χ

∂h
∂η − cos α

∗
)

[

sin2
α

∗ +
(

∂h
∂χ

)2
+
(

∂h
∂η

)2
+ 2 cos α

∗ ∂h
∂χ

∂h
∂η

]3/2

(4.30)

As mentioned before, the mist derivative ∂2h
∂χ∂η

arising in Eq. (4.30) can not be
treated implicitly using the current ADI factorization. Thus, an approximate
procedure was implemented for estimating free-surface curvature.

Figure 4.3: Portion of free-surface obtained sectioning with Oχζ and Oηζ
planes, AB, AC, CD and BD being the free boundaries of the surface element.

Cutting the free-surface by means of two planes Γχ and Γη, normal to the solid
substrate and passing through χ = const and η = const (Γχ,η are identified
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by Oχζ and Oηζ in figure 4.3), the following curvatures can be calculated
according to Young-Laplace equation:

1

rχ

=
∂2h
∂χ2

[

1 +
(

∂h
∂χ

)2
]3/2

(4.31)

1

rη

=
∂2h
∂η2

[

1 +
(

∂h
∂η

)2
]3/2

(4.32)

Applying Meusnier theorem, the calculated curvatures 1/rχ and 1/rη can be re-
conduced to the corresponding curvatures along free-surface normal direction.
These curvatures are used for estimating the mean free-surface curvature,

2κm ≃
1

rχ

n̂χ · n̂I +
1

rη

n̂η · n̂I (4.33)

n̂χ,η being the normal outward directions to the free boundaries AB and AC,
n̂I being the free-surface outward normal direction.
According to figure 4.3, the versors n̂χ,η and n̂I can be computed in the local
orthogonal coordinate system Oχ∗η∗ζ with the following procedure:



















n̂I ·
−→
AB = 0

n̂I ·
−→
AC = 0

|n̂I | = 1

;















n̂χ = (a, 0, b)

n̂χ ·
−→
AB = 0

|n̂χ| = 1

;















n̂η = (a cosα∗, a sinα∗, b)

n̂η ·
−→
AC = 0

|n̂η| = 1

(4.34)

The procedure can be adapted to any orthogonal system tangent to the solid
substrate in O, the current system Oχ∗η∗ζ, see figure 4.3, just being the most
suitable for the algebraic solution of Eq. (4.34).
Note that Eq. (4.33) does not provide the exact calculation of the mean
curvature, since the curvatures we reconduce to can be obtained cutting the
free-surface using two planes that are orthogonal to the free-surface but not to
each other. Referring to figure 4.3, Eq. (4.33) reduces to the real value of the
mean curvature,

2κm =
1

r1

+
1

r2

(4.35)

when
−→
AB and

−→
AC are almost orthogonal, i.e. the element of free-surface is not

stretched.
Before its implementation in the solver code, Eq. (4.33) was tested for two
different surfaces standing on a flat substrate, chosen as representative cases
of thin liquid layer evolution:

• Stationary drop on a horizontal surface;

• Analytical solution of Duffy et al. [4], which is obtained solving the evo-
lution of a liquid rivulet, as described in chapter 2.4.
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Since a tiny drop standing on a flat surface tends to arrange in a spherical shape
(if the hydrostatic pressure is negligible with respect to capillary pressure),
the curvature of a portion of sphere was computed using both Eqs. (4.33) and
(2.19), resulting in a perfect matching. Thanks to the symmetry properties
of a sphere, every normal sectioning plane always gives the same value of the
radius of curvature, thus no error occurs computing the curvature with Eq.
(4.33).
Using an analytical approach, the authors of [4] were able to give a closed
solution, Eqs. (2.77), (2.81) and (2.82), in case of a liquid flux entering through
a small inlet section and arranging as a stable rivulet over an inclined plate
driven by gravity. A typical test case occurring in the literature work of Singh
et al. [12], that involves absorption/distillation process through structured
packing, is considered. It is important to point out that the analytical solution
of [4] does not fit satisfactory the numerical results of [12], which model is
validated with several experimental evidences, but it serves to describe the
qualitative behavior of the liquid. This is enough to verify the consistence of
Eq. (4.33).
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Figure 4.4: Error % between real curvature and Eq. (4.33) over the corre-
sponding rivulet distribution on the inclined plate from analytical solution
of [4]. ρ = 981.31 kg/m3, µ = 0.03642 Pa s, σ = 0.0384 N/m, α = 60◦.

The liquid distribution predicted through the analytical solution of [4] in the
developing region of the rivulet, where the liquid flow is still 2D, is shown in
figure 4.4 (continuous black lines). The case of λ = 2 is considered, λ being
the free parameter that defines the rivulet shape, as described in chapter 2.4.
Due to the singularity arising at the top of the plate, where the inlet section
reduces to a point according to the analytical solution of [4], the plotted so-
lution starts from x0 = 1 mm in order to guarantee a finite inlet section as it
happens in real problems.
Since the solid substrate is an inclined plate for such a setup, the local co-
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ordinates χ, η always overlap the Cartesian coordinates x, y and Eq. (4.33)
reduces to:

2κm ≃
1

rx

n̂x · n̂I +
1

ry

n̂y · n̂I (4.36)

The discrepancy between the real curvature κm,real, Eq. (2.19), and the ap-
proximated curvature κm,appr, Eq. (4.36), is computed as,

err = 100
∣

∣

∣

∣

κm,appr − κm,real

lc

∣

∣

∣

∣

(4.37)

lc being the capillary length,

lc =

√

σ

ρ g
(4.38)

which is used as the reference radius of curvature. For such a setup, the
maximum rivulet height, that may also be chosen as reference length, and the
capillary length assume similar values.
Figure 4.4, in which the error is plotted over the inclined plate, shows that
Eq. (4.36) is able to model the free-surface curvature within a maximum error
of 9.16% close to the inlet section. Figure 4.4 also allows to understand the
regions of the free-surface where the higher discrepancy occurs, since both the
liquid distribution and the error of the computed curvature are plotted. The
error is also computed estimating the free-surface curvature by means of the
small slope approximation, Eq. (2.20). A similar trend is obtained, but the
maximum error is about 5.02 times the one obtained modelling the curvature
with Eq. (4.37). Thus, the new model is much more precise compared to small
slope approximation.

4.4 Numerical method

Figure 4.5: Problem definition: inclined reference plane Oxy, substrate surface
and local coordinates χ, η.
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The FVM solver is modified in order to solve the new governing equations
describing the evolution of a thin liquid layer over a curved substrate, charac-
terized by equilibrium contact angle up to 90◦. Defining the local coordinates
χ and η according to figures 4.1 and 4.5 and the normal outward versor n̂I

according to figure 4.3, the governing equations, Eqs. (4.9), (4.24), (4.25) and
(4.26), were obtained.
Introducing the undisturbed film thickness h∞ and velocity u∞, which meaning
will be explained in the next section, the following non-dimensional quantities
can be defined:

χ̃ =
χ

h∞

, η̃ =
η

h∞

, h̃ =
h

h∞

, κ̃m = h∞ κm (4.39)

q̃ =
q

(σ h∞/µ)
, s̃ =

s

(σ h∞/µ)
, t̃ =

t

(µh∞/σ)
(4.40)

p̃ =
p

(σ/h∞)
, Π̃ =

Π

(σ/h∞)
, τ̃ g =

τg

(µu∞/h∞)
(4.41)

Bo =
ρ g h∞

σ
, Ca =

µu∞

σ
(4.42)

Thus, the governing equations can be rearranged in a non-dimensional form,

∂h̃

∂t̃
+

cosαη

sinα∗

∂

∂χ̃

(

q̃
sinα∗

cosαη

)

+
cosαχ

sinα∗

∂

∂η̃

(

s̃
sinα∗

cosαχ

)

= 0 (4.43)

q̃ =
Bo h̃3

3
ĝ · t̂χ +

Ca τ̃χ h̃
2

2
−

[

cosαη

sinα∗

∂

∂χ̃

(

p̃
sinα∗

cosαη

)

+
p̃

sinα∗

∂α∗

∂η̃

]

h̃3

3
(4.44)

s̃ =
Bo h̃3

3
ĝ · t̂η +

Ca τ̃η h̃
2

2
−

[

cosαχ

sinα∗

∂

∂η̃

(

p̃
sinα∗

cosαχ

)

+
p̃

sinα∗

∂α∗

∂χ̃

]

h̃3

3
(4.45)

p̃ = −Bo h̃ ĝ · n̂s − 2 (κ̃m + κ̃s) − Π̃ (4.46)

the mean curvature κ̃m of the free-surface being computed as:

2 κ̃m =
1

r̃χ

n̂χ · n̂I +
1

r̃η

n̂η · n̂I (4.47)

1

r̃χ

=
∂2h̃
∂χ̃2

[

1 +
(

∂h̃
∂χ̃

)2
]3/2

,
1

r̃η

=
∂2h̃
∂η̃2

[

1 +
(

∂h̃
∂η̃

)2
]3/2

(4.48)

A structured, orthogonal grid composed by ni × nj elements of variable size
defines the reference Oxy plane of dimensions Lx × Ly, the gravity versor ĝ

depending on the reference plane inclination with respect of the horizontal.
The i, j-th element of the curved substrate, with i ∈ [1, ni] and j ∈ [1, nj], is
defined by four neighbour nodes, as shown in figure 4.6, the k-th node being
identified by its corresponding height zk = z(xk, yk) across normal outward
direction of the reference inclined plane Oxy. It derives that the curved sub-
strate is discretized by means of a structured, but non-orthogonal grid (α∗

being the angle between the local coordinates χ and η), with the properties at
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each element centroid being univocally connected to the corresponding nodes
value through a linear interpolation:

xi =
4
∑

k=1

xnk

4
, yj =

4
∑

k=1

ynk

4
, zi,j =

4
∑

k=1

znk

4
(4.49)

Such an approach allows to adapt the FVM code, developed in FORTRAN for
solving the simpler case of a film flowing over an inclined plate. Thus, the
2D mathematical approach is kept and the ADI method described in chapter
3.2 is still applied thanks to the structured nature of the computational grid,
leading to limited computational costs compared to fully 3D simulations of
two-phase flow.

Figure 4.6: Structured computational grid: nodes nk, k = 1, 2, 3, 4, defining
the i, j-th control surface element.

The fluxes q and s defining Q = (q, s) are still discretized by means of a
first order upwind scheme and decomposed into two contributions defining the
positive and negative film propagation. Referring to χ direction only, the non-
dimensional flux q̃+ through the i + 1

2
, j-th face of the i, j-th element of the

computational grid is implemented as,

q̃+
i,j =

Bo h̃3
i,j

3
ĝ · t̂χ i,j +

Ca τ̃χ i,j h̃
2
i,j

2
−

p̃i,j

sinα∗
i,j

∂α∗

∂η̃

∣

∣

∣

∣

∣

i,j

h̃3
i,j

3

−





cosαη

sinα∗

∣

∣

∣

∣

i+ 1

2
,j

∂

∂χ̃

(

p̃
sinα∗

cosαη

)∣

∣

∣

∣

∣

i+ 1

2
,j





h̃3
i,j

3

(4.50)

where:

• the pseudo-pressure gradient at the i+ 1
2
, j-th element face is evaluated

as,

∂

∂χ̃

(

p̃
sinα∗

cosαη

)∣

∣

∣

∣

∣

i+ 1

2
,j

≃
p̃i+1,j

sin α∗

cos αη

∣

∣

∣

i+1,j
− p̃i,j

sin α∗

cos αη

∣

∣

∣

i,j

∆χ̃i+ 1

2
,j

(4.51)
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with α∗ and αη being evaluated at the centroids of i, j-th and i+1, j-th el-
ements using the corresponding values at the nodes defining each element
(as it will be soon explained), the non-dimensional spatial discretization
step ∆χ̃i+ 1

2
,j being equal to:

∆χ̃i+ 1

2
,j =

√

(x̃i+1 − x̃i)
2 + (z̃i+1,j − z̃i,j)

2 (4.52)

• the free-surface inclination αηi+ 1

2
,j is computed from the known substrate

height z at the two nodes defining the i+ 1
2
, j-th element face according

to figure 4.6:

αηi+ 1

2
,j = arctan

(

zn4
− zn2

yn4
− yn2

)

(4.53)

• the angle α∗
i+ 1

2
,j between χ and η directions is evaluated through the

values of z at the nodes defining the i + 1
2
-th element face and at the

i± 1, j-th element centroids:

αχi+ 1

2
,j = arctan

(

zi+1,j − zi,j

xi+1 − xi

)

(4.54)

α∗
i+ 1

2
,j = arccos

√

1 − sin2 αχi+ 1

2
,j sin2 αηi+ 1

2
,j (4.55)

• the multiplying prefactors h̃2 and h̃3, the gravity driving force along χ
direction ĝ · t̂χ and the shear of the external gas flow τ̃χ, which are
needed from Eq. (4.50) for film flux calculation, are evaluated at the
element centroid, according to upwinding, as well as the novel pressure
force arising from the substrate curvature effect:

p̃

sinα∗

∂α∗

∂η̃
(4.56)

Thus, the expressions of the fluxes q̃+
i,j and q̃−

i,j allows to treat the pseudo-
pressure gradient with a centered scheme. It derives that the second order
derivative of the pressure field,

∂

∂χ̃

[

∂

∂χ̃

(

p̃
sinα∗

cosαη

)

h̃3

3

]

(4.57)

resulting from the governing equations, Eqs. (4.43) and (4.44), is still treated
with a second order centered scheme, keeping unchanged the numerical scheme
developed for the simpler case of film flowing over an inclined plate.
The net fluxes crossing the i, j-th element faces are still given by Eqs. (3.12)
and (3.13). Using finite volume notation, the face integral of the fluxes through
the element boundaries is given by,

1

∆S̃i,j

∫

Ωi,j

Q̃ · n̂ dΩ =
q̃i+ 1

2
,j

[

∆η̃ sinα∗
]

i+ 1

2
,j

− q̃i− 1

2
,j

[

∆η̃ sinα∗
]

i− 1

2
,j

∆S̃i,j

−
s̃i,j+ 1

2

[

∆χ̃ sinα∗
]

i,j+ 1

2

− s̃i,j− 1

2

[

∆χ̃ sinα∗
]

i,j− 1

2

∆S̃i,j

(4.58)
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where:

• the dimensions of the element faces ∆χi,j± 1

2
, ∆ηi± 1

2
,j are computed from

the substrate height at the nodes of the i, j-th element,

∆χ̃i,j− 1

2
=
√

(z̃n2
− z̃n1

)2 + (x̃n2
− x̃n1

)2 (4.59)

∆χ̃i,j+ 1

2
=
√

(z̃n4
− z̃n3

)2 + (x̃n4
− x̃n3

)2 (4.60)

∆η̃i− 1

2
,j =

√

(z̃n3
− z̃n1

)2 + (ỹn3
− ỹn1

)2 (4.61)

∆η̃i+ 1

2
,j =

√

(z̃n4
− z̃n2

)2 + (ỹn4
− ỹn−2)

2 (4.62)

with nk, ∀ k = 1, 2, 3, 4, being defined in figure 4.6.

• the substrate element surface ∆Si,j is given by:

∆S̃i,j =
∆x̃i

cosαχ i,j

∆ỹj

cosαη i,j

sinα∗
i,j (4.63)

• the angles α∗
i,j and αχ,η i,j are always computed from the known sub-

strate height z at the nodes defining each element of the computational
grid according to figure 4.6, ensuring a sufficient accuracy:

αχi,j = arctan

(

1

2

zn2
− zn1

xn2
− xn1

+
1

2

zn4
− zn3

xn4
− xn3

)

(4.64)

αηi,j = arctan

(

1

2

zn3
− zn1

yn3
− yn1

+
1

2

zn4
− zn2

yn4
− yn2

)

(4.65)

α∗
i,j = arccos

√

1 − sin2 αχi,j sin2 αηi,j (4.66)

Attention must be paid on the implementation of the capillary pressure, Eqs.
(4.47) and (4.48). The expression of 1/r̃χ depending on ∂2h̃

∂χ̃2 and ∂h̃
∂χ̃

, the follow-
ing second order centered scheme was implemented for the partial derivatives
of h needed for computation of the mean curvature κm,

∂2h̃

∂χ̃2

∣

∣

∣

∣

∣

i,j

≃ ai,j,1 h̃i−1,j + ai,j,2 h̃i,j + ai,j,3 h̃i+1,j (4.67)

∂h̃

∂χ̃

∣

∣

∣

∣

∣

i,j

≃ bi,j,1 h̃i−1,j + bi,j,2 h̃i,j + bi,j,3 h̃i+1,j (4.68)

with the coefficients ai,j,1−3 being defined as,

ai,j,1 = 2
[

∆χ̃i− 1

2
,j

(

∆χ̃i− 1

2
,j + ∆χ̃i+ 1

2
,j

)]−1
(4.69)

ai,j,2 = −2
[

∆χ̃i− 1

2
,j ∆χ̃i+ 1

2
,j

]−1
(4.70)

ai,j,3 = 2
[

∆χ̃i+ 1

2
,j

(

∆χ̃i− 1

2
,j + ∆χ̃i+ 1

2
,j

)]−1
(4.71)
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and the coefficients bi,j,1−3 being defined as:

bi,j,1 = −
∆χ̃i+ 1

2
,j

∆χ̃i− 1

2
,j

(

∆χ̃i− 1

j
,j + ∆χ̃i+ 1

2
,j

)−1

(4.72)

bi,j,2 =
∆χ̃i+ 1

2
,j − ∆χ̃i− 1

2
,j

∆χ̃i− 1

2
,j ∆χ̃i+ 1

2
,j

(4.73)

bi,j,3 =
∆χ̃i− 1

2
,j

∆χ̃i+ 1

2
,j

(

∆χ̃i− 1

2
,j + ∆χ̃i+ 1

2
,j

)−1
(4.74)

The spatial discretization steps ∆χ̃i± 1

2
,j are computed as:

∆χ̃i± 1

2
,j =

√

(

x̃(i± 1

2)+ 1

2

− x̃(i± 1

2)− 1

2

)2

+
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2)+ 1

2
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2)− 1

2
,j

)2

(4.75)

The ADI factorization of chapter 3.2 is adapted for marching in time: at
each time step, the sparse, nonlinear algebraic system, that would be obtained
implementing implicit Euler together with the proposed spatial discretization,
Eqs. (4.50), (4.51), (4.58), (4.67) and (4.68), is reduced to two pentadiagonal
algebraic systems, which are linearized and solved with Gauss method. To do
this, the film flux Q̃, which is defined by the fluxes q̃ and s̃ along χ and η
directions, is decomposed into two contributions,

Q̃ = F̃ +
h̃3

3
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(4.76)

r̃χ,η being defined by Eq. (4.48).
The contribution of F̃ is treated implicitly, while the mixed derivatives of the
film thickness h̃ arising from
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(4.77)

are treated explicitly, according to the numerical scheme of chapter 3.2.
The multiplying factors n̂χ,η · n̂I , which allow to reduce the calculated radii
of curvature r̃χ,η to the free-surface outward normal direction, are computed
following the procedure of Eq. (4.34). It is important to point out that n̂χ,η ·n̂I

are treated explicitly when linearizing F̃ . However, the numerical stability
of the solution is not affected since the magnitude of such terms is limited
compared to the reference curvature 1/h∞,

0 ≤ n̂χ,η · n̂I ≤ 1 (4.78)
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and the higher order derivatives of h̃ are still treated implicitly.
In fact, a gain of 106 the Neumann limit is reached for the time step, when
the spatial discretization step is about the precursor film thickness δ. The
allowed time step leading to convergence of the solution only decreases when
the applied equilibrium contact angle approaches 90◦, as it can be expected.
However, equilibrium contact angles up to 60◦ are investigated in the present
study, time steps close to 106 the Neumann limit being still reached.

4.5 Boundary and initial conditions

The inlet section is always defined at the boundary of the curved domain
corresponding to x = 0 in the reference Oxy plane, where the curved substrate
z(x, y) is defined on. The undisturbed film flux per unit length Q∞ = u∞ h∞

is supposed to enter the domain through the inlet section, giving the following
non-dimensional boundary condition to be implemented:

Q̃in · n̂ = Q̃∞ (4.79)

p̃0 = Bo cosα+ Π̃∞ (4.80)

h̃0 = 1 (4.81)

The undisturbed film is defined with respect to the reference Oxy plane, as
explained in figure 4.5, which inclination α is univocally given by the gravity
versor as:

α = arcsin
[

ĝ · (1, 0, 0)
]

(4.82)

Thus, for a given Q∞ the undisturbed film thickness and velocity can be cal-
culated through Nusselt theory.
At the outlet section, which corresponds to x = Lx (bottom of the reference
Oxy plane), zero flux entering the domain, zero pressure gradient and mirror-
ing of the film height distribution are imposed:

Q̃in · n̂ = 0 (4.83)

∇p̃ · n̂ =
∂p̃

∂χ̃
= 0 (4.84)

∇h̃ · n̂ =
∂h̃

∂χ̃
= 0 (4.85)

At the lateral boundaries (y = 0, Ly), symmetry conditions are imposed:

Q̃ · n̂ = 0 (4.86)

∇h̃ · n̂ =
∂h̃

∂η̃
= 0 (4.87)

The same initial conditions of chapter 3.3 can be imposed:

• computational domain initially dry (covered by the precursor film δ);

• computational domain covered by the undisturbed film thickness h∞.
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4.6 Validation

Both the model used for computing the capillary pressure, Eq. (4.47), and
the novel governing equations describing the evolution of a thin liquid layer
over a 3D curved substrate, Eqs. (4.43), (4.44) and (4.45), are validated for a
selected test case.
A computational domain describing a 3D hole standing on a flat plane is
generated. A certain amount of liquid is forced to enter the domain, which
is initially dry. Thus, the liquid is expected to deposit at the bottom of the
hole driven by gravity, leading to a stationary free-surface, which shape is
described by the well-known Young-Laplace equation, Eq. (2.18). Moreover,
the volume of liquid entering the computational domain must be equal to the
volume inside the hole at the end of the simulation if the numerical scheme is
correctly implemented.

ρ (kg/m3) µ (Pa s) σ (N/m) (n,m) δ/h∞ θe (deg)

981.31 0.03642 0.03480 (3, 2) 0.025 0 − 60

Table 4.1: Properties of the simulated liquid, 1−methylepiperazine, at T =
25◦C and p = 1 atm and imposed parameters defining disjoining pressure model

The simulated liquid is 1−methylepiperazine, which properties are listed in
table 4.1. The choice of such a liquid is not casual, since it is a high viscosity
liquid (as usual for engineering problems involving lubrication approximation)
and it is used as a solvent in the CO2 absorption process through structured
packing.
Eq. (2.21) is still used for modelling disjoining pressure Π, with the coefficient
B being defined as:

B = f
(n− 1)(m− 1)

n−m

σ

δ
(1 − cos θe) (4.88)

The correction factor f , which was introduced in [15], is still modeled via
Eq. (2.29). Both the precursor film thickness and the exponents (n,m) must
be imposed for applying disjoining pressure model. In particular, δ/h∞ ∈
[0.025] and (n,m) = (3, 2) were imposed. Equilibrium contact angles up to
60◦ are simulated, in order to investigate the effect of surface wettability. The
substrate geometry being given, each computation is identified by the gravity
versor ĝ, the shear τg = (τχ, τη) applied by the external gas flow, the imposed
film flux Q∞ entering the domain through the inlet section and the equilibrium
contact angle θe. The following test case is chosen for such a validation:

• The reference plane Oxy is horizontal, leading to ĝ = (0, 0,−1). Zero-
shear is imposed at the free-surface, thus τχ = 0 N/m2 and τη = 0 N/m2

over the whole domain.

• Since we are interested in forcing a certain amount of volume to enter the
computational domain, the imposed film flux per unit length Q∞ does
not influence the stationary solution.
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• It is not possible to identify the undisturbed film thickness and velocity
for a thin layer of liquid over an horizontal plate with zero shear at the
free-surface. Thus, the undisturbed film thickness, needed to define the

precursor film δ, equals the capillary length, h∞ =
√

σ/(ρ g), which is
chosen as scaling length of the problem.

• The hole, which defines the shape of the solid substrate, is described by
the following relation,

z(x, y) = −
H

4

[

1 − cos
(

2π
x

Lx

) ][

1 − cos

(

2π
y

Ly

)

]

(4.89)

H being the hole depth and Lx,y being the reference plane dimensions.

• The imposed liquid volume entering the domain is fixed to the 25% of
the volume of the hole:

Vin = 0.25
∫ Lx

0

∫ Ly

0
|z(x, y)| dx dy (4.90)

After Vin is injected in the domain, the film flux entering through the inlet
section x = 0 is set to zero. The simulation ends when the stationary
condition is reached.

Lx (cm) Ly (cm) H (mm) lc (mm) Vin (cm3)

2 2 3.5 1.997 0.0875

Table 4.2: Simulated test case: hole dimension, capillary length, liquid volume
entering the domain.
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Figure 4.7: Section y = Ly/2 of the stationary free-surface profile (a). Section
x = Lx/2 of the free-surface profile vs Young-Laplace equation (b). θe = 45◦.
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(a) (b)

Figure 4.8: Sections y = Ly/2 (a) and x = Lx/2 (b) of free-surface profile
(continuous line) and substrate surface (dashed line) at different times: t =
0.08, 0.27, 0.46, 0.65 s. θe = 45◦.

The computational domain dimensions, the capillary length of the simulated
liquid and the liquid volume forced inside the hole are listed in table 4.2. The
curved substrate is discretized via a structured grid with elements of variable
size, ensuring a sufficiently small spatial discretization step over the whole
domain:

∆χi,j, ∆ηi,j ≤ 0.075h∞ ∀ i, j (4.91)

The final volume of liquid contained in the physical domain is computed as:

∫

S
(h− δ) dS =

∫ Lx

0

∫ Ly

0
(h− δ)

sinα∗

cosαχ cosαη

dx dy (4.92)

Note that the volume given by the precursor film thickness covering the domain
at t = 0 is removed, in order to compare the volume computed through Eq.
(4.92) with Vin, which is forced to enter the domain.
The stationary free-surface profile is cut across its symmetry section x = Lx/2
and the resulting profile compared with the one coming from the solution of
Young-Laplace equation,

p = −σ

∂2zI

∂y2

[

1 +
(

∂zI

∂y

)2
]3/2

+ ρ g
(zI − z)

1 +
(

∂z
∂y

)2 (4.93)

zI denoting the free-surface height with respect to the horizontal.
Eq. (4.93) is solved numerically, imposing the following boundary conditions,

zI |yc
= z (4.94)

yc defining the contact line.
To do this, a FORTRAN solver was developed. The contact line is located where
the stationary liquid distribution, which is computed solving numerically the
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governing equations, Eqs. (4.43), (4.44), (4.45) and (4.46), triggers the pre-
cursor film thickness. Thus, two points standing on the curved substrate can
be obtained cutting the contact line at x = Lx/2: these two points repre-
sent the domain boundaries yc, needed for applying the boundary conditions
given by Eq. (4.94). The so-defined boundary value problem, Eqs. (4.93) and
(4.94), is thus solved, discretizing the capillary pressure via a second order
centered scheme. The resulting algebraic system is linearized and solved with
an iterative method, the first guess being the liquid profile computed from the
stationary liquid layer distribution. The coupling between the solver of Eq.
(4.93) and the computed stationary liquid distribution on the computational
grid defining the 3D substrate surface is ensured cutting the computational
grid at x = Lx/2 and using the obtained array to define both the 1D domain,
which Eq. (4.93) is solved on, and the first guess of the solution.
Figures 4.7(a) and 4.7(b) show the two symmetry sections of the stationary
solution. As expected, the liquid converges to the bottom of the hole and
arranges in a symmetric manner, according to the substrate geometry. In fig-
ure 4.7(b) the computed profile is also compared with the one obtained solving
Young-Laplace equation, Eq. (4.93), revealing almost a perfect matching. The
volume of the stationary liquid distribution inside the domain is also computed
through Eq. (4.92) and compared with the imposed Vin: an error within 0.01%
is observed, thus the volume is reasonably conserved.
The evolution of the spreading drop is shown in figures 4.8(a) and 4.8(b), which
plot some snapshots of the sectioned free-surface solution at different times:
the liquid, which is forced to enter the computational domain through section
x = 0, slowly goes inside the hole, until the stationary symmetrical shape is
reached.
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Figure 4.9: Section x = Lx/2 of the stationary liquid layer distributions, ob-
tained imposing four different surface wettabilities, the equilibrium contact
angle ranging in θe ∈ [0◦, 60◦]; test case given by table 4.2.

Figure 4.9 shows the effect of surface wettability. The stationary liquid layer
distributions deriving from the simulation of four different values of the equi-
librium contact angle θe are sectioned along x = Lx/2. The test case is again



4.7. FILM PAST AN OBSTACLE 71

described by table 4.2. The higher the imposed equilibrium contact angle, the
narrower the stationary drop at the bottom of the 3D curved substrate.
Equilibrium contact angles up to 60◦ are simulated in figure 4.9. This is also
an important goal, since such an high value of the contact angle had never
been simulated under lubrication approximation before, due to the small slope
approximation. However, a proper validation in terms of modelling the sur-
face wettability will be given in the next chapter, where the capability of the
proposed model of describing surface wettability according to the well known
Tanner-Hoffman-Voinov formula will be tested.

4.7 Film past an obstacle

After the solver is validated, a new test case is considered, looking for new
information about wetting dynamics of a general curved substrate. In partic-
ular, a film flowing over an inclined plate driven by gravity is considered. In
order to perturb the 1D film flow, a general curved substrate is defined within
the plate. Thus, the effect of substrate shape and wettability are investigated,
implementing obstacles of variable size and running simulations for different
values of the equilibrium contact angle.
The substrate geometry z(x, y) is defined using the following equation,

z(x, y) =
H

4

[

1 − cos

(

2π
kx x

Lx

)

] [

1 − cos

(

2π
ky y

Ly

)

]

(4.95)

H being the obstacle height and kx,y being the number of obstacles contained
in the computational domain along x and y directions.
Simulations are run implementing the computational grid through Eq. (4.95).
The simulated liquid is again 1−methylepiperazine, see properties in table 4.1.
The disjoining exponents (n,m) are still fixed to (3, 2), while a precursor film
thickness δ equal to 0.05h∞ is chosen, since it represents a good compromise
between computational costs and accuracy of contact line dynamics modelling.
The boundary conditions described in chapter 4.5 are applied. Thus, the film
flow enters the domain through the section x = 0, where the undisturbed film
flow Q∞ is applied. Thanks to the symmetrical configuration of the problem,
only half of the domain is simulated (thus y ∈ [0, Ly/2]). Symmetry conditions
are imposed at the lateral boundaries y = 0, Ly/2, meaning that an array of
obstacles with spacing Ly across y direction is simulated. The dry initial
condition is imposed, thus the domain is initially covered by the precursor film
only.
First, the test case identified by T1 in table 4.3 is considered. Two simulations
are run changing the surface wettability only. The substrate defining the com-
putational domain, which is described by Eq. (4.95), is also shown in figure
4.10(a).
In figure 4.11(b) the stationary liquid layer distribution resulting from the sim-
ulation of the lower surface wettability case, θe = 30◦ imposed, is shown. Fig-
ure 4.11(b) should be compared with the substrate morphology, figure 4.11(a),



72 CHAPTER 4. FILM FLOWING OVER 3D CURVED SUBSTRATES

Test case Lx (cm) Ly (cm) α (deg) τg (N/m) H (cm) kx ky

T1 3 2 60 0 1 2 1
T2 3 3 60 0 0.8 1 1
T3 3 3 60 0 0.4 1 1

Table 4.3: Computational domain dimensions Lx ×Ly, inclination of the refer-
ence plane with respect to the horizontal α, shear applied by the external gas
flow τg = |τg|, obstacle size H and number of obstacles kx,y for the investigated
test cases, T1, T2 and T3.
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Figure 4.10: Simulated 3D curved substrate: test case T1 (a); test cases T2
and T3 (b). The reference Oxy plane is inclined at an angle α = 60◦ to the
horizontal.

in order to understand the behavior of the liquid on and around the two obsta-
cles. In fact, the liquid tries to surround the first obstacle, but it can only flow
around, due to the large dimension of the obstacle itself. Thus, the portion of
substrate in-between the two obstacles keeps dry due to the high value of the
imposed contact angle, θe = 30◦.

The same simulation was run for a different value of the substrate wettabil-
ity. In particular, zero equilibrium contact angle was imposed. Figure 4.11(d)
shows that the imposed θe has a great impact on the wetting dynamics, since
the liquid is also able to cover the region between the two obstacles for suf-
ficiently high surface wettability. In fact the substrate wetted area AW ET

increases for increasing surface wettability, θe ↓. Also, the liquid front is al-
most able to overpass the first obstacle. This is clear looking at the stationary
contact line in figure 4.11(c), which is much closer to reach the top of the first
obstacle.
An interesting comparison between the two simulations in terms of wetting
dynamics can be done sectioning the two stationary solutions, figures 4.11(b)
and 4.11(d), at y = 1 cm (corresponding to the symmetry line of the curved
substrate geometry) and plotting the resulting free-surface profiles, as shown
in figures 4.12(a) and 4.12(b) respectively. In fact, the different ways that the
liquid-air interface approaches the contact line clearly suggest different sub-
strate wettabilities, according to the imposed equilibrium contact angles, with
an higher free-surface slope close to the contact line appearing in figure 4.12(a),
which is referred to the higher value θe = 30◦.
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Figure 4.11: Test case T1. Substrate morphology (black isolines referred to
z = 0.14, 0.29, 0.43, 0.57, 0.71, 0.86 cm) and stationary contact line (red line)
defining the dry-patch: θe = 30◦ (a), θe = 0◦ (c); stationary film distribution
over the curved substrate: θe = 30◦ (b), θe = 0◦ (d). Q∞ = 0.5 cm2/s.

Further simulations are run considering the test setup identified by T2 and T3
in table 4.3, which only differs from each other in the obstacle size, with the
aim of investigating the influence of the surface wettability, the undisturbed
film flow and the obstacle dimension on the wetting dynamics. The bumped
geometry of the computational domain is shown in figure 4.10(b). The simu-
lated liquid is still 1−methylepiperazine, which properties are listed in table
4.3. The imposed film flow per unit length entering the domain is ranged in
Q∞ ∈ [0.25, 1.5] cm2/s, leading to Reynolds number Re = ρQ∞/µ ≤ 4.04,
according to lubrication approximation validity, while the equilibrium contact
angle is ranged in θe ∈ [15◦, 45◦]. The results are given in terms of total wetted
area AW ET of the substrate. The computation of AW ET is quite simple: since
it is defined as the portion of substrate surface covered with a thin layer of
liquid higher than the precursor film thickness, the i, j-th grid element, which
surface ∆Si,j is given by Eq. (4.63), is wetted if hi,j > δ. It is useful to nor-
malize the wetted area with respect to the substrate area, i.e. the total area
of the computational domain.

Figures 4.13(a) and 4.13(b) clearly show the influence of both the surface wet-
tability and the film flux on the computed wetted area. The results are referred
to the stationary liquid layer distribution. As expected, higher substrate wet-
tability leads to higher wetted area. The same consideration can be done for
the imposed film flux, its influence being more important in the test case T3,
i.e. smaller obstacle. Also, the effect of the obstacle size is investigated, since
the test cases T2 and T3 only differs in the obstacle size. In fact, for given
values of Q∞ and θe, the normalized wetted area AW ET/ASUB is always higher
for the smaller obstacle, test case T3, as it can be easily understood comparing
figures 4.13(a) and 4.13(b). As a final remark, if the test case T3 is considered
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Figure 4.12: Test case T1: section y = 1 cm (corresponding to symmetry line
y = Ly/2) of the two stationary liquid layer distributions over the substrate for
two different surface wettabilities: θe = 30◦ (a); θe = 0◦ (b). Q∞ = 0.5 cm2/s.

the obstacle is completely overpassed when θe = 15◦ and Q∞ = 1.5 cm/s, lead-
ing to a fully wetted domain. Such a results is not reached when the obstacle
height equals 0.8 cm: however, the full wetting condition can be reached for
high values of the Reynolds number, Re >> 1, but the lubrication approxima-
tion is not valid when the liquid motion is also driven by inertia.
Finding a threshold, which defines the conditions leading to the full wetting of
a given curved substrate, is crucial for a number of engineering applications.
For example, when a drop spreads on the hydrophilic surface of a lens, as much
wetted area as possible should be ensured in order to hold an uniform wetting
layer and thus the lens working conditions as well. The wetting of a curved
substrate is also involved in in-flight icing phenomenon, where the liquid layer
evolution influences the predicted ice accretion process. Even decoupling the
air flow solution from the film solution, it is obviously computationally expen-
sive to simulate the film evolution over the whole domain, i.e. the aircraft
surface, due to the different length scales, but still useful information can be
obtained.
Figure 4.14(a) and 4.14(b) show the contact line evolution over the solid
substrate and the stationary liquid layer distribution for the test case T3,
Q∞ = 0.5 cm2 and θe = 30◦. Note that the contact line overcomes the top of
the obstacle, but the domain is not fully wetted since a small dry-patch still
appears, the film flow rate being lower than the critical one. Moreover, looking
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Figure 4.13: Normalized wetted area AW ET of the stationary solution as a
function of imposed film flow rate Q∞ and equilibrium contact angle θe: test
case T2 (a); test case T3 (b).

at the wetting history, i.e. the contact line evolution in time shown in figure
4.14(a), it can be noticed that the obstacle induces the formation of a growing
finger which drains the film fluid. This liquid bulk is thus driven by gravity.
After it reaches the bottom of the domain, the contact line motion is mainly
driven by capillary forces, the contact angle mainly influencing the wetting
dynamics. Results from numerical simulations suggest that imposing higher
values of θe (while keeping constant both α and Q∞) leads to: bigger draining
finger; slower contact line motion after the liquid finger spreads through the
outlet section; lower wetted area.
In figure 4.14(c) the stationary free-surface profile is sectioned along its sym-
metry line y = Ly/2, confirming that the liquid front overpass the highest
point of the hill, but it has not enough energy to wet the whole domain.
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Figure 4.14: Test case T3: substrate morphology (black isolines referred to
z = 0.06, 0.11, 0.17, 0.23, 0.29, 0.34 cm) and contact lines (red lines) at different
times, t = 0.20, 0.26, 0.35, 0.52, 0.83, 1.3 s (a); stationary film distribution
over the curved substrate (b); section y = 1.5 cm of the stationary liquid layer
distribution (c). Q∞ = 0.5 cm2/s, θe = 30◦.



Chapter 5

Absorption and distillation

processes

5.1 Overview

In gas absorption process one or more species (solutes) are transferred from
a gas mixture to a liquid solvent without any change in chemical properties
of the involved species. The inverse process of removing the solute from the
liquid solvent is called stripping or desorption. Absorption, stripping and
distillation operations are carried out in vertical, cylindrical columns or towers
within proper devices, which provide the contacting between gas and liquid
flowing countercurrently and guarantee an increase of liquid-gas interfacial
surface, through which mass transfer takes place. These columns are classified
depending on the corresponding devices gaining liquid-gas contacting:

• Plate columns. Cross-flow plates, figure 5.1(a), use a liquid downcomer in
order to ensure the desired transfer efficiency; new designs are provided
with perforations for dispersing gas into liquid on the plate. Counterflow
plates are characterized by openings (simple round perforations of 3 −
13 mm diameter) through which both liquid and gas flow in a pulsating
fashion.

• Packed columns. These columns may be filled with randomly oriented
packing material, figure 5.1(b), or structured packing, figures 5.1(c) and
5.1(d), the latter being characterized by corrugated layers, put in contact
and carefully positioned one close to each other; liquid-gas interface area
and gas flow pressure drop across the absorber play a crucial role in the
optimization process, since they univocally define the effective area for
mass transfer and the energy consumption.

The column design is usually carried out via a step by step procedure, that
requires the designer to determine: (a) the best solvent; (b) the best gas
velocity through gas absorber; (c) the height of the column; (d) operating
pressure and temperature; (e) mechanical design of the components, including
flow distributers and type of packing/inserts.

77
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(a) (b)

(c) (d)

Figure 5.1: Sieve plate (a). Random packing (b). Smooth, perforated packing
(c). Embossed, unperforated packing (d).

A great effort in the understanding of mass transfer phenomenon, occurring
when the solute migrates from gas to liquid, was put by Whitman, who intro-
duced in 1923 the well known two-film model [32]. Assuming that two stagnant
surface films, through which the solute concentration varies between the values
at gas bulk and at liquid bulk, persist at the liquid-gas interface, the Fick’s
law can be written as,

Ns = Dl
cl,I − cl

δl

= Dg
pg − pg,I

δg

(5.1)

where:

• Ns (moles m−2 s−1) is the molar flow rate per unit interface area of solute
migrating from gas to liquid;

• cl and cl,I are the concentrations
(

moles l−1
)

of solute inside liquid solvent
at liquid bulk and at liquid-gas interface respectively;

• pg and pg,I are the partial pressures of solute inside gas mixture at gas
bulk and at interface, that can be reconduced to the corresponding solute
concentrations through Henry’s law, pg = kH cg.

• δl,g andDl,g are the stagnant film thicknesses and the diffusion coefficients
respectively.
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Two-film theory allows the designer to construct the equilibrium curve at given
operating pressure and temperature, each point of such a curve representing
the equilibrium concentrations at liquid-gas interface of solute in liquid solvent
and in gas mixture. Finding reliable equilibrium data, which is one of the most
time-consuming task, is a crucial step for absorption/stripping column sizing.
Figures 5.2(a) and 5.2(b) show the regions of operating lines for both gas
absorption and stripping for a given equilibrium curve, the coordinates X and
Y being defined as:

X =
moles of solute

moles of pure solvent
(5.2)

Y =
moles of solute

moles of pure gas
(5.3)

The slope of the operating line univocally defines the required ratio NL/NG

between liquid phase molar velocity and gas molar velocity (moles m−2 s−1),
which the absorption/stripping column must be designed for, and allows to
determine the number of theoretical stages (plate columns) or transfer units
(packed towers).
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Figure 5.2: Design diagrams for: absorption (a); stripping (b). Molar fluxes
entering and exiting the absorption/stripping column through sections 1 and
2 (c).

5.2 Structured packing

Structured packed columns have been widely used in distillation and absorp-
tion processes since the 1980s, since the additional mass transfer due to the
increase in the interfacial area, induced by the spreading liquid over the pack-
ing surface, leads to higher efficiency. As an example, the post-combustion
carbon dioxide capture is based on chemical absorption via the reaction with
a solvent inside a packed column, where the absorption is carried out with
the gas CO2 flowing up, while the liquid solvent flows down through the pack-
ing surface composing the packed column. Even if the structured packing is
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well established, the local flow behavior inside the packing, that greatly affects
their efficiency, is not fully understood. Since the geometrical characteristics
of the packing surface influence the flow behavior, the optimization of the cor-
rugated sheets of packing becomes crucial. There are three ways to optimize
the packing features:

• Introducing perforations, figure 5.1(c).

• Varying the surface of the corrugated sheet with grooved, lanced, tex-
tured, smoothened surface; an example of textured surface is shown in
figure 5.1(d).

• Changing the elementary geometry, which is given by: corrugation angle
φ, base W and height H, see figure 5.3. The ratio W/H ranges from
2 : 1 to 4 : 1.

Figure 5.3: Elementary geometry of the corrugated sheet of packing.

Both numerical and experimental literature are available, but it is clearly diffi-
cult to look inside the packed columns, making the numerical approach much
more suitable. However, a packed column may have diameter of 10 m, while
the characteristic dimension of structured packing is of the order of 20 cm and
the film height may be less than a millimeter. Thus a fully 3D approach is
typically limited to the investigation of a single facet of the problem: most
analysis, in fact, are focused on the hydrodynamic behavior of a liquid along
plane surfaces. In particular, Hoffmann et al. [33] validated the Volume Of
Fluid (VOF) method in the case of a film flowing down an inclined plate with
walls at the lateral boundaries, constructing a two fluid model (gas-liquid)
and comparing numerical results with experimental evidences. Singh et al.
presented a number of numerical results in [12], where the authors considered
the same test case of [33] and adopted a fully 3D approach (VOF) as well,
looking for the influence of solvent properties and flow rate. There are other
literature works involving absorption and distillation through structured pack-
ing [5, 34, 35], which focus on numerical simulation of a falling film driven by
gravity and shear using VOF. Even the case of more than one liquid phase
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(plus the gas phase) involved, as it happens in distillation of heterogeneous
azeotropic mixtures, is numerically investigated in [34,35].
Here a different approach is followed. In order to reduce the computational
effort for the simulation of the film dynamics, we consider the 2D lubrication
equation, which is solved numerically by means of the Finite Volume Method
(FVM) solver developed in FORTRAN. The idea is to look for an efficient, yet ac-
curate model that could be coupled with a full CFD of the core flow, in order to
investigate simultaneously both the large scales of the device (the full packed
column, or the full wing or nacelle for a in-flight icing problem) and the smaller
scale of the film. The implementation of the capillary pressure according to
Eqs. (4.31), (4.32) and (4.33) allows to investigate equilibrium contact angle
up to 60◦, thus making it suitable for the application to absorption/distillation
through structured packing.

5.3 Problem setup

The dynamics of a gravity driven film flowing down an inclined plate are inves-
tigated, being the simplest configuration for better understanding the hydro-
dynamics through structured packing, [12]. Thus, the governing lubrication
equations obtained in chapter 4 reduce to Eq. (2.52), which is again proposed,

∂h

∂t
= −∇ ·

(

−
∇p

3µ
h3 +

τg

2µ
h2

)

(5.4)

the pressure being given by,

p = ρ g (h cosα− x sinα) − 2σ κm − Π (5.5)

where x is the downhill direction of the plate, α the plate inclination to the
horizontal and τg the shear applied at the free-surface by the external gas flow.
The case of gravity driven film (τg = 0) is investigated.
Since high contact angles must be investigated, the procedure described in
chapter 4.3 is used for modelling the mean curvature κm of the free-surface.
Thus, Eq. (4.33) reduces to,
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with rx,y being given by the Young-Laplace equation:
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(5.7)

Along the upper boundary of the domain, x = 0, an inlet section of length
Lin ∈ [0, Ly] is defined, where the entering film flux is settled to the undisturbed
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one, Qin ·n̂ = u∞ h∞, and the pressure p∞ is imposed; outside the inlet section,
the entering flux is equal to zero as well as the pressure. Two different sets of
boundary condition on the lateral boundaries y = 0, Ly can be used: symmetry
boundary condition for the simulation of a plate of indefinite extension along y
direction, or wall boundary condition for the simulation of a domain bounded
by solid end-walls at y = 0, Ly. The following conditions must be implemented
for imposing the wall boundary condition:

• zero liquid flux crossing the wall, Q · n̂ = 0;

• free-surface inclination equal to equilibrium contact angle θe.

Figure 5.4: Geometrical layout leading to wall boundary condition: cutting
the free-surface profile at y = 0 and y = ∆y0, two isolines (black, curved lines)
with spacing ∆L are obtained.

The equation to be respected for imposing a given contact angle at the wall can
be obtained looking at the geometrical layout of figure 5.4. If the equilibrium
contact angle is imposed, the distance ∆L between the isolines y = 0 and
y = ∆y0 must keep constant:

∆L =
∆y0

tan θe

(5.8)

Assuming that the isolines y = 0 and y = ∆y0 are close enough to ensure a
common normal direction n̂ gives:

∆h0 =
∆L

cosϕ
(5.9)

ϕ being the contact line inclination at the wall:

ϕ = arctan

(

∂h

∂x

)

(5.10)
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Combining Eqs. (5.8), (5.9) and (5.10), it derives that:
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(5.11)

Eq. (5.11) is implemented for imposing contact angle at the lateral boundaries,
with ∂h

∂x
calculated by means of a second order centered scheme, using the

available values of h in the grid elements next to the domain boundary.
The dry initial condition, i.e. film height equal to the precursor film thickness
h = δ over the whole domain, is used for the current simulations, in order to
focus on the wetting dynamics.

(a) (b) (c)

Figure 5.5: Investigated setup: 1D film down an inclined plate (a); confined
inlet section Lin at x = 0 (b); plate bounded by lateral walls (c)

Three different setups are investigated:

• The code is tested in the case of a 1D film flowing down an inclined
plate, see figure 5.5(a), in order to verify the capability of the disjoining
pressure coupled with the novel capillary pressure model, Eqs. (5.6) and
(5.7), to simulate equilibrium contact angle up to 60◦.

• The rivulet build-up problem is shown in figure 5.5(b): the liquid enters
the domain through a confined inlet section Lin < Ly at the top of the
plate and arranges as a stable rivulet. The results are compared with
both analytical and literature numerical evidences, in terms of stable
rivulet profile and plate wetted area.

• According to previous literature works [12, 33–35], the wetting dynam-
ics in structured packing are investigated considering an inclined plate
bounded by lateral walls with liquid entering through the inlet section
x = 0, as shown in figure 5.5(c).

The physical properties and the corresponding Kapitza numbers of the simu-
lated liquids, which are used as solvent in CO2 absorption through structured
packing [12], are listed in table 5.1.
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Liquid ρ (kg/cm3) µ (Pa s) σ (N/m) Ka

0.31xMPZ 981.31 0.03642 0.03480 14.8
0.41xMPZ 962.20 0.02348 0.03589 24.6
0.51xMPZ 946.41 0.01336 0.03437 49.7

Table 5.1: Physical properties of 1−methylepiperazione at T = 25◦C and
p = 1 atm.

5.4 Results and discussion

First of all, the disjoining pressure model, Eqs. (2.21), (2.28) and (2.29), is
validated for a 1D film flowing down an inclined plate. Note that it was already
done, but in case of capillary pressure modeled via small slope approximation.
The same validation is proposed, but higher values of the equilibrium contact
angle are tested. Simulations are run imposing: plate inclination equal to
α = 60◦; equilibrium contact angle in the range θe ∈ [30◦, 60◦]; precursor film
thickness δ = 0.05h∞; spatial discretization step equal to ∆x = 0.05h∞. The
simulated liquid is 1−methylepiperazine 0.31xMPZ, which physical properties
are listed in table 5.1.
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Figure 5.6: 1D gravity driven film: capillary ridge shape for different equilib-
rium contact angles θe, Qin = 1 cm2/s (a); dynamic contact angle θ vs undis-
turbed film velocity u∞ and imposed equilibrium contact angle θe: numerical
results (symbols) and Eq.(5.12) (lines) (b).

Figure 5.6(a) shows the shape of the capillary ridge, which is self-similar in
time and typically appears close to the moving contact line: according to
literature [15], higher values of the imposed equilibrium contact angle lead
to higher ridge dimensions. In figure 5.6(b) the dynamic contact angle is
computed for different film flow rates and fitted using the Tanner-Hoffman-
Voinov formula [15,23]:

θ3 = θe
3
(

1 + C
µu∞

σ

)

(5.12)
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where C is the fitting parameter.
Note that the undisturbed film velocity is considered instead of contact line
velocity as in Eq. (2.30): u∞ and uc being strictly connected, Eqs. (5.12) and
(2.30) are equivalent. According to the validation procedure found in [15], it
can be stated that surface wettability and contact line dynamics are correctly
modeled using disjoining pressure and assuming a thin precursor film, since
Eq. (5.12) well describes the behavior of the dynamic contact angle θ as a
function of the undisturbed film velocity u∞. Moreover, equilibrium contact
angle up to θe = 60◦ had not been investigated (and thus validated) before
using disjoining pressure and lubrication theory.
The solver code is then tested with numerical results found in literature, in-
volving rivulets build up. The test case of Singh et al. [12] is chosen for the
simulations: 6 × 5 cm2 plate, inclined with an angle α = 60◦ to the hori-
zontal; film flux per unit length Qin = 1 cm2/s entering through a confined
inlet section Lin = 2 cm at the top of the plate, V̇in = Qin Lin = 2 cm3/s;
1−methylepiperazine 0.31xMPZ liquid simulated (see properties in table 5.1).
It is important to point out that the chosen liquid is used as solvent in packed
columns for carbon capture [12]. Thus, this further validation serves to demon-
strate that the developed solver is able to predict the liquid layer evolution in
test cases that involve absorption/distillation process.
Thanks to the symmetrical configuration of the problem, only half of the
plate is simulated, with symmetry condition imposed at the lateral bound-
aries y = 0, Ly, i.e. an array of parallel rivulets with 2Ly spacing is simulated.
Inlet section is implemented as described in section 5.3. The precursor film
thickness is set to δ = 0.025h∞. A grid dependence analysis suggested to
impose spatial discretization step, which is kept uniform over the computa-
tional domain for the rivulet build up simulations, of about 0.075 − 0.1h∞,
depending on the imposed equilibrium contact angle, which is varied in the
range θe ∈ [20◦, 60◦].

(a) (b) (c)
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Figure 5.7: Stationary rivulet distribution over the inclined plate for: θe = 60◦

(a), θe = 40◦ (b), θe = 20◦ (c). α = 60◦, V̇in = 2 cm3/s.
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Figure 5.7, which shows how the stationary liquid layer distribution changes
with the surface wettability, clearly proves that the higher the imposed equi-
librium contact angles, the narrower the shape of the rivulet, according to the
numerical results of Singh et al. [12].
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Figure 5.8: Normalized wetted area of the rivulet as a function of the equilib-
rium contact angle (a). Normalized interface area of the rivulet as a function
of the equilibrium contact angle (b). α = 60◦, V̇in = 2 cm3/s.

A proper validation is possible computing the wetted area AW ET , which is
defined as the portion of plate covered by a layer of liquid with height higher
than the precursor film one, and the interface area AINT , which is the area of
the liquid-gas free-surface in the wetted region. In figures 5.8(a) and 5.8(b) the
resulting trends of AW ET and AINT as a function of θe are compared with the
numerical results of Singh et al. [12], obtained by means of a fully 3D model:
the correspondence is satisfactory for all the investigated values of θe.
According to [17], the liquid pressure of a stable rivulet flowing over an inclined
plate is independent of the plate downhill direction x, thus the rivulet profile
can be calculated solving the following initial value problem,

p = ρ g h cosα− σ
∂2h

∂y2



1 +

(

∂h

∂y

)2




−3/2

= const (5.13)

h|y0
= 0,

∂h

∂y

∣

∣

∣

∣

∣

y0

= tan θe (5.14)

which can be reduced to:

∂h

∂y
=

√

√

√

√

(

− cos θe +
1

2

ρ g h2

σ
cosα−

p h

σ

)−2

− 1 (5.15)

h|y0
= 0 (5.16)
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The solution of Eq. (5.13) together with the initial conditions is iterated: the
value of the rivulet pressure p is updated at each iteration, until the liquid flow
rate, which can be calculated integrating the film flux per unit length

Q =
ρ g h3 sinα

3µ
(5.17)

across the rivulet length, equals the imposed one V̇in = Qin Lin.
The resulting profile is then compared with the numerical one, obtained cutting
the stationary liquid layer distribution at x = Lx. The validation for θe = 60◦

and θe = 50◦ are shown in figures 5.9(a) and 5.9(b) respectively, which show
almost a perfect correspondence between numerical results and Eq. (5.13).
The first step for understanding the hydrodynamics of absorption/distillation
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Figure 5.9: Comparison between rivulet profiles from solution of Eq. (5.13)
and numerical simulation of rivulet build up: θe = 60◦ (a); θe = 50◦ (b).
α = 60◦, V̇in = 2 cm3/s.

processes through structured packing is the analysis of the wetting dynam-
ics of an inclined plate covered by a thin liquid layer. As explained in [12],
the wetting phenomenon is dictated by several parameters, making crucial to
focus on identifying proper non-dimensional numbers. The effect of solvent
properties is analyzed through Kapitza number,

Ka =
lc

2

lv
2 = σ

(

ρ

µ4 g

)1/3

(5.18)

lc and lv being the capillary length and the viscosity length:

lc =

(

σ

ρ g

)1/2

, lv =

(

µ2

ρ2 g

)1/3

(5.19)

Kapitza number represents the relative importance of capillary and viscous
forces in driving interface motion: for a low Kapitza number liquid, Ka ∼ O(1),
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viscosity and surface tension play an equal role; a liquid has a high Kapitza
number when Ka ∼ O(102 − 103). High Kapitza number liquids can not be
simulated adopting lubrication approximation, since surface tension forces are
mainly balanced by liquid inertia rather than viscous forces.
The flow characteristics are studied in terms of Weber number,

We =
ρ u∞

2 h∞

σ
(5.20)

which represents the ratio between liquid inertia and surface tension force.
The effect of surface wettability is obviously given by the equilibrium contact
angle θe. The wetted area AW ET , which is here normalized to the plate area
AT OT , is used for describing the wetting process, since it is the parameter
to be optimized when designing the corrugated sheets composing the packed
column.
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Figure 5.10: Liquid layer distribution over the inclined plate at t = 0.19 s
(a) and stationary distribution, t = 0.49 s (b). Normalized wetted area as a
function of time (c). θe = 60◦, Ka = 49.7, We = 0.0736.

Similarly to the approach of Singh et al. [12] and Hoffmann [33], an inclined
plate is considered: the lateral boundaries are treated as walls, which imple-
mentation is explained in section 5.3; the whole top boundary of the plate
represents the inlet section; the case of gravity driven flow is considered. The
effects of θe, Ka and We on wetting dynamics are investigated, with equilib-
rium contact angle and Weber number up to 60◦ and 0.25 respectively. The
Reynolds number is limited to Re ≤ 5.58, according to lubrication theory va-
lidity. The liquids listed in table 5.1 are simulated. The choice of these liquids
is not casual, since they are used as solvent in CO2 capture through packed
column [12]. A 3 × 3 cm2 plate, inclined at an angle α = 60◦ to the horizontal,
is considered, but only half of the plate is simulated, thanks to the symmetry
of the problem. The imposed precursor film thickness is equal to δ = 0.025h∞.
The spatial discretization step is not uniform over the computational domain,
since a finer grid is required close to the wall for a better description of the
liquid behavior, especially when low contact angles are imposed, leading to
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higher slopes.
Figures 5.10(a) and 5.10(b), which refer to the same simulation, show the
distribution of liquid 1−methylepiperazine 0.51xMPZ over the plate at two
different times. It can be noticed that the lateral walls capture some liquid
due to capillary effect, perturbing the undisturbed flow. If the inlet flow rate is
too low, this phenomenon leads to the growth of dry-patches on the plate, with
the liquid forming two rivulets close to the walls and one rivulet in between.
Similar results were obtained experimentally by Hoffman [33] and numerically
by Singh et al. [12]. In figure 5.10(c) the plate wetted area is shown as a
function of time. The wetting process can be clearly divided into two regimes:
first the liquid bulk, driven by gravity, spreads in downhill direction; after the
bulk reaches the outlet section, the contact line dynamics are mainly driven
by the capillary force and thus influenced by the surface wettability.
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Figure 5.11: Normalized wetted area at the stationary liquid distribution as
a function of Weber number, θe = 60◦ (a); as a function of equilibrium con-
tact angle, We = 0.0736 (b). Fluids listed in table 5.1 are simulated, plate
inclination is fixed to α = 60◦.

The dependence of the plate wetted area on Weber number, Kapitza number
and equilibrium contact angle is shown in figures 5.11(a) and 5.11(b). Results
refer to the stationary solution of Eqs. (5.4) and (5.5). In particular, figure
5.11(a) suggests that the effect of fluid inertia, i.e. of We, on wetting pro-
cess grows with the Kapitza number, since the whole coverage of the plate,
AW ET/AT OT = 1, is reached for higher values of the Weber number. Thus,
liquid spreading over the inclined plate is mainly driven by viscous, surface
tension and gravity forces only for low Ka. Figure 5.11(a) also gives some
information about the critical flow rate, defined as the minimum flow rate
leading to whole coverage of the plate: the critical value of Weber number
(which defines univocally the critical flow rate) can be traced as a function of
the Kapitza number of the liquid. The definition of the critical flow rate is
crucial, since it defines the most suitable condition (maximum wetted area)
for absorption process through structured packing. The surface wettability
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also has a great impact on wetting process, as shown in figure 5.11(b): higher
values of the equilibrium contact angle lead to lower stationary wetted area,
with low changes in contact angle leading to significantly differences in liquid
behavior. Similar results were obtained from the rivulet build up simulations,
figure 5.8(a).
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Figure 5.12: Wetted area as a function of time for different values of θe, We =
0.459, Ka = 14.7 (a). Time to reach AW ET = Lx Ly as a function of We and
θe, Ka = 14.7 (b). 6 × 5 cm2 plate.

The influence of both Weber number and substrate wettability on the time
tf , needed to wet the whole domain, is investigated. In particular, the tran-
sient of the plate wetted area is plotted in figure 5.12(a) for different values of
θe, keeping We and Ka fixed. Lowering the contact angle, the time required
to wet the plate after the main rivulet, induced by the walls drawing effect,
reaches the bottom of the plate decreases, meaning that the liquid front be-
comes more and more flat due to the higher substrate wettability. The time
to reach full wetting condition is plotted in figure 5.12(b) as a function of We
and θe. Higher Weber number corresponding to higher undisturbed film veloc-
ity u∞, it is obvious that tf increases lowering We. The effect of the surface
wettability agrees with figure 5.12(a): tf ↑ if θe ↓.
Figure 5.13 is referred to the evolution in time of the liquid layer in case of
We = 0.46 and θe = 60◦, the results in terms of plate wetted area versus time
being also shown for the same test case in figure 5.12(a) (continuous line). In
particular, it can be observed in figure 5.13 that two fingers fast drains down
the plate, while only one finger was observed in the test case of figures 5.10(a)
and 5.10(b); after the two fingers reach the bottom of the plate, the contact
line motion moves slowly, mainly driven by capillary forces.
Finally, it is important to point out that the computational cost of the pre-
sented simulations is limited, thanks to the implemented ADI method, which
allows to reach time step ∆t up to 106 the explicit one. As an example, Singh
et al. [12] conducted VOF simulations on a similar setup, running on 128 cores
in parallel with 144 h required for a single simulation, while in the present work
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Figure 5.13: Liquid layer distribution over the inclined plate at different times:
t = 0.2 sec (a); t = 0.3 sec (b); t = 0.5 sec (c); t = 1.7 sec (d). We = 0.46,
Ka = 14.7, θe = 60◦, 6 × 5 cm2 plate.

simulation time is 4 times lower using a single core. The required simulation
time is also summarized in table 5.2.

Literature work Simulation time (h) Number of cores

Singh. et al [12] 24 − 144 128
Current work ≤ 36 1

Table 5.2: Simulation time corresponding to the setup of figure 5.8.

5.5 Film over a corrugated layer of packing

Only the configuration given by an inclined plate bounded by lateral walls
has been presented as a structured packing look-like configuration until now.
In fact, it is the most investigated configuration in the available literature in-
volving simulation of absorption/distillation process through structured pack-
ing [12, 33–35]. However, the evolution of a liquid film over a 132 × 88 mm2

corrugated sheet of packing was investigated through VOF method in [5], but
parallelized simulations in supercomputers were needed in order to investigate
only a few test cases. Thus, it was not possible to ensure sufficient information
for a proper optimization of the packing geometry.
Thanks to the gain in computational costs that can be achieved using the cur-
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rent 2D solver, it was possible to investigate the evolution of the thin film of
liquid solvent over a packing layer. Eqs. (4.9), (4.24), (4.25) and (4.26), which
were obtained for the general case of a film over a 3D curved substrate, are
solved over the computational domain described by the packing layer.

Figure 5.14: Portion of packing geometry (front view).

A further gain in terms of computational costs can be reached via the imple-
mentation of proper boundary conditions. In fact, imposing symmetry condi-
tion at the lateral boundaries y = 0, Ly (see figure 5.14) means that the liquid
can not enter/exit the computational domain through y = 0, Ly. Thus, if you
simulate just a portion of packing geometry in the core of the packed column,
such a boundary condition leads to non-physical results close to the lateral
boundaries (through which liquid must be free to flow), meaning that a larger
portion of packing geometry must be simulated for gaining useful information
in a narrow region of the domain. Moreover, it is reasonable to assume that
the liquid behavior over the physical domain is periodic, since the packing ge-
ometry is periodic as well. Thus, periodic condition at the lateral boundaries
y = 0, Ly must be implemented in the FVM solver,

{

hi,1 = hi,nj

hi,2 = hi,nj−1

(5.21)

with i ∈ [1, ni], j ∈ [1, nj] denoting the i, j-th grid element (i corresponding
to x reference direction, j corresponding to y reference direction).
A proper choice of the dimension Ly is sufficient to ensure that the imposed
periodic boundary conditions through y = 0, Ly have a physical meaning,

Ly = k
W

sinφ
(5.22)

with k ∈ N and W being the corrugation width, which defines the period-
icity of the packing geometry according to figure 5.14. In fact, imposing Ly

through Eq. (5.22), a periodic geometry of the solid substrate z(x, y), which is
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implemented on the computational domain, can be obtained as well, leading
to:

{

zi,1 = zi,nj

zi,2 = zi,nj−1

(5.23)

Adopting such an approach, the numerical investigation of the liquid behavior
on a small portion of packing geometry gives information about the hydrody-
namics over the whole packing layer.
On the other side, the implementation of periodic boundary conditions at
y = 0, Ly makes impossible to reconduce to a pentadiagonal system when
splitting along y with the current ADI approximate factorization, which allows
to decompose the sparse algebraic system to be solved at each time step in
two simpler systems. However, thanks to its structure, the linearized alge-
braic system (ninj) × (ninj) obtained from y-split can be divided in ni blocks
nj × nj, which structure is almost pentadiagonal. Solving independently each
block by means of a proper algorithm, the required computational cost does
not increase considerably in comparison with the pentadiagonal case.
The investigated test cases are shown in table 5.3, as well as the simulated
liquids, that are both involved in absorption/distillation processes, [5,12]; the
shear stress applied by the external gas flow is set to zero, thus τg = 0. The
packing geometry is shown in figure 5.15. Test case T1 is chosen in order to
replicate the computation of [5].
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Figure 5.15: Simulated geometry of the packing layer: corrugation angle φ =
45◦; base width W = 2.1 cm and corrugation height H = 0.7 cm, leading to
W/H = 3 for test cases T1, T2 and T3. A joint radius equal to r = 3 mm is
imposed in order to smoothen the sharp geometry of the packing layer.

Figure 5.16(a) shows the stationary liquid distribution over the corrugated
sheet of packing deriving from simulation of test case T1. A confined inlet
section is imposed, since it is not possible to replicate exactly the numerical
setup of [5] (liquid injected from above) using the current 2D model. Compar-
ing the liquid distribution and the substrate geometry, it can be noticed that
the crimp angle φ, which defines the packing geometry according to figure 5.3,
encourages the spreading of the confined rivulet entering the domain: in fact,
the liquid clearly drains driven by gravity.
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Test case Liquid Lx × Ly(cm2) α(deg) V̇in(cm3/s) Lin(cm)

T1 silicon-oil 6 × 6 90 4 0.3
T2 0.31xMPZ 4.5 × 3 15 0.33 Ly

T3 0.31xMPZ 4.5 × 3 90 0.33 Ly

Liquid ρ (kg/m3) µ (Pa s) σ (N/m) θe (deg)

silicon-oil (DC5) 915.0 0.0046 0.0185 7
0.31xMPZ 981.31 0.03642 0.0384 30

Table 5.3: Definition of the simulated test cases and liquids properties.
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Figure 5.16: Predicted stationary film thickness distribution over the packing
layer (a) vs snapshot of the solution from the fully 3D simulation of [5] (b).
Test case T1.

A comparison between figure 5.16(a) and numerical result of [5], figure 5.16(b),
reveals that there is not a perfect agreement, even if the tendency of the liquid
to drain through the corrugations thanks to gravity is correctly catched. This
is mainly due to:

• The liquid is here injected inside the physical domain in a different way
from [5], leading to different boundary conditions.

• The inertia of the narrow rivulet at the inlet section is not negligible,
leading to non-physical results near the injection point if lubrication
theory is applied. In fact, the local Reynolds number of the entering
liquid is:

Re =
ρ V̇in

µLin

= 248 >> 1 (5.24)

• The simulated liquid is characterized by an high Kapitza number, Ka =
109.7, meaning that inertia rather than viscous dissipation is the main
force opposing surface tension.
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Figure 5.17: Periodic computational domain (a). Stationary liquid layer dis-
tribution (b). Test case T2.

Test case T2 is chosen with the aim of demonstrating the consistency of the
imposed periodic boundary conditions. An uniform liquid flux per unit length
is forced to enter the domain through x = 0, while the boundaries y = 0, Ly

are treated with periodic boundary conditions. Figures 5.17(a) and 5.17(b)
show the simulated domain and the stationary solution respectively. Looking
at the stationary liquid distribution, figure 5.17(b), it can be observed that
an array of rivulets flows through the lanes of the corrugated sheet of packing
driven by gravity, as it can be expected. However, if symmetry boundary
conditions were imposed, thus Q · n̂ = 0 through y = 0 and y = Ly, it
would be impossible to catch any rivulet entering or exiting through y = 0
or y = Ly, leading to non-physical results. Note that such a setup does not
describe real problems involving absorption/distillation processes, since the
corrugated sheets of packing are usually combined together in a vertical way
(thus, α = 90◦, while α = 15◦ for test case T2). As above mentioned, the aim
of this simulation was to prove that periodic boundary conditions are needed
for a better analysis of the wetting phenomena over recurrent geometries.

The results of the simulation corresponding to test case T3 are presented in
figures 5.18(b), 5.18(c) ans 5.18(d): the contour plots of the film thickness
field over the computational domain can be compared with the corresponding
packing layer geometry, figure 5.18(a), for a better understanding of the liquid
behavior. The liquid is supposed to enter the domain, which is initially dry,
through the inlet section x = 0 with an uniform flow rate per unit length Qin,
while periodic conditions are chosen for the lateral boundaries. The inlet sec-
tion (x = 0) can be easily identified looking at figure 5.15. A longer portion
of packing geometry is simulated along x direction (i.e. main flow direction),
in order to reach fully developed flow before the liquid leaves the domain.
It can be noticed in figure 5.18(b) and 5.18(c) that two main rivulets form be-
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Figure 5.18: Geometry of the corrugated sheet of packing (a). Liquid layer dis-
tribution over the packing geometry at t = 1 sec (b). Liquid layer distribution
at t = 2 sec (c). Stationary solution, t = 7 sec (d). Test case T2.

fore the packing geometry is fully wetted by the liquid film, figure 5.18(d). The
liquid fingering is mainly caused by the corrugations, which induce instability.
At the stationary condition, the computational domain is fully wetted, but a
partial wetting may also occur depending on both imposed film flow rate Qin

and packing geometry. Both the corrugation height H and the corrugation
angle φ are important, since they influence the way that the liquid flows over
the corrugations, eventually ensuring a higher wetted area.
However, the main goal of the simulation T3 is that a real test case involving
absorption/distillation process was successfully investigated. In fact the simu-
lated liquid is used in CO2 chemical absorption through structured packing [12]
and the packing geometry is close to the configuration of [5]. The presented
simulations were run on a single core, taking less than 36 h to reach stationary
condition, despite a fine grid was chosen (∆x ≤ 0.2h∞) ensuring good accu-
racy. Thus, a great reduction of computational costs is guaranteed by the 2D
approach here used, without a considerable loss of information compared to a
full 3D approach.
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5.5.1 Parametric study

After verifying the capability of the model to describe the hydrodynamics of
liquid films over the packing geometry, several simulations were run in order
to investigate the influence of the flow characteristics, focusing on the effects
of substrate wettability and Reynolds number. Two different packing geome-
tries, that differ from each other in the corrugation angle φ, are investigated.
The hydrodynamic behavior is described in terms of substrate wetted area
AW ET and wetting speed, the wetted area being also the main parameter to
be optimized when designing packing geometry.

Geometry H (cm) W (cm) φ (deg) α (deg) Lx × Ly (cm2)

G1 0.7 2.1 45 90 4.5 × 3
G2 0.7 2.1 30 90 4.5 × 4.2

Liquid ρ (kg/m3) µ (Pa s) σ (N/m) Ka

0.31xMPZ 981.31 0.03642 0.0384 14.7

Table 5.4: Investigated packing geometries, G1 and G2, and simulated liquid,
1-methylepiperazione.
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Figure 5.19: Contact line over the packing layer at t = 0.25, 0.44, 0.62,
0.80 (sec) (a). Normalized wetted area of the computational domain as a
function of time, colored markers identifying the plotted contact lines (b).
Re = 1.35, θe = 30◦, packing geometry G2.

Table 5.4 shows the investigated geometries G1 and G2 of the corrugated sheet
of packing, the dimension Ly of the computational domain being imposed in
order to ensure periodicity. The corrugated sheet main inclination α is fixed
to 90◦, according to [5]. Zero-shear applied by the external gas flow, τg = 0,
is imposed. The simulated liquid, 1-methylepiperazione, is used as solvent in
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CO2 absorption through structured packing, [12].
The Reynolds number,

Re =
ρQ∞

µ
(5.25)

which is defined using the undisturbed film flow rate per unit length Q∞ =
u∞ h∞, is here used for defining the flow characteristics instead of Weber num-
ber, as previously done according to [12]. Reynolds number being directly
related to the imposed film flux, it better represents the operative conditions,
which the packing geometry is designed for, and thus is a relevant parameter.
The undisturbed film flow rate Q∞ is forced to enter the domain through the
top section of the packing layer, while periodic conditions are imposed at the
lateral boundaries y = 0, Ly. The computational domain is initially dry. The
spatial discretization step, which varies on the computational domain, is al-
ways kept lower than a certain value over the corresponding structured grid,
in particular ∆x < 0.2h∞ is imposed at each simulation. Such an accuracy
together with the imposition of precursor film thickness δ = 0.05h∞ and dis-
joining pressure exponents (n,m) = (3, 2) guarantees grid independence for all
the investigated configurations.
Figure 5.19(a), which is referred to pecking geometry G2, shows the evolution
in time of the contact line over the corrugated packing layer. Even if a moder-
ate value of the equilibrium contact angle is simulated, two rivulets appear due
to finger instability, both driven by gravity, the liquid bulk alternatively accu-
mulating and spreading over the corrugated geometry; the corrugation angle
φ seems to play a crucial role in growth and evolution of such rivulets. The
corresponding evolution in time of the substrate wetted area AW ET is plotted
in figure 5.19(b), revealing that two different regimes can be identified: the
wetted area first increases with a constant wetting rate; once the two rivulets
reach the outlet section of the domain, the wetting speed rapidly decreases and
the contact line motion is mainly driven by capillary forces, until the domain
is fully wetted. The same behavior was observed in the previous section, where
the liquid spreading over an inclined plate bounded by two lateral walls was
simulated, see figure 5.10(c).

Obviously, higher contact angles would lead to a slower wetting process or
eventually to a partial wetting of the packing layer. This can be understood
looking at figures 5.20(a) and 5.20(b), referred to geometries G1 and G2 respec-
tively, which plot the time tf to reach the stationary condition as a function
of the substrate wettability and the Reynolds number of the undisturbed film,
the latter being univocally defined by the imposed liquid flow entering through
the inlet section. As expected, the time needed to wet the computational do-
main increases for both decreasing surface wettability, θe ↑, and film flow rate,
Re ↓. An exception, with a local maximum of tf appearing, can be observed
for both test cases G1 and G2 when the imposed equilibrium contact angle
equals θe = 45◦. Defining ReCR as the corresponding Reynolds number, it
can be observed that: time tf decreases for increasing Re if Re > ReCR; time
tf decreases for decreasing Re if Re < ReCR. The occurrence of the partial
wetting condition for low Reynolds number (i.e. the domain is not fully wetted
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Figure 5.20: Time to reach stationary liquid layer distribution as a function
of Reynolds number and substrate wettability: investigated geometry G1 (a);
investigated geometry G2 (b).

by the stationary film distribution when Re < ReCR), justifies such a decrease
of the time needed to reach the stationary condition, as a comparison between
figures 5.20(a), 5.20(b) and figure 5.21 clearly demonstrates.
On the other side, the influence of packing geometry on wetting dynamics can
be also understood comparing the numerical results deriving from the inves-
tigated geometries G1 and G2. Figures 5.20(a) and 5.20(b) show almost the
same qualitative and quantitative behavior for both G1 and G2, in terms of
computed time to reach stationary condition.
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Figure 5.21: Stationary normalized wetted area of the simulated packing layer
versus imposed Reynolds number. Geometries G1 and G2 investigated, θe =
45◦.

However, a more interesting comparison between G1 and G2 can be done
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focusing on their influence on the stationary wetted area of the domain, which
is plotted in figure 5.21 as a function of Re for a fixed substrate wettability for
both the geometries. Referring to the normalized wetted area,

ÃW ET =
AW ET

ASUB

(5.26)

ASUB being the total substrate area, allows to focus on the effect of packing
geometry, independently from the dimensions of the computational domain.
The critical Reynolds number defining the inception of partial wetting con-
dition corresponds to the maximum of tf (which is the time needed by the
liquid to reach the stationary distribution), previously observed in both fig-
ures 5.20(a) and 5.20(b). It can be observed that: geometry G2, defined by
a lower corrugation angle, φ = 30◦ instead of φ = 45◦, always leads to higher
normalized wetted area for a fixed value of the imposed Re, thus a proper wet-
ting of the packing layer is encouraged, apparently making G2 a more suitable
configuration; the wetted area varies very sharply when Re approaches ReCR

for both G1 and G2.
However, in real structured packing, the packing layers are put together in
touch, adding a new effect (flow perturbed by a solid obstacle with eventual
mass exchange between two different layers or unexpected liquid accumula-
tion), that is not taken into account in this work but can be properly mod-
eled even with the current 2D approach. In chapter 3.4, for example, a non-
wettable patch simulating an obstacle was introduced in order to perturb the
undisturbed film flow: implementing a certain number of small non-wettable
patches, where two layers are put in contact, may be a first step to simulate a
real configuration.
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Conclusion

An implicit FVM solver was developed in FORTRAN in order to predict the
evolution of a thin liquid layer, driven by gravity and shear of an external
gas flow over a solid substrate, assuming lubrication theory. The small slope
approximation was abandoned in favor of a new, more accurate formula, de-
rived from Young-Laplace equation, for computing interface curvature when
low surface wettabilities are involved. The new approximate model, which was
first compared with the exact formula of [21] defining the mean curvature of
a 3D surface, still allows to apply the ADI factorization of [13], resulting in a
considerable reduction of computational costs. Thus, the full implementation
of capillary pressure allowed to investigate higher equilibrium contact angles
(traducing in lower substrate wettability), compared to the available literature
involving numerical simulation of thin films under lubrication approximation.
In fact, values up to 60◦ were investigated, leading to an increase of 3 times
the commonly simulated contact angles. Even higher contact angles can be in-
vestigated, but it was observed that the growing numerical instability leads to
an increase of the computational costs, the threshold 60◦ being identified as a
great compromise. This obviously allows to simulate a wider range of physical
configurations. For example, the analysis of CO2 absorption process through
structured packing may involve liquid solvent flowing over non-wettable sur-
faces, leading to equilibrium contact angle up to 70◦ [12]. Investigating such
a setup would not be possible applying the small slope approximation within
the lubrication theory. However, the mathematical limit of lubrication theory
being θe ≤ 90◦, liquid layer evolving on hydrophobic surfaces (i.e. θe > 90◦),
which are involved in a number of engineering problems, can not be simulated.
Even if water on steel and glass is still characterized by low equilibrium contact
angles (with θe ranging in 70◦ − 80◦ for water-steel, as stated in [33]), many
polymers with water flowing on their surface are characterized by a hydropho-
bic behavior and some materials with highly rough surfaces may exhibit water
equilibrium contact angle up to 150◦ or even higher, leading to the definition
of superhydrophobic surfaces.
The general case of a film flowing over a 3D curved substrate was also investi-
gated successfully still applying lubrication theory, the definition of local coor-
dinates on the substrate allowing to maintain the 2D mathematical approach.
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Such a generalization represents the main goal, since real configurations often
involve liquid spreading over bumped surfaces and thus they can not be stud-
ied simply considering a film flowing over an inclined plate.
The developed solver is first validated, forcing a fixed amount of liquid to enter
into a cave and verifying that: the inlet volume is equal to the final volume
inside the cave; the free-surface profile respect the well known Young-Laplace
equation. Thus, a film flowing over and around multiple obstacles was investi-
gated, focusing on the influence of obstacle dimension and surface wettability
on wetting dynamics. Interesting evidences were obtained. In particular, it
was found that the surface wettability has a great impact on the contact line
dynamics and the way the liquid film distributes over the obstacles.
A further validation was reached testing the capability of the implemented
capillary pressure model together with the disjoining pressure to correctly de-
scribe the wetting dynamics when equilibrium contact angles up to 60◦ are
involved. Finally, the CO2 absorption processes through structured packing
was studied, focusing on the hydrodynamics in the packing geometry. First,
a test case involving rivulet build-up (the simulated liquid being used as a
solvent for CO2 absorption) was investigated and compared with literature
numerical evidences resulting from 3D VOF simulations. Then, the effect of
solvent properties (Ka), flow characteristics (We) and substrate wettability (θe)
on wetting dynamics were investigated in terms of plate wetted area, which
is the parameter to optimize when designing the packing geometry. A simple
configuration (inclined plate bounded by lateral walls) describing the packing
was considered and several simulations were run varying Ka, We and θe, gain-
ing some useful information. Then, a more complex geometry was considered
and liquid rivulets flowing over a corrugated sheet of packing was successfully
simulated, in order to demonstrate the flexibility of the implemented solver
and its capability to properly solve a real test case occurring in absorption
through packed column. Thanks to the packing geometry, periodic conditions
through the lateral boundaries of the domain were implemented, allowing to
understand the behavior of a flowing film over the whole corrugated sheet of
packing just simulating a small element of packing, namely 4.5 × 3 cm2.
Replicating the VOF simulations of [5,12], similar results were obtained, find-
ing that the 2D approach is still able to model wetting phenomena and contact
line evolution without any loss of information. Moreover, a consistent improve-
ment in terms of computational costs was observed, as clearly demonstrated
by table 5.2.
A full analysis of the influence of changing the packing geometry on the wetted
area allowing for CO2 absorption process optimization is still pending, since
only few configurations differing in corrugation angle were investigated and the
effect of joining two neighbour packing layers should be also modeled. More-
over, the effect of shear stress applied by the exhaust CO2 gas flow must be
investigated. Since the solver already takes into account for the eventual shear
stress applied at the free-surface, the coupling with a CFD of the core flow is
possible: the shear to be imposed when solving the film distribution is given by
the gas flow field, while the film velocity at the liquid-gas interface represents
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the slip condition of the CFD problem.
It was not possible to simulate solvents having high Kapitza numbers, as done
in [5, 12, 33, 34], since the full wetting condition for such liquids is reached for
high values of the Reynolds number, which are not allowed by the lubrication
approximation. This is due to the lower viscosity of the high Ka solvents,
which induce liquid inertia to be the main action opposing the capillary force.
However, lubrication theory can be still applied when inertial forces are not
negligible, as explained in chapter 2.6. Thus, mass and momentum equations
can be still integrated across the film thickness, retaining the liquid inertia and
assuming the velocity profile. This means that the 2D approach is still valid,
but three different equations must be solved in the unknowns film thickness h
and film average velocity u.
Finally, it is important to point out that the developed solver is suitable for
other engineering applications: the implementation of a source term allows
to simulate condensation in dehumidifier fin surface and can be even used for
modeling the drop impinging in in-flight icing phenomena; the behavior of
liquid films over hydrophilic curved surfaces is also becoming an interesting
application that the current model can be applied to.
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