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Abstract

Mind boggling scaling of CMOS technologies for last five decades is an unparalleled

engineering feat. This has been the source of the spectacular rise of the microelectronic in-

dustry. The Metal-Oxide-Semiconductor Field Effect Transistor (MOSFET) has been scaled

to reduce the cost of fabrication by packing more transistors onto the same area. The re-

duced dimensions also result in a reduction of the time taken by an electron to move from

source to drain and thus improving the performance of the device. In addition to the scaling

of physical dimensions, a number of modifications were made to the device structure that

have played a vital role in order to keep Moore’s law alive. The two major changes were:

(a) adopting high-κ gate oxide when scaling of the then existing SiO2 was no longer feasi-

ble; (b) adopting multigate architectures to maintain the electrostatic integrity and improve

the drive current of the devices at extremely small channel lengths. These technology in-

novations have made the oxide-semiconductor interface more important than ever before.

In fact, it has already been shown with simulations that the scattering due imperfections at

the oxide-semiconductor interface is today the dominant cause of mobility degradation in

nanoscale MOS transistors.

With the tremendous increase in the cost and complexity of the fabrication, the modeling

and simulations provide an alternative way to evaluate the performance of the transistors

before going into the fab. Of course, this demands that the models used in the simulations

have a predictive ability namely they must be able to model the device operation on the basis

of a sound physics content, rather than by multiplying the number of fitting parameters.

As a part of this work, we first extended the formulation of a nonlinear model for surface

roughness scattering in planar transistors to account for tensorial carrier screening, which is

important in multigate devices. The model was then incorporated in an existing comprehen-

sive Multisubband Monte Carlo simulator. This allowed us to analyze a wide range of pla-

nar structures from bulk devices to heterostructure devices. Motivated by the good results

from the nonlinear model for planar devices, we developed a nonlinear model for surface

roughness scattering for the 3D devices having fairly arbitrary cross-section shape, so as to

analyze transistors without any approximation to their geometrical structure. This nonlin-

ear surface roughness scattering model was then incorporated along with other important

scattering mechanisms in a simulation framework largely extended and improved start-

ing from the existing solver for Schrödinger-Poisson and 1D Boltzmann Transport Equation

to analyze 3D FETs with arbitrary cross-section shape and biasing scheme. This simula-

tion framework was then used extensively to calculate mobility values for silicon and InAs

based multigate FETs having different cross-section shapes and areas. The simulator was

then extended to account for the impact of self-heating and series resistance on the device

characteristics, as they are known to significantly degrade the performance of the transistor.

In order to simulate a complete transfer characteristic with all the scattering mechanisms,

we developed a novel iteration scheme and a method to solve the Schrödinger equation
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adaptively to minimize the time needed in the simulation. The mobility analysis was then

extended to a thorough comparison of different performance metrics. We have also bench-

marked vertically stacked lateral nanowires (stacked NWs) against traditional FinFET, and

simulations showed that surface roughness has a much stronger impact on the stacked NWs.

It is a well-known fact that the dispersion relationship (electronic band structure) for

confined devices is very different from their bulk crystals and it depends strongly on the

confinement. Moreover the cross-section shape and growth direction of the nanowire can

also have a significant impact on the dispersion relationship. In this thesis, we have also

developed a semi-empirical tight-binding simulator for bulk and nanowires with arbitrary

cross-section shape. In particular, we integrated the solver with a general purpose mesh

generator so as to calculate the band structures for a fairly arbitrary device features and

crystallographic orientations.
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Chapter 1

Introduction

1.1 Journey of the Field Effect Transistor

The rich history of the field effect transistor, the workhorse of the semiconductor indus-

try, started with a patent filed by Julius Edgar Lilienfeld in 1925. The patent provided es-

sentially the working principle of the field effect transistor. The use of the solid-state device

was proposed as a replacement to the thermionic tubes that were used. This substitution

was important because of myriad problems like reliability, size and power consumption

associated with the use of vacuum tubes. The real breakthrough for field effect transistor

didn’t come until 1960 when Atalla and Kahng first demonstrated the working Field Effect

Transistor [1]. The reason for such delay was the presence of surface states which blocked

the gate field and thus hampered the proper functioning of the field effect transistor.

With the invention of the integrated circuit by Jack Kilby and Robert Noyce and the

successful fabrication of metal-oxide-field effect transistor, the era of complementary Metal-

Oxide-Semiconductor Field Effect Transistor began. In 1965, Gordon Moore with the help of

just four data points predicted that the number of components on a chip would double every

year [2]. The scaling however has slowed down and the packing density is now doubled

every two years. This is known as the Moore’s law. Since 1965 it has become the guiding

principle for the semiconductor industry.

Complying with Moore’s law provided a double advantage to the semiconductor indus-

try. With the reduction of the feature sizes the companies were able to pack more transistors

per unit chip area that reduced the fabrication cost, and secondly it made the transistors

work faster (electrons had to travel smaller distance). Even though the Moore’s law pro-

posed that the devices must be scaled, the question of how it can be done was not answered.

It was realized that direct scaling of the channel length degrades the device characteristics

and hence Dennard et al. developed a set of general guidelines related to device design in

order to correctly scale the device dimensions [3]. These laws also quantified the improve-

ment in the device performance that can be achieved with the scaling. In order to reap these

double advantage the semiconductor industry started on the journey of scaling of the device

dimensions, which has resulted in the reduction of channel length from few micrometers to

a few nanometers.

Soon it was realized that simply following the prescription laid down by Dennard et al.

was not possible because reducing the dimension of the gate oxide would lead to increase in
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the tunneling through the gate dielectric. This would adversely impact the performance of

the device and it would increase the off-state power dissipation. The scaling of the gate oxide

was extremely crucial in maintaining the electrostatic integrity of the device. After year 2000

the SiO2 gate oxide was replaced by hafnium-based oxide which had a higher permittivity

(high-κ material). This essentially allowed to maintain the electrostatic integrity without

reducing the physical gate oxide thickness.

The use of high-κ materials for gate oxide prolonged the life of planar architecture by

a few more years until it became apparent that it wasn’t possible to continue the scaling in

the bulk planar devices because of the detrimental effects of the close proximity between the

source and channel (commonly knows as short channel effects). The semiconductor indus-

try rose up to the challenge by adopting new 3D architecture [4]. The use of 3D architecture

wasn’t surprising because it was already recognized that the 3D architectures have better

immunity to short channel effects [5]. These architectures have more than one gate thus im-

proving the gate control. This has allowed continuing to scale channel to length less than 14

nm.

The amazing progress and innovations in the fabrication technology have provided an

unusual device architecture to continue the scaling in the sub 7 nm range (channel length

less than 12 nm). In this architecture, lateral gate all around nanosheets are vertically stacked

and thus they deliver better dynamic and electrostatic performance as compared to FinFETs

with very small modification to the fabrication process [6].

The evolutionary methods in the past have prolonged the ability to scale the transistors

and have allowed the industry to continue to reap different benefits from it. Evidently, the

scaling of the physical dimensions will hit a roadblock as off-state current increases (due to

source to drain tunneling or poor electrostatics). Hence, it will be necessary to abandon the

evolutionary devices and adopt revolutionary ideas like the use of 2D materials or devices

based on concepts other than electron transport.

1.2 Modeling and simulations of semiconductor devices

As we have seen earlier, the tremendous progress in the semiconductor fabrication tech-

nology has allowed the manufacturer to continue packing more and more transistors per

unit area on the chip and keep Moore’s law alive. This has increased the fabrication com-

plexity because of use of high-κ materials and use of 3D architectures. In order to fabricate

these devices, the cost of the tools required to manufacture has gone up as well which has

a negative impact on the revenue of the semiconductor companies. Moreover, fabrication

of devices for evaluating their performance would naturally mean that the fabrication setup

must be optimized. This is a very cumbersome and tedious task involving a variation of

multiple parameters through trial and error and based on earlier experiences. In addition,

after fabrication of devices, we can only observe limited quantities thus restricting the in-

sight that we can achieve in the device performance. Hence we may not be able to isolate

the real mechanisms that cause the degradation in the performance.



1.2. Modeling and simulations of semiconductor devices 3

This is exactly where the modeling and simulations of transistors come into the picture.

Modeling and simulations enable us to study the device behavior using physics and maths.

The main advantage of the simulations is that they allow us to isolate different mechanisms

and study their impact on the system which is not possible in experiments. The device

simulations provide us with an opportunity to evaluate different architectures and materials

without going through lots of very expensive fabrication processes and without the wastage

of precious natural resources. It also allows us to ’characterize’ the device in great depths by

allowing us to visualize different variables like potential profile and electron density, which

can provide us with unique insights into the device behavior thus allowing us to fine-tune

the fabrication process and improve the device performance. Thus the simulations have

become an integral part of the cycle for development of new technology nodes for many

technology generations.

The second important advantage of using simulations is that they have a predictive

power which can be used in analyzing possible materials and architectures for future tran-

sistors. In other words, the simulation tools essentially use the computers made from ex-

isting technology and analyze different options for future devices so as to select the best

possible device configuration. For the simulator to have predictive power, first of all, the

number of fitting parameters must be kept to a minimum. The reason for this is that scal-

ing has brought to the forefront effects that were considered to have a negligible impact on

the device performance in the devices of yesteryears. An example of such an effect is that

in earlier transistors the electron density profile was considered to have a maximum at the

oxide-semiconductor interface, while actually it is slightly away (1-2 nm) from the interface.

It is easy to see that such a simplification is justified when the gate oxide is much thicker

than such offset, while it is completely incorrect to neglect the electron density profile when

the gate oxide thickness is comparable to the offset. Thus in order to be able to analyze

transistors for future technology nodes that constantly bring to forefront different physical

phenomena, the simulators must improve by enriching their physics content rather than

adding new fitting parameters to maintain the predictive power of the simulators. But at

the same time, we must also bear in mind that including physics related to phenomena that

do not significantly impact the performance of the devices would increase the computation

time with no improvement in accuracy. It must always be borne in mind that the simulations

are in any case approximations to the real fabricated devices.

Simulation is essentially solving a set of (discretized) mathematical equations over a cer-

tain region, which has been discretized using standard meshing techniques. These mathe-

matical equations capture the operation of the device. The computational load and accuracy

of the simulations vary depending upon the equations to be solved. A number of different

methodologies have been developed and applied in analyzing the devices to capture the

transport in the transistors. These methodologies range from simple particle conservation

based methodology (Drift diffusion formulation) to full quantum transport formulations

like Non Equilibrium Green’s function (NEGF) or Wigner equation, which can account for

the wave nature of the electron. Different transport formulations that can be used to model

the carrier transport through a transistor are shown in Fig.1.1.
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FIGURE 1.1: Illustration of different methodologies to simulate the transport a transistor. It also
shows the optimum transport formulation for simulating the present and near future transistors.

The different transport formulations can be classified into mainly two categories: semi-

classical and quantum transport. We believe that the Boltzmann Transport Equation (BTE)

is a very effective formulation for modeling the electron transport in a nanoscale transis-

tor provided the impact on the device performance of quantum effects along the transport

(e.g. tunneling) are small. For a 3D electron gas in a bulk semiconductor the BTE is a 7-

dimensional partial differential equation in the phase space. Straightforward usage of the

BTE would, of course, be computationally prohibitive and, moreover, would result in lots of

information that is not needed in modeling of long channel devices where low field param-

eters like mobility can be very accurate in benchmarking the performance of the devices.

Thus to model the transport the TCAD simulators used only two moments of the Boltz-

mann Transport equation, which results in the drift-diffusion equations. Drift-Diffusion is

the simplest and fastest of all the methods and it simply enforces the carrier continuity in

the real space. As the channel length of the devices were constantly scaled to improve the

performance, the transport became increasingly non-local and brought velocity overshoot

to the forefront. The drift-diffusion model was able to reproduce the terminal character-

istics of the devices but needed unphysical parameters [7]. This indicated that the physi-

cal effects involved in the device operation were beyond the simple carrier continuity and

drift-diffusion was no longer valid. Thus the drift-diffusion approach became questionable.

Notwithstanding these considerations, the drift-diffusion is still used in many simulation

analysis by calibrating the parameters to either experiments or results from a more accurate

simulation methodology. The reason for the use of the drift-diffusion till today in bench-

marking of the performance analysis lies in its simplicity. The drift-diffusion formulation

needs lower computational resources and the simulation time is much lower than other

methods. Thus in the industry, where time is of essence, drift-diffusion method is still used.

In order to retain a computational burden comparable to the drift-diffusion model and

also improve upon its predictive power, a number of extensions to the drift-diffusion were
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proposed (like the addition of carrier temperature based on local energy balance) and the

number of moments of the Boltzmann Transport equation was also increased [7, 8]. How-

ever, with all the improvements in the model a number of critical physical issues like closure

to the moments, spurious velocity overshoot persisted [7]. In addition to the physical issues,

inclusion of the higher moments in the simulations suffered from numerical issues like hav-

ing a stable set of discretization and boundary condition as well. Also, the convergence with

the addition of higher moments was not as good as with drift-diffusion [7]. And with con-

tinued scaling of the transistors, the failure of the moment based method became obvious

and the researchers focused their attention to more accurate transport formalisms.

The benefit of the scaling to the modeling and simulations came in the form of improve-

ment in the computational facilities. This allowed researchers to include more detailed

physics-based models in the simulations. With the failure of the moment based methods,

lot of effort was invested in the development and improvement of more sophisticated trans-

port methodologies [9, 10, 11]. Boltzmann Transport Equation is a semi-classical method

that describes the evolution of a carrier ensemble in the phase space. This is done using

a Newtonian mechanics and carrier scatterings are treated quantum mechanically through

the Fermi’s Golden rule, so the overall approach is labeled as semi-classical. BTE has been

solved primarily with the Monte Carlo method due to the relatively lower memory require-

ments but off late even deterministic methods are becoming increasingly popular, because

they overcome the inherent statistical noise in the Monte Carlo method and because the

availability of better computers have made deterministic methods computational afford-

able. [12]. Moreover since the modern day devices are confined in at least one direction, this

also reduces the dimensionality of the BTE which goes a long way in reducing the compu-

tational load.

The scaling of the devices has reduced the channel length so significantly that it is liter-

ally possible to count the atoms in the channel. This makes one wonder if the electrons can

really be treated as particles or if there is a need to employ quantum transport formulations.

Quantum transport methods must be employed especially for the cases where the quantum

effects are dominant like in the case of Tunnel FETs. Among the different quantum transport

methods, Non-equilibrium Green’s function (NEGF) is the most popular quantum transport

formalism and it is based on the calculation of the Green’s function of the Schrödinger equa-

tion from which all the quantities of interest like electron concentration, current etc can be

calculated. A thorough review of this method can be found in [13, 14]. Another quantum

transport formulation is based on the Wigner function which represents a quasi-probability

distribution function (as it can be negative) [15]. Even though the Wigner equation based

transport formalism has existed for a very long time its application to semiconductor devices

has not received a lot of attention because deterministic simulations would be computation-

ally very expensive and a stable Monte Carlo method was not possible due to the negative

sign problem, as discussed in detail in [16]. The main attraction of using Wigner equation

based transport formalism is its similarity with the Boltzmann Transport Equation. This al-

lows us to include the different scattering mechanisms through the scattering operator as in

the Boltzmann Transport Equation [17]. However, the application of the quantum transport
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formalism has been limited because it requires large computational resources.

During my PhD program, we have used Boltzmann Transport Equation to model the

electron transport in nanoscale FETs. We have selected a semi-classical methodology rather

than full-quantum formulation and consistently limited the analysis to a channel length

down to 14 nm. At such channel lengths, the quantum effects along the transport can be ne-

glected as shown by a recent study benchmarking the performance of InAs and strained

silicon-based nanowire FETs [18]. In this study, it was demonstrated that for InAs and

strained silicon-based FETs the source to drain tunneling is negligible. The result is sig-

nificant as InAs has a very low effective mass (m=0.023m0) and energy gap, and even with

such a low effective mass the source to drain tunneling contributes less than 10% to the off-

current. Another crucial information that we can retrieve from the literature is that even at

small channel lengths the scattering tends to dominate the transport resulting in small bal-

listic ratios, defined here as the ratio of the on-current with scattering to on-current without

scattering [19]. Thus the transport methodology must be able to take into account different

scattering mechanisms with ease. Another important practical consideration while simulat-

ing the devices is that the computational burden must be reasonable. Boltzmann Transport

equation seems a reasonable trade-off even in this latter respect.

1.2.1 Importance of oxide-semiconductor interface

The MOSFETs have been the backbone of the semiconductor industry. Their operation

relies primarily on the conduction of electrons from source to drain and the conduction

takes place along the interface between the semiconductor and oxide. Thus it is obvious to

see that this interface would be of paramount importance in working of the transistor. The

scaling of the MOSFET since it was first demonstrated by Atalla and Kahng has brought two

principal changes: namely the use of more than one gate, and the fact that the interface along

which the conduction of electron takes place is today frequently formed by materials other

than silicon and silicon dioxide. Use of multiple gates is essential to keep the detrimental

short channel effects at bay. The use of high-κ gate oxide was needed to increase the gate

capacitance without reducing the physical thickness of the gate oxide. Thus because of the

first measure the number of the interfaces along which the conduction of electron takes

place increases, while the second measure results in the interface between materials other

than Si-SiO2. Thus both the cases point out that the importance of the oxide-semiconductor

interface would increase further.

The oxide-semiconductor interface being the most important region of the FET, even

small imperfections can have a sizable impact on the performance of the devices. The inter-

face affects the performance either due to the formation of trap states or due to roughness at

the surface. The atoms at the interface can have unsaturated bonds which lead to formation

of trap states. The impact of trap states on the performance of the modern day devices is

studied in [20] and [21]. The interface is not smooth at the atomic scale and the impact of

this roughness is the main topic of study in this thesis. These small variations break the

periodicity of the crystal and thus result in a random potential which can lead to scattering
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of electrons as they travel from source to drain. The surface roughness is a random pro-

cess and the scattering due to the roughness is proportional to the nonlinear transformation

of the surface roughness. Traditionally in the modeling of surface roughness scattering a

number of approximations are made which convert the nonlinear transformation to linear

transformation of a random process. Models based on these approximations result in over-

estimation of the surface roughness necessary to reproduce experiments, such as mobility

measurements. A new model was proposed by our group that retained the nonlinear trans-

formation and was able to reproduce the experimental mobilities [22]. But in that study the

applicability of the model still had several limitations, like the use of scalar screening, and

the formulation for planar structures only. It was necessary to overcome them to increase

the range of applicability of the model.

1.2.2 Importance of electronic band structure

Electronic band structure (or simply band structure) is perhaps one of the most impor-

tant relationship for any material as it enables us to extract a wide spectrum of data, starting

from whether a material is a semiconductor or not, based on its energy gap. Among many

parameters that can be calculated from the band structure, we point out that simply taking a

derivative of the relationship with respect to wavevector gives us the velocity, which is one

of the two necessary terms to calculate the current (other being the electron density). Thus

by analyzing the band structure of different materials, we can look for the ones that give us

higher velocity.

The dispersion relationship is not only necessary to describe the dynamics of a carrier

transport but also vital from the electrostatics calculations point of view. From the band

structure we can calculate the density of states, which indicates the maximum number of

carriers that there can be hosted in the material per unit volume per unit energy. Generally

it has been observed that materials that have high density of states have lower group ve-

locity and vice versa. Hence simply opting for materials having large group velocity may

not necessarily be the best option. Thus it is necessary to evaluate the band structure as

accurately as possible.

Different methods have been developed to calculate the band structure that range from

complete calculations from first principles (generally called as ab-initio methods) to a sim-

ple analytical description near the band edges (parabolic dispersion relations). Depending

upon the method that is used, the computation time and load can vary over a wide range.

In fact for most of the realistic devices the use of ab-initio methods would take prohibitively

large time to simulate and simple parabolic relationship is incorrect. Thus a trade off is nec-

essary and for this semi-empirical methods have been developed. In these class of methods,

there are a number of parameters (with physical significance) which are calibrated such that

they can reproduce the band structure data from experiments or from other more accurate

methods.
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1.3 Thesis organization

In the light of above discussion we set out to develop and improve physics based models

related to the transport in nanoscale transistors and analyze different viable architectures for

future CMOS technology nodes. This thesis is organized as follows:

In Chapter 2 we extend the formulation of the nonlinear model for surface roughness

scattering to account for the tensorial screening and briefly discuss the Multi Subband Monte

Carlo simulation framework, in which the nonlinear model was implemented [11, 23]. The

extension of the nonlinear model to account for tensorial screening is necessary because the

scalar screening is applicable only to single gate devices, while we have already discussed

that the semiconductor industry has already adopted the multigate architecture [24]. The

model had been originally developed in standalone form and the simulator was applicable

in the circumstances where the surface roughness is dominant scattering mechanism. This

limited the application of the nonlinear model to a very small set experimental data sets.

Hence it was necessary to incorporate the nonlinear model in a comprehensive simulation

framework to analyze a wide range of devices and architectures in conjunction with other

relevant scattering mechanisms.

In Chapter 3 we first calibrate the surface roughness parameters in the nonlinear model

using the bulk experimental mobility data sets for silicon and III/IV compounds. Here we

reinforce the view that the nonlinear model is able to reproduce the experimental mobility

sets for silicon with the experimentally measured values of the surface roughness param-

eters and it can also reproduce the mobility in III-V based FETs with more realistic values

of the surface roughness parameters. We further analyze more complicated device archi-

tectures and demonstrate that, even for quantum well structures, the nonlinear model can

reproduce the mobility data sets with measured values of the parameters related to surface

morphology. We finally conclude this chapter by demonstrating that a buffer layer used to

improve the mobility in heterostructure can be a double-edged sword.

In Chapter 4 we develop the nonlinear model for surface roughness scattering for 3D

devices having a fairly arbitrary cross-section shape. This is necessary as we have already

discussed in the previous section the migration to gate-all-around architecture is inevitable.

We also validate various approximations made in the course of development of the model.

In Chapter 5 we develop a complete simulation framework using the existing Boltzmann

Transport Equation and Schrödinger-Poisson solvers. First of all we analyze the experimen-

tal mobility data in gate-all-around and backgated device architecture and extract credible

values of the surface roughness parameters. We then discuss the impact of cross-section

shape, area, and material on the mobility and show that, even though different cross-section

shape is relatively unimportant for silicon-based FETs, it has a significant impact for InAs

based devices.

In Chapter 6 we discuss the extension of the simulator in the previous chapter to ac-

count for relevant effects like series resistance and self-heating, which are known to cause

significant degradation in the performance of transistors. In order to be able to perform a

comprehensive analysis, we have developed and implemented a number of methodologies
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to streamline the simulator. We extend the simple mobility analysis to a thorough com-

parison of different analog and digital performance metrics for devices based on silicon or

In0.53Ga0.47As with different architectures. The analysis highlights the important fact that

surface roughness and self-heating cause unequal amount of degradation in different archi-

tectures.

In Chapter 7 we discuss the tight binding formulation for both the bulk and its extension

to nanowires and validate the implementation using the data available in the literature.

Since the cross-section shapes of the practical structures do not have an analytical expression

we have also developed a method by which we can interface the tight binding simulator

with a general purpose mesh generator which is discussed as well.

In Chapter 8 we summarize important outcomes of the thesis, possible extensions and

improvements to the present work. There is always room for improvement!
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Chapter 2

Surface roughness scattering in planar

transistors

2.1 Introduction

In order to achieve larger Ion and keep the detrimental effects of scaling of the physical

dimensions under control, ultra-thin-body SOI and multigate FETs will be continued to be

employed in future CMOS technology nodes and they may even be replaced with the gate-

all-around nanowires [25]. In order to improve the gate control and also keep the tunneling

current through gate oxide in-check, high-κ materials (like HfO2, Al2O3, Zr2O3) are being

used instead of SiO2 [26]. To further improve the Ion silicon has been replaced and strained-

silicon and other semiconductor materials (like Ge, InGaAs) that have larger mobility are

being actively studied [27, 28, 29]. These modifications to the FETs, namely an interface

between semiconductor and oxide other than familiar Si-SiO2, and the employment of new

device architectures having a larger number of surfaces as compared to bulk-planar devices

suggest that surface related effects will continue to play an increasingly important role in

future CMOS technologies. Thus the impact of surface morphology on the transport must

be modeled with physical accuracy, that is with models that can reproduce the experimental

mobility data with experimentally measured parameters related to surface structure (root

mean squared values of surface roughness and correlation length, Λ) with AFM or TEM

techniques

TABLE 2.1: The values of ∆rms and Λ reported in experiments for (100) Si
MOSFETs [22].

∆rms and Λ from AFM or TEM measurements for the

Si-SiO2 interface

∆rms[nm] Λ[nm] Spectrum

S.M.Goodnick et al. [30] 0.14-0.20 0.6-2.5 Gaussian
0.14-0.20 0.7 - 3.7 Exponential

T.Yamanaka et al. [31] 0.21 — —

A.Pirovano et al. [32] 0.18 1.8 Gaussian

O.Bonno et al. [33] 0.18 '4.1 Exponential
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Historically the surface roughness scattering in FETs has been modeled by Prange-Nee

and generalized Prange-Nee model, here referred to as the linear model [34, 35]. The root

mean square values of surface roughness (∆rms) extracted from simulations using linear

model has been consistently larger than the experimentally measured values with TEM/AFM

technique [30, 36, 37, 38, 39, 40, 41, 11, 35, 42, 43, 44, 45]. Also, the values of ∆rms extracted

from simulations for the case of III-V MOSFETs are extremely large (greater than 1 nm)

[46, 47]. These discrepancies provided the motivation for the development of the nonlinear

model [22] for modeling of surface roughness scattering. The nonlinear model in the mo-

mentum relaxation time framework along with scalar screening provided a very good match

with the universal mobility curves for silicon with the value of ∆rms that is consistent with

the experimentally measured values at low temperature [22].

In this chapter, we will briefly review the linear surface roughness scattering models fol-

lowed by a discussion on the nonlinear surface roughness scattering model. We will also

discuss the extension of the nonlinear model to account for cross-correlation terms which

will be necessary to calculate the tensorial screening. We will then describe the screening

formulations and their applications to the nonlinear model. Then we introduce the Multi-

subband Montecarlo (MSMC) framework in which the nonlinear model was implemented

and the necessity to implement a parallelization scheme. Finally, we validate the implemen-

tation of the nonlinear model in the MSMC framework.

2.2 Linear and nonlinear model for surface roughness scattering

An accurate calculation of the matrix elements is extremely important in the semiclas-

sical framework as they are then used to compute the scattering rates via the first-order

Born approximation (which is equivalent to the Fermi’s Golden Rule). According to the

Fermi’s Golden Rule, the scattering rates, Sn,n′(k,k′) produced by the static scattering po-

tential, Usc(R), and corresponding to the transition from a state with wavevector k in the nth

subband to k′ in the mth subband is given by [36]

Sn,n′(k,k′) =
2π

h̄
|Mnn′(k,k′)|2δ(En(k)− En(k

′)) (2.1)

where Mnn′(k,k′) is the matrix element is given by

Mnn′(k,k′) =
∫

Ω
Φ†
nk(R)Usc(R)Φn′k′(R)dR (2.2)

where Ω is the normalization volume and Φnk(R) is the wavefunction corresponding to the

unperturbed system.

To proceed forward we make an ansatz related to the form of the envelope wavefuction.

We assume that the wavefunction can be written as plane wave (eik·r) in the transport plane

(r≡(x, y)) and ξn(z) in the confinement direction, thus the Φnk′(R) is given by

Φnk(R) =
1√
A
ξn(z)e

ik·r (2.3)
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FIGURE 2.1: Sketch of a planar device indicating the coordinate system.

where A is the normalization area and ξn(z) can be calculated by solving the Schrödinger

equation in the cross-section

[−h̄2
2

∂

∂z

1

mz

∂

∂z
+ U(z)

]
ξn(z) = εnξn(z) (2.4)

wheremz is the effective mass in the confinement direction, U(z) is the total potential energy

and εn is the parabolic eigen energy.

In the particular case of surface roughness scattering in a planar device sketched in

Fig.2.1, the Mnn′(k,k′) can be written

Mnn′(q) =
1

A

∫

A
Mnn′ [∆(r)]e−iq·rdr (2.5)

where q = k′ − k, is the wave-vector modification produced by the scattering, A is the

normalization area and Mnn′ [∆(r)] is defined

Mnn′ [∆(r)] =

∫

z
ξn(z)(Ĥp,r − Ĥ0)ξn′(z)dz (2.6)

where Ĥ0 and Ĥp,r are the unperturbed and perturbed Hamiltonians. It is important to note

that this separation is not rigorously correct unless the confinement direction coincides with

the principal ellipsoidal axes (i.e. there is no coupling between the ‘z’ and r directions in

the inverse effective mass tensor in the device coordinate system) [48]. Also, the additional

term due to different electron masses in the oxide and semiconductor has been neglected as

compared to the potential energy barrier [22]. The Hamiltonian under the parabolic effective

mass approximation can be written as [36]

Ĥp,rz =
−h̄2
2

∂

∂z

1

mz

∂

∂z
+ U(z) (2.7)

The mz for the ultra thin body system is given by

mz = mox,TΘ(−z+∆F (r))+mox,BΘ(z−Tw−∆B(r))+msct[Θ(z−∆F (r))−Θ(−z+Tw+∆B(r)]

(2.8)

where mox,T , mox,B and msct are the electron’s effective mass in the top and bottom ox-

ide and semiconductor region, Θ(x) is the Heaviside step function, Tw is the thickness of
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the semiconductor film and ∆F/B(r) is the random process describing the front and back

oxide-semiconductor interface in x-y plane. The total potential energy is the sum of the

electrostatic potential energy calculated from the Poisson equation and the difference in the

electron affinities between the semiconductor and oxide and it can be written as

U(z) = −eφ(z) + ΦB[Θ(−z +∆F (r)) + Θ(z − Tw −∆B(r))] (2.9)

where φ(z) is the electrostatic potential, e is the elementary electron charge and ΦB is the po-

tential barrier between the semiconductor and oxide. The unperturbed Hamiltonian, Ĥ0,z ,

described by definition the case where there is no surface roughness, i.e. ∆F/B(r) = 0.

2.2.1 Linear model

Prange-Nee and generalized Prange-Nee models have been extensively used in the lit-

erature to model the surface roughness scattering since they were first published [34, 40, 42,

49, 50, 51]. In order to calculate the perturbed Hamiltonian (assuming that ∆B(r) = 0) we

introduce a coordinate transformation given by

z′ =
Tw

Tw −∆F (r)
(z −∆F (r)) (2.10)

Then by expressing the potential energy, U(z), in terms of z′ and linearzing for small values

∆(r) values and keeping terms only up to first order in ∆(r)

φ(z) = φ

(
z′ +

Tw − z′

Tw
∆(r)

)
= φ(z′) +

(
∆F (r)− z′

∆F (r)

Tw

)
dφ(z′)
dz′

(2.11)

With some straightforward but tedious algebraic manipulations we can write the perturbed

Hamiltonian as [36]

Ĥp,rz = Ĥ0,z′ +
∆F (r)

Tw

(
h̄2

d

dz′
1

mz

d

dz′
− ez′

dφ(z′)
dz′

)
− e∆F (r)

dφ(z′)
dz′

(2.12)

In order to evaluate the matrix element we linearize the wavefunction (similar to the

potential energy) about the perturbed interface which results in

ξn(z) = ξn

(
z′ +

Tw − z′

Tw
∆(r)

)
= φ(z′) +

(
∆F (r)− z′

∆F (r)

Tw

)
dξn(z

′)
dz′

(2.13)

By keeping only the first order terms in ∆F (r) we arrive at [36]

Mnn′ [∆F (r)] = −∆F (r)

[ ∫ Tw

0
ξn(z)e

dφ

dz
ξn′(z)dz − (εn − εn′)

∫ Tw

0
ξn(z)

dξn′(z)

dz
dz

]

− ∆F (r)

Tw

∫ Tw

0
ξn(z)

(
h̄2

mz

d2

dz2
− ze

dφ

dz

)
ξn′(z)dz − ∆F (r)

Tw
(εn − εn′)

∫ Tw

0
ξn(z)z

dξn′(z)

dz
dz

(2.14)
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When ΦB is very large and in fact when it tends to infinity we can neglect the wave-

function penetration in the oxide and Eq.2.14 reduces to the the Prange-Nee model, where

Mnn′ [∆F (r)] is given by

Mnn′ [∆F (r)] = ∆F (r)

[
h̄2

2mz

dξn(0)

dz

dξn′(0)

dz

]
(2.15)

The rationale behind the linearization of the ξn(z) and φ(z) around the interface position

is to be able to write the Mnn′ [∆F (r)] as product of non-statistical part, KF
nn′ (terms in the

square bracket) and ∆F (r) itself, which is exactly what has been achieved in Eq.2.14 and

2.15. Hence, these models are referred here as the linear models. This allows us to write the

matrix elements as simply proportional to the Fourier transform of the ∆F (r). Substituting

Eq.2.14 (or Eq.2.15) in Eq.2.5

MF
nn′(q) = KF

nn′

[
1

A

∫

A
∆F (r)e

−iq·rdr

]
(2.16)

Thus the ensemble averaged squared matrix element is

〈
|MF

nn′(q)|2
〉
= |KF

nn′ |2SF (q)
A

(2.17)

where the spectrum of the surface roughness is defined as

SF (q) =
1

A

∣∣∣∣
∫

A
∆F (r)e

−iq·rdr

∣∣∣∣
2

(2.18)

Since we have assumed that the random process is completely characterized by its first

(mean) and second (correlation function) moments, we write the spectrum in terms of the

autocorrelation function of the ∆F (r) using the Wiener–Khinchin theorem, which states that

power spectral density is the Fourier transform of the correlation function, as

SF (q) =

∫

A
CF (r)e

−iq·rdr (2.19)

where CF (r) is the autocorrelation function of the surface roughness. In the literature, CF (r)

is generally modeled with an either exponential [30] or Gaussian form [50] (with the ex-

ponential form being in better agreement with the experiments, which is as expected from

theory of memoryless random process [52]). Assuming that ∆F (r) and ∆B(r) are uncor-

related then the ensemble averaged squared matrix elements at the different interfaces are

simply additive and hence for a planar UTB-SOI we have an overall matrix element

〈
|Mnn′(q)|2

〉
=
〈
|MF

nn′(q)|2
〉
+
〈
|MB

nn′(q)|2
〉

(2.20)

2.2.2 Nonlinear model

The linear model depends primarily on the assumption that ∆(r) is small, that justifies

the linear expansion of the wavefunction and electrostatic potential. Even though the ∆(r)



16 Chapter 2. Surface roughness scattering in planar transistors

may be small (though with the linear model ∆rms can be even greater 1 nm [46]), change

in wavefunction is significant around the interface and this makes the Mnn′ [∆(r)] extremely

nonlinear [22]. Thus in order calculateMnn′ [∆(r)] we must evaluate the integration in Eq.2.6

numerically. The contribution to the integral comes from the kinetic and potential energy

terms. As discussed at length in [22] the contribution to the integral from the kinetic energy

term is typically negligible for most of the silicon-oxide systems. However, for III-Voxide

system it becomes instead unphysically large because the parabolic effective mass approx-

imation is inadequate to calculate the kinetic energy contributions when mox/msct is large.

Hence in this work the kinetic energy contributions are neglected. This allows us to write

the Eq.2.6 at the front interface as

Mnn′ [∆F (r)] ≈
∫ ∆F (r)

0
ξ†n′(z)ΦBξn(z)dz . (2.21)

Eq.2.21 shows that the Mnn′ [∆F (r)] is not simply proportional to the ∆F (r), rather it is non-

linear transformation of the random process, ∆F (r). Hence the ensemble averaged squared

matrix elements is not simply proportional to the spectrum of the surface roughness, rather

we must calculate the correlation function of Mnn′ [∆F (r)]. If we assume that the ∆F (r) is a

zero mean stationary random process and that it has Gaussian first and second distribution,

then the autocorrelation function of Mnn′ [∆F (r)] can be written as [53]

Cnn′

nn′ (r) =

∫ +∞

−∞

∫ +∞

−∞
Mnn′(∆F1)Mnn′(∆F2)f(∆F1,∆F2, r)d∆F1d∆F2 (2.22)

where f(∆F1,∆F2, r) is the joint probability distribution function which is taken to be gaus-

sian and it is given by

f(∆F1,∆F2, r) =
1

2π C∆(0)
√

1− C2
∆,N (r)

exp

[
−∆2

F1 +∆2
F2 − 2C∆,N (r)∆F1∆F2

2C∆(0)(1− C2
∆,N (r))

]
(2.23)

where C∆(r) is the autocorrelation function of ∆(r) and C∆,N (r) = C∆(r)/C∆(0). We now

assume that the surface roughness has an exponential autocorrelation function

C∆(r) = ∆2
rmse

−r
√
2/Λ (2.24)

where ∆rms is the root mean squared value and Λ is the correlation length (approximately

the distance between 2 peaks). Then using the Wiener-Khinchin theorem, we can calculate

the ensemble averaged squared matrix elements as the Fourier transform of the correlation

function
〈
|MF

nn′(q)|2
〉
=

1

A

∫ +∞

0
Cnn′

nn′ (r)e−iq·rdr (2.25)
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Converting in to the polar coordinates (r ≡ (r, θ) and q ≡ (q, φ)) as C∆(r) and consequently

Cnn′

nn′ (r) depends only on r = |r|, leads to

〈
|MF

nn′(q)|2
〉
=

1

A

∫ +∞

0
rdrCnn′

nn′ (r)

∫ π

−π
e−iqrcos(θ)dθ

=
2π

A

∫ +∞

0
rdrCnn′

nn′ (r)J0(qr)

(2.26)

where J0(x) is the zeroth order Bessel function of the first kind. Note that, because of the

radial symmetry of the correlation function Fourier transform is same as zeroth order Han-

kel transform [54]. The total ensemble averaged squared matrix element stemming from

scattering at the front and back interface can be written as

〈
|Mnn′(q)|2

〉
=
〈
|MF

nn′(q)|2
〉
+
〈
|MB

nn′(q)|2
〉

(2.27)

In summary, we first calculate theMnn′ [∆(r)] numerically, which is followed by the eval-

uation of the autocorrelation function using the Eq.2.22. Then using Eq.2.26 we can calculate

the ensemble averaged squared matrix elements.

2.2.3 Additional comments

The contribution from different interfaces to the scattering rates in SOI structure are con-

sidered to be additive (i.e. the front and back interfaces are uncorrelated). This allows us to

write the matrix element as a sum of the matrix element from individual surfaces. Thus the

total ensemble averaged squared matrix elements can be written as a sum of the individual

contributions from different interfaces. This is simple to see for linear models but for non-

linear model an important hint is to realize that the matrix elements calculated in Eq.2.21 are

space invariant transformation of ∆(r) [22]. Further more to the best of our knowledge till

day no experimental study has shown the correlations between different interfaces in FET.

Validating this simplifying assumption can be a topic of future study.

The ensemble averaged squared matrix elements for linear and nonlinear models de-

rived in the previous subsection considered only the impact of the asperities of the surface

on the modulation of the subband energies through the perturbation in the Hamiltonian

(modification to the potential energy term). However, a second-order impact of the surface

roughness is the modifications of the electron concentration profile through the variation in

the electrostatic potential, which has been neglected and can be a topic for future study. The

contribution of the second term to the ensemble averaged squared matrix elements can be

expected to be relatively unimportant because mobility studies neglecting it [40] and those

accounting for it [49] arrive at similar values of ∆rms and Λ.
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2.3 Screening

2.3.1 Physical interpretation and dielectric function

Screening is a physical phenomenon of smearing out the scattering potential by mobile

charge carriers in response to the scattering potential. Consider a device with a rough in-

terface (sketched as shown in Fig.2.2), which also illustrates the direction of the gate electric

field. In the presence of a strong gate field, electrons accumulate near the surface. These ac-

cumulated electrons would then create an electrostatic (screening) field counter to the gate

field that would prevent the other electrons (screened) that are traveling from left to right

from coming much closer to the interface. Thus the screened electrons would see a smaller

scattering potential (in this example surface roughness). This reduction of the scattering

potential will make it easy (as compared to the case where the screening field is not there)

for the electrons to travel and hence improve the mobility. Thus neglecting screening would

lead to overestimation of the scattering. An important aspect of screening is that it is ex-

pected to play a role only at larger gate biases (in the on-state of the device).
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FIGURE 2.2: Sketch of the cross-section of a planar device illustrating the concept of screening.

To put things in a mathematical framework, it is necessary to calculate the dielectric

constant (a scalar quantity for a 3D system) which scales the applied electric field (or scat-

tering potential) inside the system. However, a confined system responds by reorienting

along confinement (intersubband components) and free direction (intrasubband compo-

nents) [52]. Thus instead of a scalar dielectric constant for a 3D system, we get a dielec-

tric matrix. This problem was solved by Lindhard using the first-order perturbation theory

and random phase approximation. The Lindhard dielectric function, εmm′

nn′ (q), is given by

[36, 52, 55]

εmm′

nn′ (q) = δm,nδm′,n′ − e2

q(εsct + εox)
Πn,n′(q)Fnn′

mm′(q) (2.28)

The second term is the contribution of the free charge carriers to the dielectric function. The

polarization factor, Πn,n′(q), is given by

Πn,n′(q) =
1

A

∑

k

fn′(k + q)− fn(k)

En′(k + q)− En(k)
(2.29)

and formfactor in the Eq.2.28 is given by

Fnn′

mm′(q) =

∫
dzξm(z)ξ†m′(z)

∫
dz0ξn(z0)ξ

†
n′(z0)φpcN (q, z, z0) (2.30)
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where φpcN (q, z, z0) is the Green’s function and it satisfies

[
∂2

∂z2
+ q2

]
φpcN (q, z, z0) = −e

ε
δ(z − z0) (2.31)

Since the dielectric function, by definition, relates (scales) the total electric potential, screened,

(sum of external and induced due to reorientation of the charge in the material ) and external

potential, unscreened, we can write the matrix elements due to scattering potential as

Mnn′(q) =
∑

mm′

εmm′

nn′ (q)Mscr
mm′(q) (2.32)

In the long wavelength limit (q → 0) and assuming a bulk MOS system, φpcN (q, z, z0) is

a constant for both bulk (φpcN (q → 0, z, z0) ≈ 1) and thin body devices (φpcN (q → 0, z, z0) ≈
εsct+εox

2εox
) [24]. By using the orthogonality of the wavefunctions, the form factor can be sim-

plified as

Fnn′

mm′(q → 0) ≈ δmm′δnn′ (2.33)

Because of the Dirac delta function, the intersubband transitions are always unscreened.

Further more the eq.2.33 allows us to write

Fnn
mm(q → 0) ≈ Fmm

mm (q → 0) (2.34)

Using eq.2.32 and 2.34 along with 2.28 results in a symmetric dielectric matrix which can be

analytically inverted [36] and thus the screened matrix elements can be written as

Mscr
nn (q) =

Mnn(q) + α(q) +
∑
n 6=m

Πnn(q)F
nn
mm(q) [Mmm(q)−Mnn(q)]

εS
(2.35)

We further assume that Mnn′(q) > [Mmm(q)−Mnn(q)] thus simplifying screening calcula-

tions to

Mscr
nn (q) =

Mnn(q)

εS
(2.36)

where

εS(q) = det(ε) (2.37)

where εS(q) is the scalar dielectric function.

2.4 Application to linear model

The application of screening to the linear model has been extensively discussed in the

literature [36, 24, 42]. Here we briefly summarize the key steps. The matrix elements in the

linear model for surface roughness scattering formulation can be written as

Mnn′(q) = Knn′

∆(q)

A
(2.38)
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Using eq.2.38 and 2.32 we can write

Mscr
nn′(q) = Kscr

nn′

∆(q)

A
(2.39)

where Kscr
nn′ is given by

Kscr
nn′ =

∑

mm′

(
εnn

′

mm′

)−1
Kmm′ (2.40)

Squaring and taking ensemble average we get

〈|Mscr
nn′(q)|〉2 = |Kscr

nn′ |2SF (q)
A

(2.41)

The application of the scalar screening is simply as written in eq.2.36

2.5 Application to nonlinear model

The procedure to apply tensorial screening to the nonlinear model is more involved as

compared to the linear model because the matrix elements, Mnn′(q), cannot be simply ex-

pressed as a product of the non-statistical part and ∆(r) and it is necessary that we calculate

the correlation function of the Mnn′ [∆(r)] which directly leads to the ensemble averaged

squared matrix elements as discussed in the earlier sections. To this end, we discuss the

formulation in detail below.

If we denote ε
−1 by L then Eq.2.32 can be formally solved for the screened matrix ele-

ments as

Mscr
nn′(q) =

∑

mm′

Lmm′

nn′ (q)Mmm′(q) (2.42)

Multiplying eq.2.42 with it complex conjugate and then taking ensemble average we get

〈
|Mscr

nn′(q)|2
〉
=
∑

(mm′)
(pp′)

Lmm′

nn′ (q)Lpp′

nn′(q)
†
〈
Mmm′(q)M†

pp′(q)
〉

(2.43)

where
〈
Mmm′(q)M†

pp′(q)
〉

is the spectrum of the cross-correlation between the unscreened

matrix elements Mmm′ [∆(r)] and Mpp′ [∆(r)].

From an implementation point of view, it is very beneficial to be able to write the above

equation in the matrix form. To this end we recall that the relationship between the screened

and unscreened matrix elements in the matrix form can be written as

M = εMscr (2.44)

where ε is the dielectric matrix, M and Mscr are the row vectors of unscreened and screened

matrix elements respectively (indexed by the subband pairs) and ε is a dielectric matrix.

Eq.2.44 can be rewritten by noting the dielectric matrix is a non-singular matrix

Mscr = ε
−1

M (2.45)
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Taking hermitian conjugate of the Eq.2.45, post-multiplying it with Eq.2.45 and taking en-

semble average we get

〈MscrM
†
scr〉 = ε

−1〈MM
†〉
(
ε
−1
)†

(2.46)

The ensemble averaging process filters out the dielectric matrices because they don’t have

statistical dependence. The 〈MscrM
†
scr〉 is the full matrix of all the possible combinations

of the screened matrix elements between different subbands and valleys but only diagonal

elements have physical consequence.

Returning back to the discussion, by definition, the cross-correlation between 2 random

process, X(t), Y (t) is given by [56]

CY
X = E(X(t1), Y (t2)) (2.47)

where E(...) is the expectation operator and, if we know the joint probability distribution

function, then we can write it as

CY
X =

∫
X(t1), Y (t2)f(t1, t2)dt1dt2 (2.48)

where f(t1, t2) is the joint probability distribution function. These definitions suggest that

the autocorrelation function is a special case of the cross-correlation where the random pro-

cesses are the same. This observation allows us to extend the definition of the autocorrela-

tion function 2.22 to calculate the cross-correlation function as

Cpp′

mm′(r) =

∫ +∞

−∞

∫ +∞

−∞
Mmm′(∆1)Mpp′(∆2)f(∆1,∆2, r)d∆1d∆2 (2.49)

where f(∆1,∆2, r) is the joint probability distribution function which is same as stated in

Eq.2.23.

For the scalar screening the screened matrix elements can be simply written just like in

the case of linear model as
〈
|Mscr

nn (q)|2
〉
=

〈
|Mnn(q)|2

〉

ε2S(q)
(2.50)

where εS(q) is the scalar dielectric function defined in Eq.2.37.

2.6 Multisubband Monte Carlo simulation framework

The Multi Subband Monte Carlo (MSMC) simulator [11] has been a developed over last

many years in the group. Over the years it has been refined by including many relevant scat-

tering mechanisms and different physical phenomena like screening [24] and traps [20, 21].

In addition, the computation has also been streamlined by using parallelization of scatter-

ing matrix elements [23] and use of sophisticated discretization method (pseudospectral

method) to reduce the computation time needed for Schrödinger solver [57]. The simula-

tor has been benchmarked across other independent simulators [58]. These features allow
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us to analyze a wide spectrum of experimental data for planar devices across a range of

temperatures.

2.6.1 Basics of Monte Carlo

This section will briefly overview important concepts in the Monte Carlo method for

solving the Boltzmann Transport Equation; interested readers may refer to [36, 59, 60] for

details. Monte Carlo technique has been used over last many decades to solve the Boltz-

mann Transport equation (BTE) by many authors [38, 11, 12, 61], to compute the occupation

function, fn(R,K) and simulate the devices which are driven far from equilibrium condi-

tions. For solving the BTE, the motion of electrons (considered as particles) is simulated for

a random amount of time (free flight time), and then instantaneously terminated by a ran-

domly selected scattering event. The free flight duration and scattering events are selected

according to the probability of the scattering mechanisms considered in the simulations [59].

After the scattering has taken place a suitable final state (energy and momentum) is selected

according to the scattering mechanism with which the free flight was terminated. This pro-

cedure, when repeated a number of times (law of large numbers), allows us to estimate dif-

ferent physical quantities of interest like average velocity, distribution function etc. At the

heart of the Monte Carlo simulator there are two steps: namely calculation of the free flight

duration and identifying the scattering mechanism and state after scattering. The details of

these two steps are summarized below.

Step1: Calculation of free flight duration

In order to calculate the free flight duration we let, Stot(K), denote the total scattering

rate out of the state K given by

Stot(K) =
∑

m

∑

K′

Sm(K,K′) (2.51)

where we have summed over the possible scattering mechanisms, m, and over all the final

states, K’. Also, by definition, Stot(K(t))dt is nothing but the probability that an electron will

scatter in time interval ’dt’. This allows us to write the probability that an electron hasn’t

scattered over free flight duration, tFF , as exp(−
∫ tFF

0 StotK(t′)dt′). Thus the probability

that an electron will scatter in time ’dt’ after ’tFF ’ is given by

P (tFF ) = exp

(
−
∫ tFF

0
StotK(t′)dt′

)
× Stot(K(tFF ) = r (2.52)

where ’r’ is a random number having a uniform distribution function between 0 and 1.

It is extremely difficult to solve the above integral equation for tFF and the simplest

method is to use the concept of self scattering [36, 59]. This results in tFF , as

tFF = − ln(r)
Γ

(2.53)
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where Γ is upper bound of the total scattering rate. At the end of tFF , it is necessary to

update the position of the particle in the phase space. This is done by using laws of clas-

sical mechanics adapted to Bloch waves (by defining momentum as h̄K), that is by solving

equations
d(h̄K)

dt
= −∇RE(R,K) (2.54)

d(R)

dt
=

1

h̄
∇KE(R,K) (2.55)

where E is the total energy of the electron. Eq.2.55 is the definition of group velocity of the

wave-packet. The trajectory of electrons in the phase space can be tracked with the Eq.2.54

and 2.55.

Step2: Identification of scattering mechanism and final state

After the termination of the free flight, the next step is to determine the scattering mech-

anism that posed to end the free flight. This is obtained by calculating the relative contribu-

tion of different scattering mechanisms as

Pm(K) =
1

Stot(K)

∑

K′

Sm(K,K′) (2.56)

where Stot(K) is the total scattering rate, Sm(K,K′) is the scattering rate from K to K’ due to

mth scattering mechanism and Pm(K) is by definition the probability of the mth mechanism

interrupting the free flight. Then by generating a random number (uniformly distributed

between 0 and 1), ’r1’, we can select the scattering mechanism j as

j−1∑

i=1

Pi(K) ≤ r1 <

j∑

i=1

Pi(K) (2.57)

The probability that the electron scatters from K to K’ due to jth scattering mechanism,

Pj(K,K
′), is given by

Pj(K,K
′) =

Sj(K,K
′)∑

K′ Sj(K,K
′)

(2.58)

Then by generating random number, r2, we can select the final state, ’n’, as

n−1∑

i=1

Pj(K,K
′) ≤ r2 <

n∑

i=1

Pj(K) (2.59)

The degeneracy of the electron gas can play a vital role in carrier transport especially in

III-V materials which have low density of states because degeneracy effectively forbids the

transition to the final state if that is occupied, consistently with Pauli’s exclusion principle.

MSMC accounts for carrier degeneracy using the methodology discussed in [62]. To account

for the Pauli’s exclusion principle a random number (uniformly distributed between 0 and

1), r3, is generated. The carrier scattering to the final state is then rejected if the occupation

function of the final state, f(R,K) is greater than r3 [36].
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2.6.2 Additional scattering mechanisms

In order to analyze a wide range of devices comprising of heterostructures and different

materials, we have used a number of different scattering mechanisms in the MSMC simu-

lations. The scattering rates (from (n,k) to (n’,k’)) that are needed in the Monte Carlo simu-

lations are calculated from the squared matrix elements for different scattering mechanisms

(Eqs.2.61, 2.63, 2.65, 2.67, 2.68) according to the Fermi’s Golden rule

Sn,n′(k,k′) =
2π

h̄
|Mnn′(k,k′)|2δ(En(k)− En′(k′)± h̄ω) (2.60)

where ’+’ corresponds to increase in the energy of the final state ( for example due to ab-

sorption of phonon) and ’−’ corresponds to reduction in the energy of the final state (for

example due to emission of phonon) and for elastic processes (for example surface rough-

ness scattering) there is no net exchange of energy (h̄ω=0 eV).

Here we will briefly discuss the most matrix element calculations of the relevant ones for

this work in addition to the surface roughness scattering discussed in detail in section 2.2.

Acoustic and optical non-polar phonon scattering

The non-zero temperature of the crystal lattice leads to vibration of the atoms about their

mean positions. These vibrations of the atoms breaks the periodicity of the lattice potential

and thus cause electron scattering. From the dispersion relationship of the phonons they can

be classified into acoustic (vibrations of the atom that are in-phase with each other in the long

wavelength limit) and optical phonons (vibrations of the atom that are out-of-phase with

each other in the long wavelength limit). The acoustic phonons are modeled in the elastic

approximation, which is generally a good approximation at room and higher temperatures.

The unscreened matrix elements for absorption and emission process are given by [36]

|M (ab)/(em)
nn′ (k,k′)|2 = δk′,k±q

KBTD
2
ac

2ρAv2s
Fnn′ (2.61)

where ’+’ corresponds to absorption and ’−’ corresponds to emission of a phonon,Dac is the

acoustic deformation potential, vs is the sound velocity in the crystal and the form factor,

Fnn′ , is given by

Fnn′ =

∫

z
|ξn(z)|2|ξ′n(z)|2dz. (2.62)

Optical phonons in MSMC are assumed to be dispersionless and and thus have a a con-

stant energy (h̄ω0). The matrix element (for absorption,’−’, and emission process,’+’) for the

optical phonon is given by [36]

|M (em)/(ab)
nn′ (k,k′)|2 = δk′,k+q

h̄D2
op

2ω0ρA
Fnn′

(
nop +

1

2
± 1

2

)
(2.63)
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where Dop is the optical deformation potential, nop are the number of the phonons corre-

sponding to energy of h̄ω0 and can be calculated using the Bose-Einstein statistics as

nop =
1

exp( h̄ω0

KBT )− 1
(2.64)

In the MSMC we consider bulk phonon modes and any impact of the quantization on

the phonons is neglected.

Polar optical phonon scattering

In polar semiconductors, the bonds between the neighboring atoms have an ionic ten-

dency (because of the different electronegativity of the atoms) in addition to covalent nature.

This ionic nature of the bond leads to the formation of an electric dipole. When these dipoles

oscillate because of the finite temperature, they give rise to a scattering potential. This scat-

tering potential due to vibration of the dipoles can lead to significantly higher scattering

rates than nonpolar phonons. The polar optical phonons are modeled by Frölich interac-

tions [63, 52]. For bulk polar optical phonons the squared matrix element corresponding to

the emission (’+’) and absorption (’−’) process is given by [36]

|Mnn′(q)|2 = e2h̄ωph

4Aq

(
1

ε∞
− 1

ε0

)(
nph +

1

2
± 1

2

)
Inn′ (2.65)

where h̄ωph is the phonon energy, ε∞ is the high frequency dielectric constant ε0 is the static

dielectric constant, nph is the number of phonons given by Bose-Einstein statistics and Inn′

is the form factor given by

Inn′ =

∫

z
dz

∫

z′
dz′ξn(z)ξ

†
n′(z)ξn(z)ξ

†
n′(z

′)ξn(z
′)e−q|z−z′| (2.66)

The computational effort needed to evaluate the form factors for the POP phonon is

much more than those of the nonpolar phonons because of its dependence on ’q’. This

dependence on ’q’ makes the scattering anisotropic.

Alloy scattering

The presence of foreign atoms randomly placed in an otherwise homogeneous crystal

breaks the periodicity of the crystal structure and hence the periodicity of lattice potential.

These fluctuations in the periodic lattice potential lead to scattering which is referred to as

alloy scattering. The unscreened squared matrix element is given by [36]

|Mnn′ |2 = ΩC

A
∆U2x(1− x)

∫
dz|ξn(z)|2|ξn′(z)|2 (2.67)

where ΩC is the volume of the unit cell, x is the molar fraction of one of the materials and

∆U is the alloy scattering potential.
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Coulomb scattering

The presence of charges which are randomly placed in a device lead to scattering po-

tential. In the MSMC simulator the Coulomb scattering model comprises the effects of fi-

nite thickness gate stack with high-κ and interfacial layer. Let THK and TITL correspond

to the thicknesses of high-κ dielectric and interfacial layer respectively. Then the squared

unscreened matrix element is given by [36]

|Mnn′(q)|2 = 1

A

∫ −TITL

−THK−TITL

|M0
nn′(q, z′)|2NHK(z′)dz′+

1

A

∫ 0

−TITL

|M0
nn′(q, z′)|2NITL(z

′)dz′+

1

A

∫ ymax

0
|M0

nn′(q, z′)|2Nsemi(z
′)dz′+

1

A
|M0

nn′(q,−TITL)|2NHK/ITL +
1

A
|M0

nn′(q, 0)|2NITL/semi

(2.68)

where NHK(z′) is the volumetric charge density in high-κ oxide, NITL(z
′) is the volumetric

charge density in interfacial oxide, Nsemi(z
′) is the volumetric charge density in semicon-

ductor,NHK/ITL is surface charge density at the interface between the high-κ and interfacial

layer and NITL/semi is surface charge density at the interface between the interfacial oxide

and the semiconductor layer and M0
nn′(q, z′) is given by

M0
nn′(q, z′) =

∫

z
ξn′(z)ξn(z)

(
e

2qεS
e−q|z−z′| + Ce−qz

)
dz (2.69)

where C is the constant determined by the boundary condition.

2.6.3 Parallelization

The price of using accurate models for surface roughness scattering and screening for-

mulations must be paid in terms of simulation time. The nonlinear model for calculation

of single unscreened ensemble averaged squared matrix element needs four numerical in-

tegrations. In scalar screening we have to calculate only the autocorrelation function. Thus

the number of matrix elements, NME , to be calculated with scalar screening are

NME =

Nval∑

i=1

N2
SB/val (2.70)

where NSB/val are the number of subbands per valley. However if the tensorial screening is

used, then we have to evaluate all the cross-correlation terms as well, hence the NME is give

by

NME =

(
Nval∑

i=1

N2
SB/val

)2

(2.71)
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Thus the tremendous increase in the computational load makes parallelization a necessity

to keep the simulation time under practical limits.

2.7 Validation of the nonlinear surface roughness scattering im-

plementation

Fig.2.3 compares the mobility in double gate silicon MOSFET in on-state (inversion charge

density, Ninv=2× 1013cm−2) where surface roughness is expected to be dominant scattering

mechanism. The mobility values are calculated with screening (scalar and tensorial) and

without screening. The mobility values calculated using the linear and nonlinear model

closely track each other (with different values of ∆rms), thus validating the implementation

of the nonlinear model. We also emphasize that as the well thickness reduces the mobility

values with scalar and tensorial screening differ both qualitatively and quantitatively. This

is because of the violation of assumptions in the formulations of scalar screening in dou-

ble gate structures as discussed in [24]. The unscreened mobility values are significantly

lower than the screened ones because the screening potential is overestimated as discussed

in section 2.3.
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FIGURE 2.3: Comparison of the mobility versus Si thickness for Si double gate SOI MOSFETs using
different screening formulations and without screening, and either using the linear or the nonlinear
surface roughness scattering models. For DG structures there is a significant inconsistency in mo-
bility values using either the tensorial or the scalar screening, as already pointed out in [24]. The
surface roughness parameters, ∆rms = 0.66 nm and ∆rms = 0.21 nm has been used with linear and

non-linear model respectively. The correlation length, Λ = 1.4 nm is used for both models.
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Chapter 3

Mobility analysis of planar transistors

3.1 Introduction

In this chapter, we analyze a number of experimental mobilities in planar (bulk and

ultra-thin-body) devices of different materials, which may be architectures of choice in sub

14 nm nodes [25]. In order to simulate the FETs, we have used the Monte Carlo based

simulation suite discussed in the Chapter 2 using the nonlinear surface roughness scattering

model and other relevant scattering mechanisms. We also account for screening, which

can strongly influence the mobility values. We have used the experimental mobility values

because they can be used as a proxy for determining FET performance, but using lower

computational resources.

With the progress (read complexity) in fabrication technology and the rising cost of per-

forming experimental research, it is necessary to analyze different architectures and mate-

rials with reasonable (in the range of experimental) values of physical and morphological

parameters using simulation tools. In addition, simulations provide us with an opportunity

to isolate different aspects of the transport in a controlled environment, and help identify

the most important causes of degradations in performances.

3.2 Comparison with experimental mobilities: Bulk devices

Fig.3.1 shows the calibration of the surface roughness model against the experimental

universal mobility curves for silicon and for a wide range of temperatures [64]. The sim-

ulations included intra-valley acoustic (in the elastic approximation), inelastic inter-valley

optical phonons and surface roughness. The values of the ∆rms and Λ were set to 0.21 nm

and 1.4 nm respectively. These values of the surface roughness parameters are very well in

the experimentally measured range (different experimental values are reported in the previ-

ous chapter). However, if the linear model is used the value of ∆rms needed are about 2 to 3

times larger than the experimental values, as seen in the previous chapter. Fig.3.1 also com-

pares the scalar and tensorial screening. As expected for bulk devices scalar screening is an

excellent approximation for tensorial screening, and hence they both are in good agreement

with the experimental data [24, 65].
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FIGURE 3.1: Plot of comparison between the simulated and experimental mobility versus effective
electric field for a bulk unstrained silicon MOSFETs for different temperatures. The surface rough-
ness parameters used are ∆rms=0.21 nm and Λ=1.4 nm with the nonlinear model which are very well

in the experimental range.

Fig.3.2 compares the experimental and simulated mobility for bulk III-V device. In order

to account for the relevant scattering mechanisms in the MOSFET having In0.53Ga0.47As-

HfO2 system, we have taken alloy, elastic acoustic phonons, local and remote polar optical

phonons and surface roughness scattering. In order to calibrate the linear model for surface

roughness scattering the value of ∆rms needed was 1.3 nm, which is a very large number

[46]. However with the nonlinear model the ∆rms required to reproduce experiments was

0.4 nm, a significantly smaller and reasonable value and larger than the well established

Si-SiO2 interface.
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FIGURE 3.2: Comparison between the experimental and simulated mobilities (with linear and non-
linear model for surface roughness scattering). ∆rms= 0.4 nm and Λ= 1.5 nm were needed with
the nonlinear surface roughness model. The data for the linear model has been taken from [46]
(∆rms= 1.3 nm and Λ= 1.5 nm). The channel doping of 2×1017 cm−3 was considered in the simula-

tions. Other scattering parameters are same as in [46]. Experimental data are taken from [66, 67].
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TABLE 3.1: Surface Roughness parameters used in simulations.

Structure Semiconductor-Oxide Active-Buffer

Interface (∆rms; Λ) Interface(∆rms; Λ)

Bulk Si (Fig.3.1) 0.21 nm; 1.4 nm —

Bulk-like III-V (Fig.3.6) 0.2 nm; 1 nm 0.0

III-V Quantum well(Fig.3.3) 0.55 nm; 1 nm —

III-V Heterostructure (Fig.3.4) 0.55 nm; 1 nm 0.275 nm; 1 nm

3.3 Comparison with experimental mobilities: Thin body devices

We begin this section by comparing the experimental mobilities for an In0.7Ga0.3As chan-

nel sandwiched between 2 dielectrics as shown in Fig.3.3. This structure corresponds to a

deep uniform potential well. The material parameters are listed in Tab.3.2. The effective

mass was calculated using k·p method [68] with the parameters in [69]. The comparison

between the experimental [70] and simulated mobilities are shown in Fig.3.3 for different

well thickness, Tw. An important feature of the comparison between the mobilities is that

the value of ∆rms=0.55 nm used in the simulation and experimentally measured are same.

As can be seen, we obtain a good match for Tw=10 nm. However, for Tw=5 nm the simulated

mobilities are larger than the experimental mobilities, which are quite small (≈70 cm2/V-s)

and can be reproduced only by setting ∆rms to 0.65 nm [65].
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FIGURE 3.3: (a) Schematic of the fabricated (and simulated) structure. (b)Comparison between the
experimental [70] and simulated mobilities. We emphasize that the ∆rms=0.55 nm used for simula-

tions is same as experimentally measured.

The next experimental mobility set had a heterostructure structure. In this case a channel

of In0.7Ga0.3As was placed between the In0.3Ga0.7As buffer layers (Fig.3.4) with front and

buried oxide of Al2O3 [75]. In order to accurately account for surface roughness scattering

the nonlinear model was extended to account for scattering at the buffer-active layer inter-

face and we assume that different interfaces are uncorrelated. Even though the buffer-active

layers are expected to be smooth, the wavefunctions at these interfaces are much larger than

at the oxide-semiconductor interfaces (see Fig.3.8). The material parameters are listed in
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TABLE 3.2: Material parameters for the semiconductor and dielectrics employed in the simulations.

Material Electron Electron Relative

Affinity (eV) mass (m0) permittivity (ε0)

InAs 4.9 0.026 15.15

In0.7Ga0.3As 4.64 0.0365 14.30

In0.3Ga0.7As 4.32 0.0529 13.42

GaAs 4.07 0.067 12.9

Al2O3 1 eV[71] 0.23[72] 11

ZrO2 1.64[73] 0.12 [74] 24

Tab.3.2. The surface roughness parameters ∆rms and Λ used in the calibration of the nonlin-

ear model with the experimental mobilities are listed in Tab.3.1. They are same as in Fig.3.3,

which are the same as the experimentally measured in [70]. Fig3.4(b) illustrates the compar-

ison between the experimental and simulated mobilities for different active layer thickness.

The simulation results show that we have a good match for Tact=5 nm and Tact=3 nm but

the mobilities for Tact=1 nm is overestimated.
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FIGURE 3.4: (a) Schematic of the fabricated (and simulated) structure. (b) Surface roughness scat-
tering was also considered at the active-buffer layer interface with the parameters listed in Table.3.1.
We also assumed interface charge density of 2×1012 cm−2 to improve the match between the experi-

ments and simulations.

In Fig.3.5 we plot the experimental and simulated mobilities versus the well thickness

at Ninv=5×1012 cm−2 for devices analyzed in Fig.3.3 and Fig.3.4. On the log-log plot, we

observe that the dependence of experimental mobility versus Tw for planar III-V devices is

significantly weaker than T6
w, which has been observed in the experiments and simulations

for silicon devices at low temperatures [76]. This is because of the reduced semiconductor-

oxide barrier as compared to Si-SiO2 and thus reducing the impact of surface roughness.

We further analyzed a more recent experimental mobility data set published in [77]. The

structure consists of a 10 nm thick InAs channel on a lattice matched wide bandgap AlAsSb

buffer layer (sketched in Fig.3.6(a)). The material parameters for the ZrO2 (gate oxide) are

listed in Tab3.2. Fig.3.6(b) shows the experimental and simulated mobilities. The surface
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roughness parameters ∆rms=0.2 nm and Λ=1 nm were used in the simulations suggest ex-

cellent interface quality fully comparable to silicon based devices. We have compared the

mobility up to Ninv=5×1012 cm−2. To improve the quality of match with the experiments

we have considered a small fixed interface charge density (Ns=2.8 × 1012 cm−2).
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FIGURE 3.6: Comparison between the experimental and simulated mobilities for bulk-like structure
(shown on left). The small value of ∆rms needed to match the experimental mobilities suggest an

interface quality comparable with Si-SiO2.

In the above three analyses of the experiments, Fig.3.4, Fig.3.3 and Fig3.6, we restricted

the comparison up to Ninv=5×1012 cm−2. Because at higher Ninv there can be electrons that

get trapped in interface states and thus contributing to the charge neutrality but not to the

transport. Thus at higher Ninv there can be fictitious roll-off in mobility versus Ninv curves.

3.4 Impact of the energy barrier between buffer and active layer

The importance of buffer layers has increased because of their ability to suppress the

detrimental effects of surface roughness, remote phonons and fixed charges at the semiconductor-

oxide interface [28]. This is achieved by pushing the wavefunction away from the oxide. It

is interesting to notice, however, that the influence of the energy barrier at the active-buffer

interface is at least twofold, and it is studied here considering an InAs active layer. Fig.3.7
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shows impact active-buffer barrier height on mobility with and without surface roughness

at active-buffer layer interface. When the roughness of the active-buffer layer interface is ne-

glected the mobility continues to increase with the increase in the barrier height, while the

mobility versus buffer-active layer barrier flattens out if the corresponding surface rough-

ness is accounted for.
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FIGURE 3.7: Shown is the impact of the energy barrier between the active and buffer layers on mo-
bility at fixed inversion density, Ninv=6 × 1012 cm−2. The SR parameters are the same as in Fig.3.4.

The structure and the geometrical dimensions used in the simulation are shown on the right.

At small energy barriers, the dominant effect is that, by increasing the barrier, the elec-

tron wavefunction is pushed farther from the semiconductor-oxide interface (as can be seen

in Fig.3.8), which reduces the surface roughness scattering, thus improving the mobility at

given Ninv, as illustrated in Fig.3.7. But when the barrier at the active-buffer interface is

increased further, the surface roughness at the interface becomes significant and degrades

the mobility improvement. In these simulations, all the parameters were kept constant ex-

cept the material parameters of the buffer layer which are selected according to the buffer

material case by case. While the results in Fig.3.7 are focused on the SR related effects due

to the change in the energy barrier between active and buffer layer, we acknowledge that

the physical picture of such heterostructure transistors is more complex than described in

our simulations, because changing the molar fraction in the buffer layer also affects its lat-

tice constant and thus the lattice mismatch with the InAs active layer. The possible strain

induced by such a lattice mismatch depends on the device architecture and the fabrication

process, and it is not accounted for in our simulations.
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Chapter 4

Surface roughness scattering in 3D

transistors

4.1 Introduction

The constant drive to continue scaling has pushed the critical physical dimensions of the

MOS transistor in few nanometers. In order to be able to switch off the transistor at such

small dimensions, it is necessary to give a boost to the gate control to counteract the short

channel effects. In order to enhance the gate control, multiple gate devices are expected to

replace all the planar architectures beyond 7 nm node [25, 78, 79, 80, 81, 82, 83]. However,

this transformation of the device architecture increases the surface to volume ratio which

makes the relative importance of the surface related effects in the operation of FETs even

more critical [84, 85, 86, 87, 88, 89].

The first thorough surface roughness analysis of 3D architecture was performed on cylin-

drical nanowires with a simplifying assumption in terms mass anisotropy and was depen-

dent on the symmetry considerations of the circular geometry [42]. However, such simpli-

fying assumptions are not justified when dealing with real-life devices. Moreover it used

a linear model to account for surface roughness scattering. Even the more recently devel-

oped surface roughness scattering models that account for arbitrary cross-section shape and

mass anisotropy are based on the perturbative treatment of the impact of surface aspersions

on the wavefunction and potential [90, 91, 92]. These models assume that matrix elements

are linearly proportional the surface roughness, while it has been demonstrated that they

are strongly nonlinear [22]. These linear models tend to overestimate the ∆rms parameters

as discussed in chapter 2. In this chapter, we will discuss in detail the derivation of the

nonlinear model for devices having fairly arbitrary and smooth cross-sections [93, 94]. We

will also develop simplified versions of the ensemble averaged squared matrix element to

reduce the computational burden. We will further justify the use of simplifying assumption

with thorough numerical analysis and verification.
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4.2 Nonlinear model for surface roughness scattering

The growing importance of the surface roughness and the need for models that can re-

produce the experimentally measured mobility with credible values of the parameters re-

lated to surface morphology (correlation length, Λ, and root mean squared values of surface

roughness, ∆rms) provided the motivation for this work. The good results obtained in this

respect from the nonlinear surface roughness model for planar devices encouraged us to

develop the nonlinear model for surface roughness scattering for 3D devices having a fairly

arbitrary cross-section. In the development of the model we will assume that different in-

terfaces are uncorrelated and also neglect the impact of surface roughness on the potential

profile as discussed in chapter 2. Here will discuss in detail its derivation [93, 94].

4.2.1 Coordinate system

In order to accurately model the surface roughness the first step is to describe the oxide-

semiconductor interface, assuming that the device has the same nominal cross-section along

the transport direction. To this end, let us consider the arbitrary, smooth cross-section of the

device shown in the Fig.4.1. The transport is taken to be along ’x’ and cross-section is in

the r≡(y,z) plane. The nominal interface between oxide and semiconductor is indicated

by I0 and contours at a distance η in the direction normal to the I0, n̂, are labeled by Iη. A

natural coordinate system to model the contour (I0) is a curvilinear system which defines the

position along the contour, s0, and normal to the contour, η. More generally for Iη we define

the coordinate system by (sη, η). The perturbations to the nominal oxide-semiconductor

interface (surface roughness), ∆(x, y, z), is shown by the dashed region in Fig.4.1(b). These

perturbations are a function of the interface position which is conveniently expressed in

the coordinate rI ≡(s,x). The PR [∆(s, x)] is the small region surrounding nominal interface

(ηmin ≤ η ≤ ηmax) where the perturbation is non-null. It is this region that contributes to the

surface roughness scattering.

4.2.2 Calculation of the matrix elements

In order to calculate the matrix elements we first make an ansatz that the electron enve-

lope wavefunction for 1D electron gas can be written as

Ψn,kx(r, x) = ξn(r)
ei kx x

√
Lx

(4.1)

where Lx is the normalization length along the transport direction, ξn(r) is the component

in the confinement plane and a plane wave (ei kx x) along the transport direction. The enve-

lope wavefunction in the confinement plane can be calculated by solving the Schrödinger

equation [
− h̄

2

2
∇ · (Wyz∇) + U(r)

]
ξn(r) = ε(p)n ξn(r) (4.2)
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FIGURE 4.1: (a) sketch of the cross-section of a MuGFET where x is the transport direction and I0
denotes the curve describing the semiconductor-oxide interface. s and η are respectively the abscissa
along I0 and normal to I0, and Iη is the curve at a distance η from I0. D0 and Dη are the perimeters
of I0 i.e. the perimeter of the semiconductor region) and of Iη . (b) sketch of the cross-section of
a MuGFET perturbed by a surface roughness stochastic process ∆(s, x). The dashed area is the

perturbed region PR [∆(s, x)] where ∆(s, x) is non null; the grey region is the semiconductor.

where U(r) is the total potential energy, ε
(p)
n is the parabolic eigen energy and Wyz is the 2D

inverse effective mass tensor in the device coordinate system.

By definition, the matrix element for surface roughness scattering is given by

Mn′

n (qx) =
1

Lx

∫

Lx

Mnn′ [∆(s, x)]e−i qxx dx (4.3)

where qx is difference between the initial and final wavevector, kx, Mnn′ [∆(s, x)]. We here

consider only the potential energy contribution, because the kinetic energy term can lead to

unphysical matrix elements in effective mass formulation of the Hamiltonian [22], and thus

we can write matrix element as

Mnn′ [∆] =

∫∫

PR[∆(s,x)]

ξ†n′(r) ΦBξn(r) dr (4.4)

where ΦB is the potential barrier between the oxide and semiconductor and ξn(r) is the

wavefunction corresponding to the nth subband. The integration in the eq.4.4 is in the

Cartesian coordinate system. However, as we have discussed earlier, the most convenient

coordinate system for the surface roughness (i.e. the perturbation to the contour, I0) is the

curvilinear coordinate system defined by ′s′0 in the cross-section. Hence it is necessary to

change the coordinate system from (x, y, z) to (x, s0, η).

To this end, we expand the wavefunction along the closed curves, Iη, in Fourier series,

in fact because any function on a closed curve is always periodic. Thus the wavefunction

can be written as

ξn(sη, η) =
∑

l

φn,l(η) e
i2πlsη/Dη l = 0,±1,±2, . . . (4.5)
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l is the mode, with φn,l(η) defined as

φn,l(η) =
1

Dη

∫

Iη

ξn(r) e
−i2πlsη/Dηdr . (4.6)

Using the results derived in appendix A (specifically eq.A.9 and eq.A.11) and substituting

eq.4.5 in eq.4.4 we obtain

Mnn′ [∆] =

∫

D0

Mn′l′

nl [∆(s, x)] e−i qll′sds (4.7)

where Mn′l′

nl [∆(s, x)] is defined as

Mn′l′

nl [∆(s, x)] =

∆(s,x)∫

0

Dη φ
†
n′l′(η) ΦB φnl(η) dη (4.8)

and qll′=2π(l′ − l)/D0. Physically speaking, qll′ can be considered as change is the wavevec-

tor associated with the modes. The form of Mn′l′

nl [∆(s, x)] as derived in the eq.4.8 is same

as in the planar device except that here it must be evaluated for each pair of modes (l, l′).

According to the fig.4.1, for ∆(s) > 0 the perturbation enters into the semiconductor and for

∆(s) < 0 it enters into the oxide region.

An important remark on using Fourier series is that it separates wavefunction into com-

ponent normal (φn,l(η) a constant for each Iη) to contour Iη and component (e−i2πlsη/Dη )

along the contour Iη. This makes the nonlinear transformation of random process described

by ∆(s,x) (eq.4.8) a time (here time is equivalent ’s’) invariant, because it doesn’t depend

explicitly on ’s’, which is important in the calculation of the ensemble averaged squared

matrix element,

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

.

4.2.3 Calculation of the ensemble averaged squared matrix elements

Using the eqs.4.3, 4.7 and 4.8 allow us to write the unscreened matrix element as

Mn′

n (qx) =
1

LxD0

∑

l,l′

∫

Lx

[ ∫

D0

Mn′l′

nl [∆(s, x)] e−i qll′sds

]
e−i qxxdx (4.9)

Taking complex conjugate of eq.4.9, multiplying it with itself and taking ensemble average

we get ensemble averaged squared matrix element as

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

=
1

(LxD0)
2

∑

l,l′

g,g′

∫∫

Lx

dx dx′
∫∫

D0

ds ds′e−i qll′se+i qgg′s
′

Cn′l′g′

nlg (τ )e−i qx(x−x′)

(4.10)
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where τ=(s− s′, x− x′) and the correlation function, Cn′l′g′

nlg (τ ), is defined as

Cn′l′g′

nlg (τ ) =

〈
Mn′l′

nl [∆(s, x)]
(
Mn′g′

ng

[
∆(s′, x′)

])†〉
(4.11)

We again emphasize that in eq.4.10 we could write the correlation function as a function

of difference between (s, x) and (s′, x′) because Mn′l′

nl [∆(s, x)] is a time invariant transfor-

mation of the random process, ∆(s, x). The form of the correlation function is same as in

the case of planar structures except here we have a set of modes (l, g) and (l′, g′). Using

the Wiener–Khinchin theorem we can express the correlation function in terms of its power

spectrum, Sn′l′g′

nlg (qs, q
′
x), as

Cn′l′g′

nlg (τ ) =
1

(2π)2

∫

qs

dqs

∫

qx′

dq′x S
n′l′g′

nlg (qs, q
′
x)e

i qs(s−s′)ei q
′

x(x−x′) (4.12)

where we have assumed that the Lx and D0 are large enough to allow us to treat the qx

and qs as continuous variables. These are reasonable assumptions because the length of the

device is generally much larger than all the relevant length scales and the correlation length,

Λ, is generally between 1 to 2 nm, which is much smaller than the perimeter of the cross-

section of the realistic devices [25]. Putting eqs.4.10 and 4.12 together we get the final form

for the ensemble averaged squared matrix element as

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

=
1

(2πLxD0)
2

∑

l,l′

g,g′

∫

qs

dqs

∫

q′x

dq′x S
n′l′g′

nlg (qs, q
′
x)

∫∫

Lx

dx dx′ei (q
′

x−qx) (x−x′)×

×
∫

D0

ds e−i(qll′−qs)s

∫

D0

ds′ e+i(qgg′−qs)s′ (4.13)

However the procedure is not yet complete as we have not specified the form of the power

spectrum. As in the case of planar architectures, the correlation function for stationary ran-

dom process having Gaussian first and second moment is given by [53]

Cn′l′g′

nlg (τ ) =
1

2π C∆(0)
√
1− C2

∆,N (τ )

∫ +∞

−∞

∫ +∞

−∞
Mn′l′

nl [∆1]
(
Mn′g′

ng [∆2]
)†

×

× exp

[
−∆2

1 +∆2
2 − 2C∆,N (τ )∆1∆2

2C∆(0)(1− C2
∆,N (τ ))

]
d∆1 d∆2 (4.14)

where C∆(τ ) is the auto-correlation function of the roughness process itself, ∆(s, x), and

C∆,N (τ ) = C∆(τ )/C∆(0). The correlation function for the surface roughness, ∆(s, x) is

given by assuming exponential form [30]

C∆(τ) = ∆2
rmse

−τ
√
2/Λ (4.15)
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As the correlation function depends only on the magnitude of τ , its Fourier transform

(equivalent to Hankel transform) can be written as

Sn′l′g′

nlg (q) = 2π

∞∫

0

τ Cn′l′g′

nlg (τ)J0(qτ)dτ (4.16)

where J0(x) is the zeroth order Bessel function of the first kind.

In the limit Lx tends to infinity the integration over (x, x′) can be written as

lim
Lx→∞

∫∫

Lx

ei (q
′

x−qx) (x−x′)dx dx′ = 2π Lxδ(q
′
x − qx) (4.17)

and the integration along the contour I0 reduces to

1

D0

∫

D0

ei q sds =
sin(0.5D0 q)

0.5D0 q
≡ sinc

(
qD0

2

)
. (4.18)

Using the eq.4.17 and 4.18 along with 4.13 we get

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

=
1

LxD0

∑

l,l′

g,g′

∫

qs

dqs F
(
qll′ , qgg′ , qs

)
Sn′l′g′

nlg (qs, qx) (4.19)

where the form factor F
(
qll′ , qgg′ , qs

)
if given by

F
(
qll′ , qgg′ , qs

)
=
D0

2π
sinc

[
(qll′ − qs)D0

2

]
sinc

[(
qgg′ − qs

)
D0

2

]
. (4.20)

The flowchart summarizing the key equations for the calculating the ensemble averaged

squared matrix element is shown in Fig.4.2

4.2.4 Simplifications to ensemble averaged squared matrix elements

Even though the final expression for the ensemble averaged squared matrix does not

look computationally ominous, it is in fact much more computationally heavy then its pla-

nar counterpart. The main culprits for the computational burden are the evaluations of the

correlation function (which has a double integral) and power spectrum must be evaluated

for all the pairs of pairs of modes (l, g) and (l′, g′). This hints us that if we can reduce the

number of modes then it would drastically reduce the number of times the correlation func-

tion and its power spectrum is calculated. In addition, what ever simplification are made,

they must be independent of the cross-section shape. These two criteria for simplifications

are satisfied by the form factor (4.20).

We first of all notice that the F
(
qll′ , qgg′ , qs

)
is essentially a product of two "sinc" func-

tions and we know that a "sinc" function, by definition, is peaked where its argument is zero.

Thus we can expect that the value of the form factor at (qll′ = qs) and
(
qgg′ = qs

)
be much

larger than for other arguments. Thus the form factor for qll′=qgg′ (i.e. for (l−l′)=(g−g′))
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Compute the Fourier coe cients for the

wave function along I

Compute Mnl
n'l' [ (s,x)] (Eq. 3.6) 

Compute the correlation function,  

Cnlg
n'l'g'( )  (Eq. 3.12)

Compute the ensemble averaged sqrd.

matrix element,              (Eq. 3.17)   

Compute the power spectrum,  

Snlg
n'l'g'(q)  (Eq. 3.14)

Compute the Form Factor, Fqll'
qgg'(qs) 

(Eq. 3.18)

FIGURE 4.2: Numerical recipe for calculation of the

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

.

is the dominant one (see 4.3) as compared to other form factors. This is confirmed by the

calculations in fig.4.3. This allows us to restrict the summation in eq.4.19 over those modes

that satisfy (l − l′) = (g − g′). Thus the eq.4.19 can be written as

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

≈ 1

LxD0

∑

(l−l′)=(g−g′)

∫

qs

dqs F (qll′ , qll′ , qs)S
n′l′g′

nlg (qs, qx). (4.21)
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FIGURE 4.3: Form factors as calculated from Eq.4.20 for D0=10 nm (a) and D0=40 nm (b). The
qgg′=2π(g′ − g)/D0 values are obtained by setting g=0 and g′=0, 2, 4, 6. The values of the form factor
where (qll′ = qgg′ ) is dominant one (Approx1) and with increase in D0 Form factor becomes more

representative of dirac delta function (Approx2).
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An important point that is highlighted in Fig.4.3(b) is that for large values of the perime-

ter,D0, the "sinc" becomes extremely peaked. In the limit forD0 tending to infinity, F (qll′ , qll′ ,

qs)≈ δ(qll′ − qs), thus allowing us to write the eq.4.21 as

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

=
1

LxD0

∑

(l′−l)=(g′−g)

Sn′l′g′

nlg (qll′ , qx). (4.22)

As it can be seen the use of Dirac delta function reduces the integral over the ’qs’. The eq.4.21

and eq.4.22 provide remarkable simplification over the complete formulation eq.4.19 and

they reduce the computational burden up to 10 times. The quality of the approximations

made in deriving the eq.4.21 and eq.4.22 degrade continuously with the reduction of the

D0 and hence depending upon the accuracy needed these approximations may or may not

be used. However in our simulations, (see section. 4.3.2) show that these approximations

give accurate results for D0≈27 nm. And consequently we can say that these are excellent

approximations for all practical D0 values.

4.3 Validation of approximations

An important aspect of the ensemble averaged squared matrix element is that the wave-

functions are expanded in Fourier series. The number of modes needed to represent the

wavefunction is important from the computational standpoint, in fact if we have "l" modes

then the correlation function and power spectrum must be evaluated l4 times. We will then

validate the approximations that led us to the simplified formulations in eq.4.21 and 4.22.

4.3.1 Number of modes

Because the wave functions are expressed in Fourier modes, as discussed earlier (see

eq.4.6), an upper bound must be set for the number of modes to be considered. To get a

measure of the number of modes needed, we first plot wavefunctions along the interface, I0,

for different number of modes in Fig.4.4. As we can see, as the number of modes increases

the match between the actual wavefunction (numerically calculated from the Schrödinger

equation) and its series expansion improves. In particular, with l = ±5 even the minute

features of the wavefunctions are accurately captured.

Fig.4.5 plots the intrasubband
〈∣∣M0

0(qx)
∣∣2
〉

for trigated FinFET and GAA triangular ar-

chitectures for different number of modes. As the number of modes increases the

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

saturates very quickly. Fig.4.5 highlights the fact that even for significantly different struc-

tures (as seen from the electron concentration profiles), modes up to |l|=5 are sufficient to

obtain an accurate evaluation of

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

.
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FIGURE 4.4: Plot of the lowest subband wavefunction in a triangular GAA nanowire (cross-section
area = 40 nm2) in the two valleys described by (a)myy = 0.916m0 and mzz = 0.190m0 (b)myy =

0.190m0 and mzz = 0.916m0 for different modes.
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FIGURE 4.5: 〈|Mn′

n (qx)|2〉 for intra-subband transitions in the lowest subband (i.e. n=n′=0), for
Si−SiO2 FETs and different cross-sections. The oxide thickness is 1 nm and the electron density is
Ninv≈1013 cm2. In all plots: (a) Tri-Gate rectangular FinFET; (b) triangular GAA nanowire FETs.
Area is 40 nm2 for both the cross-sections. Transport direction is [100]. The insets shows colormaps
of the electron concentration profiles in both the cross-section emphasizing the dissimilarity between

the two architectures.

4.3.2 Simplified ensemble averaged squared matrix elements

Fig.4.6 shows the mobility (the formulation for mobility calculations for 3D devices will

be discussed in the following chapter) versus inversion charge density for FinFET and tri-

angular GAA nanowires using the exact formulation (eq.4.19) and the approximate formu-

lations eq.4.21 and 4.22. We see that both the approximate forms of the

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

give

excellent match with the results obtained from exact formulation for the wide range of in-

version density. This isn’t surprising because, as we have already noted, approximations to

the form factors are independent of the cross-section shapes and the oxide-semiconductor

interface is long enough to sustain the simplifications.
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FIGURE 4.6: Plot of mobility versus inversion charge density for (a) FinFET and (b)GAA triangular
cross-section at a fixed area = 40 nm2.

4.4 Screening

The screening formulation developed for the planar device is general and it can be easily

adapted to the surface roughness model for 3D transistors developed in this chapter. We

recall the definition of the screened matrix element, Mscr
nn′(qx)

Mscr
nn′(qx) =

∑

mm′

Lnn′

mm′(qx)Muns
mm′(qx). (4.23)

where L is the inverse of the dielectric matrix, qx is the difference between the initial and

final wavevectors, (n, n′) are the initial and final subband indices, Mscr
nn′(qx) and Muns

nn′ (qx)

are the screened and unscreened matrix elements respectively. By multiplying with the

complex conjugate and taking ensemble average we get

〈∣∣Mscr
n,n′(qx)

∣∣2
〉
=
∑

m,m′

∣∣∣Ln,n′

m,m′(qx)
∣∣∣
2 〈∣∣Muns

m,m′(qx)
∣∣2
〉
+

+
∑

(m,m′) 6=(p,p′)

Ln,n′

m,m′(qx)L
n,n′

p,p′ (qx)
†
〈
Muns

m,m′(qx)
(
Muns

p,p′ (qx)
)†〉

(4.24)

which is formally identical to the corresponding derivation for planar FETs.

As we know that the matrix elements are written in terms of Fourier components (eq.4.9),

we define the correlation function as

Cm′p′,l′g′

mp,lg (τ ) =
1

2π C∆(0)
√

1− C2
∆,N (τ )

∫ +∞

−∞

∫ +∞

−∞
Mm′l′

ml [∆1]
(
Mp′g′

pg [∆2]
)†

×

× exp

[
−∆2

1 +∆2
2 − 2C∆,N (τ )∆1∆2

2C∆(0)(1− C2
∆,N (τ ))

]
d∆1 d∆2

(4.25)

where (m,m′, p, p′) are subband indices and (l, l′, g, g′) are Fourier modes of
(
ξm, ξm′ , ξp, ξp′

)

respectively and other symbols have same meaning as in unscreened case. Note that eq.4.25,

unlike eq.4.14, also allows for different subband pairs (mm′ and ll′) as well. After calculating
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the Cm′p′,l′g′

mp,lg (τ ) we can proceed as earlier to calculate the final ensemble averaged squared

matrix element.

4.5 Some more comments on use of Fourier series

The starting point of the derivation of the matrix element is expansion of the wavefunc-

tion in Fourier components along the contours represented by Iη. As expected the Fourier

coefficients can be complex as well but the ensemble averaged squared matrix elements

must be real valued. Here we discuss how despite of the complex starting point the end

result is guaranteed to be real.

We start by noting that the envelope wavefunction from the Schrödinger equation is real.

This forces the Fourier coefficients, φn,l(η), to satisfy

φn,l(η) = [φn,−l(η)]
† (4.26)

The complex nature of the Fourier coefficients, φn,l(η), forces the matrix elements defined in

eq.4.8 to be also complex, but because of the property in 4.26 we can write

Mn′,−l′

n,−l [∆(s, x)] =

∆(s,x)∫

0

Dη φ
†
n′,−l′(η) ΦB φn,−l(η) dη

=

∆(s,x)∫

0

Dη φn′,l′(η) ΦB φ
†
n,l(η) dη

=
[
Mn′,l′

n,l [∆(s, x)]
]†

(4.27)

This allows us to extend the reasoning to correlation function as

Cn′,−l′,−g′

n,−l,−g (τ ) =

〈
Mn′,−l′

n,−l [∆(s, x)]
(
Mn′,−g′

n,−g

[
∆(s′, x′)

])†〉

=

〈(
Mn′,l′

n,l [∆(s, x)]
)†
Mn′,g′

n,g

[
∆(s′, x′)

]〉

=
[
Cn′,l′,g′

n,l,g (τ )
]†

(4.28)

So that for the power spectrum we have

Sn′,−l′,−g′

n,−l,−g (q) =
[
Sn′,l′,g′

n,l,g (q)
]†

(4.29)

Finally, the evenness of the sinc(x) function along with eq.4.29 coupled with the summation

over all the modes (l, l′, g, g′) forces the

〈∣∣∣Mn′

n (qx)
∣∣∣
2
〉

to be real valued. This is particularly

simple to see in the eq.4.22.
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Chapter 5

Mobility analysis in 3D transistors

5.1 Introduction

At sub 7 nm nodes, multi-gate architectures will be preferred over their planar archi-

tectures because of their ability to keep the short channel effects under control and deliver

better performance. With the increasing cost and complexity of fabrication it is necessary to

perform a thorough analysis of different architectures and materials using the simulations.

Moreover the tremendous improvements in the fabrication technology also provide us with

ability to fabricate complex architectures which increases the architecture-space. Thus sim-

ply analyzing all the architectures with detailed analysis of analog and digital performance

parameters would be counter productive. Also the simulation framework must be general

enough to account for different architectures without any major simplification to the ge-

ometry, biasing schemes and approximations to materials parameters like isotropic mass

approximations [42].

In this chapter, we will discuss in detail the complete simulation frame work that we de-

veloped to analyze the 3D device architectures (having fairly arbitrary cross-section) com-

prising of the Schrödinger, Poisson and Boltzmann Transport Equation solvers in which we

have included the surface roughness model that we have developed in the previous chapter

4 and other relevant scattering mechanisms. We then analyze two experimental mobility

data sets and extract reasonable values of the surface roughness parameters. We finally dis-

cus the dependence of mobility on cross-section shape and area in silicon and InAs based

devices and highlight the importance of electrostatics in mobility.

5.2 Simulator description

In this section we will discuss the simulation frame work that will be used to analyze de-

vices having fairly arbitrary cross-sections. We will first describe the Schrödinger-Poisson

solver, which can account for arbitrary geometry and complete anisotropy in the effective

masses and dielectric permittivity. We will then discuss the 1D Boltzmann Transport Equa-

tion solver and modifications in the discretization scheme for mobility calculations.
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5.2.1 Schrödinger-Poisson solver

In order to accurately model the electrostatics and account for quantization effects, we

solve the parabolic effective mass Schrödinger equation in the cross-section (y-z plane) given

by [
− h̄

2

2
∇ · (Wyz∇) + U(r)

]
ξn(r) = ε(p)n ξn(r) (5.1)

where ε
(p)
n is the nth parabolic eigen energy, ξn(r) is the envelope wavefunction in the cross-

section of the device, U(r) is the total potential energy and Wyz is the 2D inverse effective

mass tensor in the device coordinate system which is evaluated by appropriate coordinate

transformation (change of basis) of the effective masses in the ellipsoidal to device coordi-

nate system [36]. For an arbitrary orientation (when the ellipsoidal, crystallographic and

device coordinate axes are not aligned) Wyz is a full 2×2 tensor. The complete envelope

wavefunction is taken to be of the form

Ψn,kx(r, x) = ξn(r)
ei kx x

√
Lx

(5.2)

where we have assumed periodic boundary conditions along the transport direction, x and

Lx is the normalization length while kx is the discrete wavevector. We again emphasize

here that we have neglected the phase term that arises due to the coupling between the

confinement and transport direction (non zero values of wxy and wxz) [48, 95], because it is

expected to have limited impact on the transport [22].

The parabolic eigen energies obtained from the solution of eq.5.1 are then corrected to

account for non-parabolicity in the E-k relationship, which are very important in III-V semi-

conductors even though they are modest for silicon. The parameters for the non-parabolicity

coefficient and effective masses have been benchmarked against k · p and empirical pseu-

dopotential method [21]. For 1D electron gas, the nonparabolic eigen energies can be calcu-

lated as [42]

En = 〈Un〉+

√
1 + 4α

[
h̄2

2
k2x
mx

+ ε
(p)
n − 〈Un〉

]
− 1

2α

(5.3)

where α is nonparabolicity coefficient, 〈Un〉 is the expectation value of the total potential

energy (
∫∫
y z

|ξn(y, z)|2 U(y, z) dy dz), mx is the mass along the transport direction which is

given by [95]

mx =
det(Wyz)

ωt1 ∗ ωt2 ∗ ωl
(5.4)

where ωt1, ωt2 and ωl are the inverse effective masses in the ellipsoidal coordinate system

along the principal transverse and longitudinal axes.

At the interface between two materials it is necessary that there is continuity of the wave-

function (ξn(y, z)) and of the flux of the wave function Wyz∇ξn [96]. The Schrödinger equa-

tion solver discussed above accounts for multi-valley, anisotropic masses and wavefunction

penetration into the oxide.
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The solution of the Schrödinger equation depends on the potential energy (the electro-

static part), which is calculated from the Poisson equation which can be written as

∇ · (ε(r)∇)φ(r) = q2(ND(r)−NA(r)− n(r)) (5.5)

where φ(r) is the electrostatic potential energy, ε(r) is the position dependent permittivity,

n(r) is the electron concentration, ND(r) − NA(r) is the net doping in the material. The

concentration n(r) depends on the Schrödinger equation and on the occupation of states

through either Fermi-Dirac statistics or transport equation. This interdependence must be

taken into account by solving the Schrödinger, Poisson and transport equation or Fermi-

Dirac statistics in a self-consistent fashion. Because of the similarity between the differential

operator of the Schrödinger and Poisson equation they can be written into similar abstract

problems, which can then be solved using standard libraries like MKL or LAPACK [97].

We have used Discrete Geometric Approach (DGA) to solve the Schrödinger-Poisson

problem because of its ability to account for arbitrary cross-section with ease. The main ad-

vantage of the DGA over other discretization schemes is that for a general polyhedral mesh,

analytical closed form expression can be derived for the elements of the stiffness matrix,

which is a very important advantage over other discretization methods [97]. In addition to

this, the time independent Schrödinger equation can be written as a standard eigenvalue

problem, unlike the finite element method where it gets transformed into a generalized

eigenvalue problem which is more computationally challenging [98]. The boundary con-

ditions are naturally satisfied by the DGA formulation [97].

5.2.2 Boltzmann transport equation

Boltzmann transport equation (BTE) is used to model the transport in the devices. Steady

state BTE for a 1D system is a 2D equation for the nth subband given by [36]

vg,n
∂fn(x, kx)

∂x
−
(
1

h̄

∂ETn

∂x

)
∂fn(x, kx)

∂kx
= Sin

n (kx)− Sout
n (kx) (5.6)

where vg,n(= 1
h̄
∂ETn

∂kx
) is the group velocity for the electron, fn(x, kx) is the occupation func-

tion for the electrons, ETn is the potential energy of the electron, sum of the kinetic energy

and subband energy. Sin
n (kx) and Sout

n (kx) are the in-scattering and out-scattering rates re-

spectively. Eq.5.6 is solved for the occupation function, which can then be used for calcu-

lating the different observable quantities like electron concentration and the current. The

scattering rates are given by

Sin
n (kx) = [1− fn(x, kx)]

Lx

2π

∑

n′

[
Snn′(kx, k

′
x)fn′(x, k′x)dk

′
x

]
(5.7)

Sout
n (kx) = fn(x, kx)

Lx

2π

∑

n′

[
Sn′n(k

′
x, kx)[1− fn′(x, k′x)]dk

′
x

]
(5.8)
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where Snn′(kx, k
′
x) is the scattering rate from a state (n, kx) to (n′, k′x), Lx is length of the

device along the transport, and [1−fn(kx, x)] and [1−f ′n(k′x, x)] enforce the Pauli’s exclusion

principle and make the BTE a nonlinear equation. A very convenient transformation of the

integral from the k-space to the energy can be introduced by using the nonparabolic E-k

relationship (eq.5.3).

Eq.5.6 can be simplified by performing a change of variables from fn(x, kx) to fn(x,ETn).

According to the E-k relationship defined in eq.5.3, two values of kx (positive and negative

kx corresponding to the forward and backward moving electrons) correspond to the same

value of energy (because of squaring of kx). Hence simply performing the change of vari-

ables from fn(x, kx) to fn(x,ETn) would be incomplete and we must add another index that

would account for positive or negative kx (physically speaking it would show the direction

of movement of electrons). Thus in order to completely describe the occupation function we

introduce f+n and f−n occupations as

fn(x, kx) =




f+n (x,ETn) for kx>0

f−n (x,ETn) for kx<0
(5.9)

Using the occupation function, f±n (x,ETn) and the following identities

∂fn(x, kx)

∂x
=
∂f±n (x,ETn)

∂x
+
∂ETn

∂x

∂f±n (x,ETn)

∂ETn
(5.10)

∂fn(x, kx)

∂kx
=
∂ETn

∂kx

∂f±n (x,ETn)

∂ETn
(5.11)

one can recast eq.5.6 into two first order ordinary differential equations [99, 100, 101]

v+g,n(x,En)
df+n (x,ETn)

dx
= Sin,+

n − Sout,+
n (5.12a)

v−g,n(x,En)
df−n (x,ETn)

dx
= Sin,−

n − Sout,−
n (5.12b)

where v+g,n(x,ETn), v
−
g,n(x,ETn) correspond to the group velocity of forward (kx > 0) and

backward (kx < 0) moving electrons, f+n (x,En), f
−
n (x,ETn) are the occupation functions of

the electrons having positive and negative kx respectively and the total energy, ETn, play

the role of a parameter in eq.5.12.

Once occupation functions are known, macroscopic quantities like the volumetric elec-

tron concentration, ninv(r) and the current, I , in a cross-section can be calculated as

ninv(r) =
1

π

∑

ν,n

µν |ξν,n(r)|2
(∫ +∞

εν,n

f−ν,n(Eν,n)

h̄
∣∣v+g,ν,n(Eν,n)

∣∣dEν,n+

∫ +∞

εν,n

f+ν,n(Eν,n)

h̄
∣∣v−g,ν,n(Eν,n)

∣∣dEν,n

)

(5.13)

I =
e

h̄π

∑

ν,n

µν

(∫ +∞

εν,n

f+ν,n(Eν,n)dEν,n −
∫ +∞

εν,n

f−ν,n(Eν,n)dEν,n

)
(5.14)

where µν denotes the multiplicity of a given valley ν and the nonparabolic subband energy

εν,n is obtained by using Eq.5.3 and setting kx = 0. Further details related to BTE solver can
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be found in [101]

In the above discussion, we have implicitly assumed that energy broadening due to colli-

sions is and to the coupling to the source-drain reservoirs negligible. Since BTE is essentially

a semi-classical transport equation we have assumed that both the position and momentum

of the electron can be specified simultaneously with arbitrary precision. Furthermore by

writing the right hand side of the BTE as in eq.5.7 and eq.5.8 we have assumed that the

scattering process is instantaneous in time and completely localized in real space [52].

Mobility calculations

In order to extract the correct values of the mobility, the length of the device must be

much longer than the relaxation lengths. Mobility by definition are near equilibrium per-

formance parameters and hence the simulation conditions must be such that there is small

uniform electric field along the transport direction. Thus in order to mimic these condi-

tions we solve the Schrödinger and Poisson equations in the device cross-section assuming

equilibrium. In order to discretize the BTE, we further assume a uniform mesh along the

transport and the discretization in energy is taken as ∆E = eF∆x. The BTE in the device

cross-section is discretized using an upwind/downwind scheme which allows us to write

the LHS of the BTE as

df+

dx

∣∣∣∣
xs

=
f+s,n,j − f+s−1,n,j

xs − xs−1
(5.15a)

df−

dx

∣∣∣∣
xs

=
f−s+1,n,j − f−s,n,j
xs+1 − xs

. (5.15b)

where f+s,n,j is the occupation function f+n at a given position s and energy j in the dis-

cretized domain (see Fig.5.1). Since mobility is a characteristic of uniform transport, the oc-

cupation functions having same kinetic energy have the same occupation, which allows us

to map the occupation functions outside the simulation domain on to the same cross-section

as shown in the Fig.5.1. This, in turn leads to discretized equations

df+

dx

∣∣∣∣
xs

=
f+s,n,j − f+s,n,j−1

∆x
(5.16a)

df−

dx

∣∣∣∣
xs

=
f−s,n,j+1 − f−s,n,j

∆x
. (5.16b)

With this approach, we are effectively simulating an infinitely long device, which is a

requirement of the mobility calculation. Straightforward simulation of the very long de-

vice would be much more computationally expensive. Mobility is then calculated from its

definition as the ratio of average velocity to electric field. As the BTE is a nonlinear equa-

tion as discussed earlier, it is solved with the Newton-Raphson method with Fermi-Dirac

occupation function as an initial guess.
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FIGURE 5.1: Illustration of the discretized (x,En) space. Filled symbols are the actual unknowns while
the unknowns from the neighboring section are open symbols. The mapping the unknowns from the
adjacent sections are illustrated with the arrows from the sections xi ± 1 to xi. Dashed oval clubs the
points having the same occupation function value in the uniform transport as they have the same
kinetic energy. The discretization in the energy and transport direction are linked by ∆E = eF∆x.

5.3 Comparison with experimental data

In this section, we will analyze two experimental data sets and examine the surface

roughness parameters necessary to reproduce them. In the simulations we have considered

non polar acoustic and optical phonons [36] and polar optical phonons [102] in addition to

surface roughness scattering (as discussed in the previous chapter). The scattering due to

different mechanisms are accounted for without any simplifying assumption of momentum

relaxation time [42, 47] or linearization of the BTE [51, 103]. The phonon scattering parame-

ters are same as listed in [36]. The material parameters used in the simulations are listed in

Table.5.1 and Table.5.2.

Material Valley effective mass α χ
ml [m0] mt [m0] [eV−1] [eV]

InAs
Γ[46] 0.026 0.026 2.5

4.9
L[104] 1.565 0.124 0.45

TABLE 5.1: Bulk longitudinal and transverse effective mass, non-parabolicity coefficient, α and elec-
tron affinity, χ for InAs. The energy difference between the L and Γ conduction band minima in InAs

is taken to be 0.716 eV [69].

5.3.1 Gate-all-around architecture

The first experimental data set that we consider in this study was published in [109]. The

structure is a gate all around InAs cylindrical nanowire FET with gate oxide of Zr2O3. The

nanowire has a diameter of 15 nm. Fig.5.2 plots the simulated and experimental mobility
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SiO2 ZrO2 In2O3

m (Γ) [105] χ [105] κ [106] m (Γ) [107] χ [107] κ [106] m (Γ) [47] χ [108] κ [47]
[m0] [eV ] [ε0] [m0] [eV ] [ε0] [m0] [eV ] [ε0]

0.5 0.95 3.9 0.30 3.0 24 0.30 3.5 15

TABLE 5.2: Effective mass, m (Γ), electron affinity, χ, and relative permittivity, κ, for different oxides
used in the analysis of the experimental.

versus inversion charge density (linear electron density is normalized by the circumference

of the nanowire). Impact of different scattering mechanisms (acoustic, polar and non polar

optical scattering, surface roughness scattering and Coulomb scattering due to fixed oxide

charges) on the mobility is also shown in the Fig.5.2. The phonon limited mobility obtained

from the simulations is much larger than the experimental values (bulk phonon limited mo-

bility at room temperature for InAs is about 20,000 cm2/V-s [110]). However, when the

surface roughness scattering with ∆rms = 0.17 nm and Λ = 1.4 nm is included in the cal-

culations we obtain a good match with the experiments at high inversion charge density.

These surface roughness values are consistent with the ones for the bulk-like planar InAs

case as shown in chapter 2. However, at low inversion density, there is a significant dif-

ference between the experimental and simulated mobilities. In order to further study this

we included the Coulomb scattering due to fixed charges (Nfix) in the simulations with

Nfix = 4 × 1012 cm−2 and Nfix = 8 × 1012 cm−2. We observe that by increasing the fixed

charge density the match between the simulations and experiments improves, thus suggest-

ing that the Coulomb scattering is important in this range of Ninv. Since such a large Nfix

would induce a significant shift in the threshold voltage which would be inconsistent with

the experiments, this route was not pursued further [111].

In addition, fig.5.2 shows that carrier screening plays a modest role in the simulated

InAs GAA MOSFET. This can be explained by noting that, in a degenerate 1D electron

gas, intra-subband transitions at energies close to the Fermi level result in a very large ex-

changed wavevector q=(k′x − kx), which reduces drastically the effect of screening [36, 52].

Inter-subband transitions may have a significantly smaller q, but inter-subband screening is

weaker [36, 52].

5.3.2 Back gate biased transistor

We now compare the mobility for a backgated InAs nanowire FET as measured in [112].

The structure used in simulations consists of thick back oxide and InAs is covered by 2.2

nm of native oxide (taken to be In2O3). We also consider air surrounding the nanowire to

mimic the experimental conditions and to account for parasitics (Fig.5.3(a)). The asymmet-

ric backgate biasing scheme results in lack of radial symmetry in the potential profile and

consequently there is no radial symmetry in the wavefunction. Because of the potential pro-

file the wavefunction offsets towards the BOX. This is shown in Fig.5.3(b), which plots the

|ξn(r)|2 for the lowest subband. This is completely different for the gate all around biasing

scheme which has a radial symmetry, whose structure and |ξn(r)|2 for the lowest subband

is shown in Fig.5.3(c) and (d), respectively. It is imperative that we account for the lack of
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FIGURE 5.2: Mobility versus inversion charge density for a circular (R=7.5 nm) gate-all-around
nanowire. A good match with the experiments is obtained at higher inversion density with
∆rms=0.17 mn and Λ=1.4 nm. The results show that impact of screening is modest. The material
parameters in the simulations are listed in Table.5.1 and 5.2. Experimental data is taken from [109].

symmetry in the wavefunctions as wavefunctions lie at the heart of all the scattering calcu-

lations.

SiO2

Air

80 nm

6
0
 n

m

(a)

InAs

2.2 nm

In2O3

FIGURE 5.3: (a) Simulation domain for the back-gated nanowire. Homogeneous Neumann bound-
ary conditions are imposed in the external domain with dashed lines, whereas Dirichlet boundary
conditions are imposed at the bottom of the SiO2 film (solid line); (b) Squared magnitude of the low-
est subband wavefunction at Ninv≈1×107 cm−1 for back-gated nanowire. (c) Simulation domain
for the same nanowire with a gate-all-around biasing condition. and (d) squared magnitude of the

lowest subband.

The mobility data in [112] is given as a function of over drive voltage (see supporting in-

formation in [112]) which brings in the uncertainty associated with the value of the threshold

voltage. To put the experimental data and simulation results on equal footing we converted

(VGS −VT ) into inversion charge density by extracting the capacitance for radius=7.5 nm. In

the extraction procedure, the capacitance data as function of nanowire radius (Fig.4 of [112])
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was fitted with a straight line and then was extrapolated to R = 7.5 nm (shown in Fig.5.4),

which results in CG ≈ 43aF/µm.
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FIGURE 5.4: Linear fit to the experimental values capacitance versus the radius of nanowire.

Fig.5.5 plots the experimental and simulated mobility versus the linear electron density.

A good agreement with the experimental mobility is achieved with using the surface rough-

ness parameters as ∆rms=0.55 nm and Λ=2.0 nm. It is interesting to note that ∆rms=0.55

nm has been experimentally extracted for III-V quantum well MOSFET [70]. If a linear

model with GAA biasing scheme is used to match the same experimental data, this results

in ∆rms=1.2 nm, which is a very large value. The ability of the nonlinear model to repro-

duce the experimental data with credible values of the surface roughness parameters as

compared to linear model encourages us to question the fundamental assumption of lin-

earization of the wavefunction (and electrostatic potential) in the linear surface roughness

models. Furthermore we simulated the same nanowire but with the gate-all-around biasing

(Fig.5.3(c)) with the same values of the surface roughness parameters. The mobility for such

a configuration was much larger than in the backgated configuration. This can be explained

by the fact that in the backgated configuration the wavefunction near oxide is larger than

in the GAA configuration (Fig.5.3(b) and (d)) which results in higher scattering rates. This

observation reiterates the importance of the model and simulation methodology to account

for biasing schemes and arbitrary cross-section.

5.4 Mobility analysis for different cross-section shapes and mate-

rials

Fig.5.6 shows the dependence of mobility on linear inversion charge density and cross-

section area. Results correspond to a fixed Ninv for different cross-section shapes for relaxed

silicon based device (transport orientation is 〈100〉). In these analyses we have considered

acoustic and optical phonons with parameters from [12] and surface roughness scattering

with ∆rms=0.21 nm and Λ=1.4 nm, which is same as needed to match the universal mobil-

ity curves in Si bulk MOSFETs [113]. The mobility simulations suggest that circular cross-

section has a modest advantage over other architectures. In all the architectures, the mobility
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reduces monotonically with the reduction in the area due to increase in the surface rough-

ness scattering. Fig.5.6(b) also shows the phonon limited mobility which is much larger

than the total mobility thus suggesting that surface roughness is the dominant scattering

mechanism.
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We further analyzed the devices with having the same architecture as in Fig.5.6, but with

InAs channel, HfO2 gate oxide and 〈100〉 as the transport orientation. We have used polar

optical, non polar acoustic and optical phonons with scattering parameters from [36], and

surface roughness roughness scattering. The surface roughness parameters used are same

as in case of silicon to have a fair comparison between different materials and we have also

extracted similar values for the latest III-V mobility data as shown earlier (in Chapter3).

Fig.5.7(a) plots the mobility for different architectures at Ninv=2 × 1012 cm−2. Fig.5.7(a)

also shows that for cross-section area less than 20 nm2 mobility decreases with a trend of A3

which is consistent with the Prange-Nee picture in the quantum well FETs [40]. Such a trend

has also been shown in the GAA circular nanowire ([42]). This reduction in the mobility with

the cross-section is because with the reduction in the area the wavefunction gets increasingly
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squeezed towards the oxide and thus resulting in an increase in interaction between oxide-

semiconductor interface and electrons thus resulting in an increase in the surface roughness

scattering.

Fig.5.7(b) shows the mobility for different cross-sections at fixed Ninv=5 × 1012 cm−2.

Here we see that unlike the case of Ninv=2× 1012 cm−2 there is no clear trend and different

cross-sections tend to behave quite differently in terms of mobility values. These mobility

fluctuations are characteristic of a typical 1D system (density of states has a peak at subband

minima). These mobility results are analyzed further in Fig.5.8 using case of FinFET. We

notice that as the cross-section area reduces the mobility first increases and then reduces

until it is minimum at A=15 nm2, as shown in Fig.5.8(a). As we move from A=50 nm2 to

A=30 nm2 the third and the fourth subbands which lie just below the Fermi level (Energy=0

eV) move higher in energy and eventually cross-over the Fermi level. When the subbands

come near the Fermi level, there is a sharp increase in the scattering which decays away

as the subbands move away from the Fermi level. In this region, the subbands from the

L-valley are significantly above the Fermi level and are expected to play a negligible role

in transport. Thus the mobility increases and is maximum at A=30 nm2 where there are

no subbands near the Fermi level, as the mobility is essentially governed by the electrons

around Fermi level (due the product of matrix element and f(E)(1−f(E))). As we continue

to reduce the area further, 2nd subband in the Γ-valley moves closer to Fermi level. For A=15

nm2 it is necessary to include the L-valley into the simulations as they modify the subband

energy level because of redistribution of the electron concentration in the subbands. This

modification in the energy level is particularly important for the A= 15 nm2 as the second

subband in the Γ valley is extremely close to the Fermi level and hence the L-valleys are

taken into account for A=15 nm2 only. Further as we move from A=15 nm2 to A=12 nm2

the second subband moves above the Fermi level (thus reducing the product of scattering

rate and f(E)(1− f(E))), so that the mobility increases. Similar modulation of mobility due

to the position of subbands is observed for other architectures as well. We reiterate that the

L-valleys may not play a direct role in scattering but by affecting the subband energy levels
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if they lie in close proximity to the Fermi level.

Such mobility fluctuations have been observed in experiments in p-type silicon nanowires

at low temperatures [114] and mobility simulations of InAs nanowires [47] as well.
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the mobility.



61

Chapter 6

Analysis of different architectures for

3D Devices transistors

6.1 Introduction

The remarkable progress in the fabrication technology allows us to fabricate complex de-

vice architectures to continue to improve device performance with each technological gen-

eration for FETs. However, the cost and complexity of the fabrication necessitate that a good

preliminary analysis of the device architectures is made using simulations which are rela-

tively cheap and less time-consuming to weed out architectures that do not perform up to

the mark. The computational tools that must be used to analyze the devices should not rely

on the moment based transport models (drift-diffusion or hydrodynamic model) because of

their low field assumptions are not justified in the far from equilibrium transport regime en-

forced in nanoscale FETs [59]. Moreover, use of a large number of fitting parameters in these

models mask away the physical insights in the transport phenomenon. In addition, simple

ballistic or even phonon limited analysis using accurate transport methods like Boltzmann

transport equation can be misleading in the analysis of the advantages of an architecture

over another.

When devices are in on-state the electrons are far away from their subband edge, espe-

cially near the channel-drain region. The electrons dissipate the excess energy through the

inelastic phonon scattering. This electron-phonon interaction can increase the lattice tem-

perature (known as self-heating) in a transistor. A thorough analysis of the impact of the

self-heating for the planar devices has shown that the self-heating causes a non-negligible

degradation in the device performance [115]. Consequently we can expect that the degrada-

tion must be even more significant for the 3D devices because of the reduced available paths

for heat to escape the nanowire. This expectation has been corroborated by simulation stud-

ies for circular gate-all-around nanowire FET [116]. Furthermore, it is a well-known fact

that the reduced thickness of semiconductor has a strong negative impact on the thermal

conductivity of the nanowire thus increasing the self-heating [117, 118, 119]. This impact is

compounded by a strong dependence of thermal conductivity on the surface roughness as

well [118, 119]. Thus while analyzing different architectures for their relative performances,

self-heating must also be taken into account as different architectures can have different

self-heating impact and it can even be a performance bottleneck.
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Even though accurate transport methodologies have existed for a very long time their

usage and application for real devices has been quite limited even because of their large com-

putational burden [120, 121, 122]. Despite the progress in the availability of computational

resources, the use of accurate models (transport or scattering or electrostatic related) has

been limited and till today calibrated drift-diffusion based methodologies or ballistic analy-

sis have been mainly used to benchmark different 3D architectures and materials. The use of

these approximated methods is expected and partly justified because of the extremely large

computational time involved in using sophisticated transport methodologies and accurate

scattering models [123]. Thus in order to be able to use the sophisticated formulations, there

is a need to develop algorithms or iteration schemes able to reduce the computational bur-

den.

In this chapter, we will extend the simulation framework that we had discussed in the

previous chapter and also discuss the inclusion of the series resistance and self-heating ef-

fects in the simulator. We will then introduce the optimization schemes that we have devel-

oped and implemented in the simulator to reduce the computational load. Finally, we will

perform a comprehensive performance analysis of different architectures and of the impact

of self-heating on the device performance.

6.2 Simulation frame work

For complete device analysis the 3D device is divided into a series 2D sections and the

spacing between the 2D sections determines the mesh along the transport direction. In

each section, the parabolic band effective mass Schrödinger equation is solved in all the

2D sections and the Poisson equation is solved in the entire 3D device, unlike the mobil-

ity calculations in which only one section is analyzed with periodic boundary conditions.

Our Schrödinger-Poisson solver uses a Discrete Geometric Approach (DGA) for discretiza-

tion of the equations having an improved numerical efficiency compared to finite element

method [97]. DGA allows us to account for arbitrary cross-section shapes and have a stan-

dard eigenvalue problem unlike Finite Element Method [98]. The parabolic eigen energies

are then corrected to account for the non-parabolicity in the E-k relationship [42]. The resul-

tant subband energy (both parabolic and nonparabolic) profile along the transport direction,

the wavefunctions and potential profile are then passed to the Boltzmann transport equa-

tion solver. The Boltzmann transport equation is solved subject to the boundary condition

that the incoming electrons have Fermi-Dirac distributions. Explicit equations and their

discretization are as discussed in the Chapter 5. These equations are solved in a Gummel

iterative way until a self-consistent solution is reached.

In the simulations we have included the nonlinear surface roughness scattering model

that was developed in Chapter 4. In addition to this we have also included nonpolar acous-

tic and optical phonons and for III-V materials polar optical phonons [36, 102]. The use of

nonlinear surface roughness scattering model allows us to use realistic values of the sur-

face morphology parameters as we have demonstrated with mobility analysis in chapter

5. Scattering rates are included in the Boltzmann solver without any simplifications (e.g.
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relaxation time approximation). We have neglected the screening in these simulations to

reduce the computational burden, because we have verified that screening plays a relatively

modest role in the 1D systems of our interest [94].

6.2.1 Series resistance

ITRS predicts that series resistance can degrade the on-current by up to 50% in high-

performance logic and more than 50% in low power devices [25]. Moreover, the impact of

the series resistance is bias dependent and thus it is difficult to correct in a simple way. In

this work, the external series resistance (Rext = RS +RD) is considered as a lumped resistor

connected to the source and drain terminals. The impact of the series resistance is accounted

with a self-consistent method by correcting the drain bias as

VDS = VDD − InDSRext (6.1)

where VDD is the applied bias, VDS is drop across the nanowire and InDS is the drain current

in the nth iteration. Because of non-monotonic convergence it is necessary to damp the

potential drop across the Rext to avoid large oscillations. Hence we have implemented an

under-relaxation scheme for calculating the InDS [124]

InDS = αInDS + (1− α)In−1
DS (6.2)

where α is the relaxation coefficient between 0 and 1. The parameter α must be chosen

with trial and error. It is easy to see that after the simulation has converged InDS ≈ In−1
DS and

hence the drop across the external resistance is correctly accounted without any artifact from

the relaxation scheme. Because of the drop across the contact resistance, the Fermi level at

the drain floats up while at the source it moves down and thus there is a reduction in the

voltage drop across the nanowire with respect to the externally applied VDS . In addition to

the reduction in the drain bias, the barrier between the source and channel also increases,

thus inducing a reduction of the current flowing through device.

6.2.2 Self-heating methodology

It has been shown in the literature that the self-heating can cause significant degradation

in the performance of the device in terms of Ion degradation [116]. A number of methodolo-

gies exist in the literature to account for self-heating effects like solving coupled Boltzmann

Transport equations for phonons and electrons as well as a fully coupled quantum electron

phonon transport etc [115, 116, 119, 125].

In this work we have used a simple yet physically transparent methodology to account

for an increase in temperature due to inelastic scattering as described in [119]. A very impor-

tant advantage of this methodology is that it is computationally very efficient as it requires

only the solution of a linear 1D differential equation. An additional advantage of this for-

malism is that it provides a seamless integration with the overall simulation framework

developed so far. In this approach, 1D Fourier heat transport equation is solved along the
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transport direction to calculate the lattice temperature profile, T (x)

−Aκsc
d2

dx2
T (x) +

κBOX

TBOX
[T (x)− T0]W = H1D(x) (6.3)

where A is the semiconductor cross-section area, κsc is the thermal conductivity of the semi-

conductor, κBOX is the thermal conductivity of the buried oxide (BOX), TBOX is the thick-

ness of the BOX, T0 is the temperature at the bottom of the BOX (taken to be 300 K), W is the

width of the device and H1D is the heat generated in the nanowire because of the inelastic

phonon scattering. In this work, we have assumed that the thermal conductivity is inde-

pendent of the position and temperature. The heat conduction through the buried oxide is

accounted for with a simple phenomenological heat transfer rate, namely the second term

on the left-hand side of the Eq.6.3. The heat transfer through the thin gate oxide is neglected

because of the reduced thermal conductivity as compared to bulk oxides [126]. Eq.6.3 is

solved subject to Dirichlet boundary conditions at the source and drain contacts and it has

also a heat sink at the bottom of the device (below the BOX).

In order to calculate the H1D(x), we first define a spectral current from section i to i± 1

(the current is considered to be positive when the carriers are moving along positive x),

Ii→i±1(E), as

Ii→i±1 =

+∞∫

−∞

dE Ii→i±1(E) (6.4)

where Ii→i±1 is the total current moving from section i to i ± 1. We recall that the spectral

power of an electron moving from section i ± 1 to i can be written as (similar to the power

law in electrodynamics)

Pi→i±1(E) =
E

−eIi→i±1(E) (6.5)

where e is the elementary electron charge andE is the total energy. However when electrons

can exchange energy with the crystal lattice (through inelastic phonon scattering), then the

amount of energy transfered to the system is just the difference between the incoming and

outgoing electron energy. Thus the amount of heat generated from the imbalance in the

spectral current in the section i can be written as

H1D(xi)dx =

+∞∫

−∞

dE [Pi→i+1(E) + Pi→i−1(E)] =

+∞∫

−∞

dE
E

−e [Ii→i+1(E) + Ii→i−1(E)] (6.6)

Eq.6.6 is intrinsically linked to the transport (scattering) mechanism, hence it provides an

explicit way to calculate the heat generation. In the absence of inelastic scattering the energy

of an electron is conserved when the electron moves through the device, consequently the

spectral current is conserved.

Ii→i+1(E) + Ii→i−1(E) = 0 (6.7)

Eq.6.3 is solved self-consistently with the Schrödinger, Poisson and Boltzmann transport
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equation. In the self-consistent scheme, the temperature enters into the phonon scattering

calculation and thus enters also the BTE. The complete simulation flow for one bias point is

shown in Fig.6.1

FIGURE 6.1: Standard program flow for one bias point. It must be noted in this methodology the
scattering calculations are included in the simulations from the first iteration.

6.2.3 Optimization schemes

In order to be able to analyze the device with practical sizes and relevance, we have

developed several optimization schemes. We will discuss them in detail below.

Schrödinger solver

The mesh spacing along the transport direction is dictated by the convergence of the

Boltzmann Transport equation. This implies that the Schrödinger equation too must be

solved in all the slices and thus its solution becomes a major computational challenge in the

electrostatics module [127]. Simply using a coarse mesh for the Schrödinger solver isn’t a

correct solution because it would result in the incorrect location of top-of-the-barrier which

is important for transport (especially in the case of ballistic transport). We deal with this

problem by solving the Schrödinger equation in a number of sections that is dynamically

adjusted depending on the variation of the potential profile. The variation of the potential

is measured by the absolute value of the maximum change in the potential between the two

slices. The parabolic and non-parabolic eigen energies between the two slices in which the
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Schrödinger equation is solved are calculated by a linear interpolation (Schrödinger equa-

tion is always solved in the first and last slice) while the wavefunction is kept the same

because wavefunctions are expected not to change significantly with the small variation in

the potential. Direct application of this approach can still lead to incorrect top-of-the-barrier

(see Fig.6.2) as the variation of the potential near the top-of-the-barrier is small and so the

resulting mesh in the top-of-the-barrier region can be quite coarse. Thus we modify this

approach by solving the Schrödinger equation in all the slices in the first iteration and then

use the adaptive scheme except for a small region around the top-of-the-barrier. It is impor-

tant to note that the top-of-the-barrier is determined in the beginning of each iteration as the

top-of-the-barrier can change from one iteration to another.
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FIGURE 6.2: Illustrates the lowest subband profile by solving Schrödinger equation (empty symbols)
in all the slices, with simple (solid line) and modified (dashed line) optimized and for circular gate-

all-around nanowire.

This scheme is adaptive in the sense that in the source and drain regions the potential

profile is essentially flat and thus the difference between the two successive slices in which

Schrödinger has to be solved is much larger as compared to the channel region where the

potential changes much faster. This optimization scheme besides reducing the number of

times during a complete simulation when the Schrödinger equation is solved, it also reduces

the number of times the ensemble averaged squared matrix elements and form factor in

polar optical phonon are calculated, which are among the computationally heaviest process

in the entire simulation.

Optimized iteration scheme

Even with the adaptive solution of the Schrödinger equation the computational burden

remains extremely high, due to the nonlinear surface roughness scattering model and form

factor calculations for polar optical phonons in III-V based devices. In addition to these scat-

tering related calculations, another important time-consuming part is the setting up of the

scattering rate matrices which couples a given state of an electron (specified by eigenenergy

and wavevector) to other states. These procedures lie at the very heart of the simulation

methodology and any approximations to these formulations may affect the accuracy of the

simulations. Thus a further reduction of the simulation time calls for an overhaul of the

iteration scheme.
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Fig.6.3 shows the novel iteration scheme which brings the simulation time down to prac-

tical limits. This procedure progressively refines the initial guess by switching on increas-

ingly heavier scattering mechanism. Here we start with an initial guess from equilibrium

Schrödinger-Poisson solver. This crude initial guess is then further refined by performing

only the ballistic simulations until the error reduces below a tolerance criterion ("StartPhEr-

ror"). This is followed by further improving the potential profile by turning on the phonon

scattering (which is computationally less heavy than surface roughness scattering). When

the error is reduced below a tolerance level ("StartSRError") then surface roughness scat-

tering is activated, which is the heaviest is included in the simulation. The simulation is

terminated when the error reduces below the actual error BTE-SP tolerance criterion. In this

iteration scheme, the computationally heaviest scattering schemes are turned-on only in the

last few iterations.

The starting points of phonon and surface roughness scattering must not be set to BTE-

SP tolerance criterion. This would be counterproductive as the simulation would first con-

verge under the ballistic case and then it would turn on the phonon scattering and again

converge till the BTE-SP tolerance criterion and then it would turn on the all the scattering

mechanism and then it would finally converge. The values of StartPhError and StartSRError

must be chosen on the basis of trial and error and it can even depend on biasing conditions

as surface roughness scattering is expected to be strong in the on-state. In our experience,

setting StartPhError to be an order of magnitude more than BTE-SP tolerance criterion and

StartSRError to be 5 times BTE-SP tolerance criterion is good choice.

6.3 Performance analysis

In this section we will analyze different architectures having channel length LG=14 nm.

Device width (W) and the gate oxide thickness (Tox) were adjusted such that the subthresh-

old swing for FinFET was about 75 mV/dec as specified by the ITRS. Here the FinFET was

chosen as the base case as it is the current industry standard. The schematics of different

architectures considered in this study are shown in Fig.6.4. The dimensions of the other ar-

chitectures (Stacked nanowires, circular GAA, and square GAA nanowire) are chosen such

that they have the same footprint. Silicon-based FETs were assumed to be strained with a

tensile stress of 2 GPa. However the In0.53Ga0.47As based devices were assumed to be re-

laxed as the strain has been shown to be ineffective in improving the performance in both

simulations and experiments [128, 129]. The transport for silicon-based devices was taken to

be along 〈110〉 while transport in In0.53Ga0.47As based FETs was assumed to be along 〈100〉.
At such small channel lengths, the use of Boltzmann Transport equation may appear ques-

tionable because of its inability to account for source to drain tunneling, however it has been

demonstrated in a recent study employing full quantum transport for InAs and strained sil-

icon based nanowire FETs that contribution of source to drain tunneling at LG=14 nm is less

than 10% [18].
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FIGURE 6.3: Optimized program flow which allows to progressively turn-on the scattering mech-
anism unlike the standard program flow is shown in Fig.6.1. With the new iteration scheme, the
computationally heaviest scattering mechanism needs to be included only in the last few iterations.

The normalized off-state current was assumed to be 100 nA/µm consistent with the ITRS

forecast for 14 nm channel length device. The drain bias was taken to be 0.7 V. The simula-

tions also account for external series resistance,Rext = RS+RD = 202 Ωµm. The conversion

from Ωµm to Ω was performed by dividing it by the gate perimeter. The source/drain length

(LS/LD) was taken to be 25 nm for both silicon and In0.53Ga0.47As based devices to have a

fair comparison. The source/drain doping was taken to be 1020 cm−3 and 5×1019 cm−3

for silicon and In0.53Ga0.47As based devices. An HfO2 gate oxide was considered with the

physical gate thickness of 2.8 nm (EOT=0.5 nm). As different architectures have the same

footprint as defined in Fig.6.4, this also allows us to compare the absolute values of the

current as well. The scattering parameters are taken from [36, 12]
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FIGURE 6.4: Schematic of the different architectures simulated in this work. (a) FinFET with
W:H=1:2, (b) stacked NWs with H=W, (c) Circular NW and (d) Square NW. All the architec-
tures have same footprint because of same width (W=5 nm) channel length (Lg=14 nm) and
source/drain length (Ls=Ld=25 nm). Transport is oriented along 〈110〉 and 〈100〉 for respectively
sSi and In0.53Ga0.47As. Source and drain doping were taken to be 1020 cm−3 and 5×1019 cm−3 for
sSi and In0.53Ga0.47As based devices, respectively. The oxide is HfO2 for all the architectures with

Tox=2.8 nm (EOT=0.5 nm). The footprint is defined as W×(Ls+Lg+Ld).

6.3.1 Device architecture and material analysis

Fig.6.5 shows the transfer characteristics for FinFET and stacked nanowire architectures

for strained silicon and In0.53Ga0.47As based devices with normalized current (normaliza-

tion is done by the gate perimeter) and absolute current. The surface roughness parameters,

∆rms=0.21 nm and Λ=1.4 nm, that are used in these simulations correspond to near ideal

interface [65, 77, 94]. Fig.6.5(a) shows that the absolute current for stacked nanowires is

more than FinFET for both the strained silicon and In0.53Ga0.47As. However, the slight ad-

vantage for stacked nanowire is not observed in terms of normalized current. This slightly

larger current that is observed in the case of stacked nanowires compared to FinFET is due

to larger gate capacitance in the former. Another important observation from the Fig.6.5 is

that the strain silicon-based devices have better Ion than the In0.53Ga0.47As based devices.

Architecture SS Ion Tsw Esw Nsh Vx gm gds BR
(mV/dec) (mA/µm) (ps) (fJ/µm) (107/cm) (106cm/s) (S/cm) (S/cm) (%)

FinFET 78.99 1.088 0.621 0.473 1.57 10.77 17.28 1.417 70.8
StackedNW 75.77 1.127 0.709 0.561 1.81 10.70 21.55 0.696 63.8

Circle 64.34 1.106 0.580 0.450 1.09 10.08 21.64 0.942 57.1
Square 65.89 1.002 0.561 0.393 1.24 10.09 20.88 1.472 56.3

TABLE 6.1: Calculated figures of merit mainly related to digital qualifications for strained silicon
based FETs. Subthreshold swing, SS, is average value calculated between 100 nA/µm and 5 µA/µm.
Ion is calculated at VGS=VDS=VDD. Qon is calculated at VDS=0, VGS=VDD and Qoff at VDS=VDD,
VGS=0 V. Intrinsic delay, Tsw=(Qon − Qoff )/Ion. Switching energy, Esw=VDD(Qon − Qoff ). Nsh and
Vx=Ion/(qNsh) are the electron concentration and velocity at virtual source. BR is the ratio of Ion to

ballistic on current. gm and gds are calculated at VDS = VGS = VDD/2.
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FIGURE 6.5: Simulated IDS versus VGS for strained silicon and In0.53Ga0.47As for stacked nanowires
and FinFET. (a) The current is normalized by the gate perimeter while in (b) the absolute value of
currents are plotted. All the devices have the same footprint. Surface roughness parameters used in

the simulations are ∆rms=0.21 nm and Λ=1.4 nm for both the silicon and In0.53Ga0.47As.

Architecture SS Ion Tsw Esw Nsh Vx gm gds BR
(mV/dec) (mA/µm) (ps) (fJ/µm) (107/cm) (106cm/s) (S/cm) (S/cm) (%)

FinFET 73.05 0.820 0.405 0.233 0.58 22.37 13.44 1.091 59.2
StackedNW 74 0.745 0.587 0.301 0.73 17.38 13.53 0.525 48.2

Circle 61.77 0.878 0.226 0.139 0.353 24.46 15.17 0.539 54.7

TABLE 6.2: Same as Tab.6.1 except for In0.53Ga0.47As based FETs.

Tab.6.1 and Tab.6.2 report important analog and digital figures of merits for strained sili-

con and In0.53Ga0.47As respectively, and for different architectures considered in this study.

It is observed that the stacked nanowire has larger electron concentration at the virtual

source, Nsh, as compared to the FinFET for both the materials, thus suggesting the larger

absolute current in stacked nanowires is due to larger gate capacitance than FinFET. The

larger gate capacitance in case of stacked nanowires also results in larger switching energy,

Esw, and switching time, Tsw, as compared to FinFET. Moreover a higher Ion is observed

in strained silicon-based devices as compared to In0.53Ga0.47As based devices, even though

the latter has higher velocity because the silicon based device has a much larger density of

states in the silicon resulting in larger electron concentration that more than compensates

for smaller velocity. The subthreshold swing for the circular and square GAA nanowires are
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smaller than FinFET and stacked nanowires because of their better gate control. Small bal-

listic ratios for all the architectures and materials highlight that the transport even in such

scaled devices is far from ballistic regime. Thus the need to accurately account for all the

relevant scattering mechanisms is emphasized.

Another important aspect of scaling is that there is an increase in the relative proportion

of the parasitics (for example due to increase in the length of interconnect) [130]. It is thus

necessary to account for parasitics as well while evaluating different architectures on the

basis of their switching delays. This is accounted by first calculating the increase in the

charge as the device turns on as

Qint = Qon −Qoff (6.8)

where Qon and Qoff are the total charge respectively in the on-state (VDS=0 and VGS=VDD)

and off-state (VDS=VDD and VGS=0). Qon and Qoff were calculated by integrating the elec-

tron concentration over the entire device. Thus allowing us to have a ball-park number for

internal capacitance as

Cint = Qint/VDD (6.9)

Further fringe capacitance, Cfrn, was taken to be 1.2 times the intrinsic capacitance in-line

with ITRS 2013. An estimate for charge associated with the fringe capacitance can calculated

as

Qfrn = CfrnVDD (6.10)

Thus the total amount of charge that an inverter has to drive assuming a fan out of 3 is

QFO3 = 3× 2× (Qint +Qfrn) (6.11)

Thus the total delay, DT , is given by

DT =
Qint +Qfrn +QFO3 +Qpar

Ion
= Tsw +

Qfrn +QFO3 +Qpar

Ion
(6.12)

where the charge due to the parasitic capacitance, Qpar, is given by VDD × Cpar
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FIGURE 6.6: Plot of FO3 delay versus the parasitic capacitance. The simulation results show that
with the increase in Cpar the delay degradation for FinFET and stacked NWs is lower than for other
GAA devices. This advantage of FinFET and stacked NWs for large Cpar values stems from their

large drive current per unit footprint.
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Fig.6.6(a) plots FO3 delay for strained silicon, DT , versus the parasitic capacitance for

different architectures. It can be seen that in the absence of the parasitic capacitance (Cpar=0

aF) the square and circle GAA have a smaller delay as compared to the FinFET and stacked

nanowires. This is because of the larger gate capacitance as already highlighted in Tab.6.1

and Tab.6.2 by larger electron concentration at the virtual source. However, with an increase

in the parasitic capacitance the delay of the square and circle GAA nanowires increases

much more than the FinFET and stacked nanowires. This is because of the larger value of the

absolute current (or current per unit footprint as all the architectures occupy the same area)

in the FinFET and stacked nanowire as compared to the square and circle GAA FET. Thus

suggesting that, despite poorer electrostatics of FinFET and stacked nanowires indicated by

larger subthreshold swing in Tab.6.1 and Tab.6.2 perform better than circular and square

GAA nanowires when FO3 delay is considered with parasitic capacitance. Fig.6.6(b) plots

FO3 delay, DT , versus the parasitic capacitance for different architectures for In0.53Ga0.47As.

As the absolute values of the on-current for In0.53Ga0.47As FinFET and stacked nanowires

are very similar, they result in almost similar dependence on parasitic capacitance. However,

the comparison of the DT for FinFET and circular GAA nanowire is qualitatively similar to

as observed in Fig.6.6(a).

6.3.2 Impact of surface roughness on Ion

The analysis considered in the previous section assumed a very high-quality interface by

setting ∆rms=0.21 nm. Such small value of the ∆rms is on the lower side of the experiments

even for the matured Si-SiO2 interfaces. In III-V FET, such small value of the ∆rms has been

extracted only for the very recent mobility experiment [65, 94].

Fig.6.7 shows the impact of surface roughness, on the on-current, Ion for silicon and

In0.53Ga0.47As based FinFET and stacked nanowires. We first notice that the ballistic and

phonon limited currents (∆rms=0 nm) for strained silicon-based devices are larger than

In0.53Ga0.47As because of the larger density of states, as discussed earlier. At small ∆rms

values the current is larger for the stacked nanowires compared to the FinFET (see also

Fig.6.5(a)), but when the SR increases its impact is more pronounced in stacked nanowires,

which eventually leads to a cross-over between the Ion in stacked nanowires and in FinFETs

for large ∆rms. This behavior is observed in both silicon and In0.53Ga0.47As based devices.

To interpret this result we define

Mnn(s) =

ηmax∫

ηmin

ξn(s, η)
†ΦBξn(s, η) (6.13)

which lies at the heart of surface roughness calculations as discussed in chapter 4, where

ξn(s, η) is the wavefunction corresponding of the nth subband, ΦB is the barrier between

oxide and semiconductor, s is the abscissa along the oxide-semiconductor interface and η is

the coordinate in the direction normal to the interface (as illustrated in the Fig.6.8).

In the Fig.6.9 we illustrate, plots of Mnn(s) versus the normalized perimeter for FinFET

and stacked nanowires for strained silicon and In0.53Ga0.47As. The matrix element defined
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FIGURE 6.8: Schematic illustrating the coordinate system in an arbitrary shaped cross-section.

in eq.6.13 is larger in stacked nanowires than in FinFET for both the strained silicon and

In0.53Ga0.47As. As the wavefunction penetration in the oxide is considered in this work

and the cross-section area of individual nanowire in the stacked nanowire architecture is

significantly smaller than that of FinFET leads to larger values of the wavefunction at the

oxide-semiconductor interface (assuming the same oxide-semiconductor potential barrier

in both the cases). This results in a larger surface roughness scattering in stacked nanowire

as compared to the FinFET. Thus with increase in the surface roughness the degradation

of the on-current is much more pronounced in the stacked nanowire. Thus if the surface

roughness is neglected in the transport calculations it can lead to incorrect qualitative (in

terms of judging the best possible architecture) and quantitative predictions, because impact

of surface roughness is different for different architectures.

Another important point arises from the Fig.6.7 when comparing on-current from differ-

ent materials. It shows that even though at small ∆rms silicon-based FETs provide higher

on-current than the In0.53Ga0.47As based devices, as the surface roughness increases the

degradation in the silicon-based FETs is significantly more than the In0.53Ga0.47As based

FETs. The reason for this is that the subbands in strained silicon are much more closely
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packed than In0.53Ga0.47As. This results in a stronger intersubband scattering which de-

grades the on-current. To highlight the importance of the inter-subband scattering we plot

the impact of surface roughness by turning off the intersubband scattering due to surface

roughness for FinFET (Fig.6.10(a)) and stacked nanowire (Fig.6.10(b)). It can be seen that

when the intersubband scattering is turned-off the amount on-current degradation signif-

icantly reduces. Fig.6.11 plots the density of states (DoS) at the virtual source in strained

silicon and In0.53Ga0.47As based FinFET. It can be seen that the subbands are much more

closely spaced in the case of silicon due to their larger confinement mass unlike the case

of In0.53Ga0.47As which has a very small effective mass. Closely spaced subbands allow a

larger number of intersubband transitions as illustrated in Fig.6.11. Since surface roughness

is an elastic scattering mechanism, a transition from a lower subband to a higher subband

is accompanied by a reduction in the kinetic energy (as the potential energy increases) and

thus a degradation of the electron velocity. This results in degradation of the on-current. The

transition for the higher subband to lower subband is also possible (which would have an

exactly opposite impact), but such transitions have a lower rate because the rate is propor-

tional to the density of states that is larger in the higher subband because of the 1D nature

of the electron gas (DoS α(E − εn)
−0.5).
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scattering due to surface roughness for (a) FinFET and (b) stacked nanowires. The simulations sug-
gest that intersubband scattering due to surface roughness is an important reason for degradation of

the on-current.
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6.3.3 Impact of self-heating on Ion

The thermal conductivity has a very strong dependence on the semiconductor thickness;

with a reduction in the dimensions of the nanowire the thermal conductivity degrades from

its bulk value of approximately 148 W/mK to few units in W/mK [117, 118, 119, 131]. The

thermal conductivity also depends on surface roughness and fabrication method [118, 132].

Furthermore, the theoretical estimates of the thermal conductivity tend to overestimate the

experimentally measured values because of a number of approximations made in the cal-

culations, as discussed in [118, 119]. Because of this uncertainty in the value of the thermal

conductivity, we have used it as a parameter and varied it over the range of practical interest

to get an estimate of the reduction in the on-current due to self-heating.

Fig.6.12 shows the effective temperature along the transport direction for FinFET. The

temperature at the source and drain boundaries was set to T=300 K using the Dirichlet

boundary condition. Smaller values of the thermal conductivity lead to inefficient extrac-

tion of the heat generated due to inelastic scattering and consequently the temperature in

the nanowire increases.

0 10 20 30 40 50 60
x (nm)

300

350

400

450

500

E
ff

e
c
ti
v
e

 T
e

m
p

e
ra

tu
re

 (
K

) κ
sc

=4 W/mK

κ
sc

=6 W/mK

κ
sc

=10 W/mK

Architecture: FinFET
Material: sSi

Source DrainChannel

Virtual 
source 

V
DS

=0.7 V

V
GS

=0.7 V

FIGURE 6.12: Effective temperature profile for FinFET architecture for different values of the thermal
conductivity.

Fig.6.13 plots the normalized on-current versus the thermal conductivity for FinFET and

circular GAA nanowires. We have also plotted the on-current obtained when self-heating is
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neglected. Fig.6.13 shows that as the thermal conductivity reduces degradation in the on-

current increases, because the reduction in the thermal conductivity leads to increase in the

temperature in the nanowire (as shown in Fig.6.12). The increase in temperature leads to in-

crease in the phonon scattering (due to Bose-Einstein statistics) which causes the reduction

in the on-current. On comparing the impact of self-heating on different architectures, it can

be easily seen that the degradation due to self-heating in circular nanowire much more as

compared to FinFET. This can be explained by noticing that even though the two architec-

tures have the same footprint, the cross-section area of the FinFET is more than the circular

GAA nanowire which eases the extraction of the heat generated.
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FIGURE 6.13: Impact of thermal conductivity of semiconductor on the on-current for circular gate-
all-around and FinFET. The simulation results highlight that different architectures show different
degradation for the same value of thermal conductivity. Vertical arrows show experimental thermal

conductivity for different nanowire width, W [117].

To explore the cause of degradation further we plot in Fig.6.14 the electron velocity and

electron concentration at the virtual source for different thermal conductivities for circular

GAA nanowire and FinFET. It can be seen that in both cases with the reduction in the ther-

mal conductivity electron concentration and electron velocity at the virtual source follow

opposite trends. However, the reduction in the velocity due to self-heating is much more

than the increase in the electron concentration, so that an overall reduction in the on-current

is observed.
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FIGURE 6.14: Plot of electron velocity and linear electron density at virtual source for (a) circular
gate-all-around nanowire and (b) FinFET. In both the cases even though the charge concentration
increases slightly with the reduction in the thermal conductivity the reduction in the velocity is much
more and hence it results in the degradation of the on-current. The reduction in Vx with decreasing
κsc (that is with increasing temperature - see Fig.6.12), is due to an increased phonon scattering and it
is contrary to the ballistic behavior because the ballistic injection velocity (thermal velocity), increases

with the increase in temperature [36].
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Chapter 7

Electronic band structure calculation:

Tight binding method

7.1 Introduction

The electronic band structure (or band structure) of a crystal or a nanostructure lists

the allowed energy levels as a function of the electron wavevector. Band structures are

fundamental to the study of materials for electronic states from which a plethora of useful

parameters like effective mass, energy band gap, density of states, electrical resistivity can

be calculated. These parameters are crucial in studying several material properties which

can in turn be very useful while evaluating the materials from different applications.

A number of methods exist in the literature to calculate the band structures and among

them, k· p, pseudopotential and tight binding method are the popular ones. The simplest

among them is the k· p method, which is based on the expansion of Schrödinger equation

around a point in k-space generally taken to be the Γ point. k· p is inherently based on

perturbation theory and it is applicable only around the point about which the Schrödinger

equation is expanded [36]. k· p method is suitable for studying valence bands for both di-

rect and indirect semiconductors and conduction band for direct semiconductors as it has

minimum at the Γ point. In [133] a 30 band k· p method has been developed to repro-

duce the energy bands in the first Brillouin zone. In pseudopotential method, the potential

energy due to nuclei and all the other electrons is approximated by a form of a potential

profile (hence the name pseudopotential) where the rapid variations of the nuclei potential

energy near the atomic core is canceled out thanks to Phillips-Kleinman cancellation theo-

rem. However, the application of the pseudopotential method to confined structures has

been limited because they rely on the plane wave basis which increases the computational

burden especially for transport [134, 135, 136, 137, 138, 139].

Recently tight binding (or linear combination of atomic orbitals or Bloch’s) method has

virtually become a method of choice because of its simplicity and intuitive formulation

[9, 140, 141, 142]. As the name suggests the linear combination of atomic orbitals (tight bind-

ing method) essentially uses atomic orbitals to expand the electron wavefunction and thus

solve the Schrödinger equation. The tight binding method uses a smaller number of basis

functions as compared to other methods that rely on plane wave basis. Thus the computa-

tional effort is much smaller and hence allows us to analyze systems having larger unit cells
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(effectively larger systems). Another reason for widespread use of the tight binding method

is its ability to resolve the material at an atomic level which allows us to take the heterostruc-

tures and strain effects naturally into account. However, the tight binding formulation has

a number of integrals involving the basis functions that are treated as fitting parameters,

which can be obtained by matching the band structure obtained from tight binding to more

sophisticated methods; then these parameters are used to analyze different situations [143].

This approximation of treating integrals as fitting parameters places tight binding in a sweet

spot, where the use of ab-initio methods is impractical but the system has strong quantum

effects that make use of simpler approximations (like parabolic effective mass) questionable.

In this chapter, we will first discuss the theory of the tight binding method for bulk ma-

terials and validate the implementation using the results available in the literature. We will

then extend the tight binding theory to confined systems (nanowires) and discuss a method-

ology to account for arbitrary cross-sections. We will also validate the implementation with

the results available in the literature. It is not the purpose of this chapter to provide in an

in-depth literature survey of the tight binding method.

7.2 Bulk

In this section, we will discuss the theory for the tight binding method as applied to the

bulk crystals and also validate the implementation for different materials.

7.2.1 Theory

In order to describe a bulk crystal the single electron Hamiltonian can be written as

H = − h̄2

2m
∇2 +

N∑

i=1

U(r − Ri) (7.1)

where U(r − Ri) is the potential energy felt by the electron due to an atom located at Ri

approximated as a sphere andN is the total number of atoms in the crystal. Since the crystal

is periodic along x, y and z direction, the wavefunction for the electron must satisfy the

Bloch theorem [144]

Ψk(r) =
1√
N

∑

i

eik·Riψk(r − Ri) (7.2)

where k is the three-dimensional wavevector and ψk(r − Ri) is some function to be deter-

mined. Expanding the ψk(r − Ri) in terms of Löwdin atomic orbitals (generally in tight

binding method only the orbitals whose energy are in the vicinity of the energy range of

interest are considered [143]), the wavefunction can be written as

Ψk(r) =
1√
N

∑

i,j

eik·RiCj(k)φj(r − Ri) (7.3)

where Ci
j(k) is the coefficient (or weight) of the jth orbital located locate at Ri (to be deter-

mined) and φj(r−Ri) is the Löwdin orbital centered at Ri. Functions, φj(r−Ri) are defined
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as the eigen functions of the problem

[
− h̄2

2m
∇2 + U(r − Ri)

]
φj(r − Ri) = Ejjφj(r − Ri) (7.4)

where Ejj is the energy of the jth orbital. As we have written ψk(r − Ri) in terms of atomic

orbitals (Löwdin orbitals) in eq.7.3, tight binding method is also sometimes referred to Lin-

ear Combination of Atomic Orbitals (LCAO). Substituting eq.7.3 in eq.7.1 allows us to write

the Schrödinger equation as

[
− h̄2

2m
∇2 +

N∑

n=1

U(r − Rn)

]
∑

i,j

eik·RiCi
j(k)φj(r − Ri) = Ek

∑

i,j

eik·RiCi
j(k)φj(r − Ri) (7.5)

Multiplying the eq.7.5 with e−ik·Ri′φ†j′(r − Ri′) and integrating over the crystal volume

we get

∑

i,j

∫
dre−ik·Ri′φ†j′(r − Ri′)

[
− h̄2

2m
∇2 +

N∑

n=1

U(r − Rn)

]
Ci
j(k)φj(r − Ri)e

ik·Ri

= Ek

∑

i,j

Ci
j(k)

∫
drφj(r − Ri)φ

†
j′(r − Ri′)e

ik·(Ri−Ri′ )

(7.6)

The left hand side can be rearranged as

∑

i,j

∫
dre−ik·Ri′φ†j′(r − Ri′)

[
− h̄2

2m
∇2 +

N∑

n=1

U(r − Rn)

]
Ci
j(k)φj(r − Ri)e

ik·Ri

=
∑

i,j

Ci
j(k)e

ik·(Ri−Ri′ )

[∫
drφ†j′(r − Ri′)

(
− h̄2

2m
∇2 +

N∑

n=1

U(r − Rn)

)
φj(r − Ri)

] (7.7)

Up to this point, we have not made any approximation except for writing ψk(r − Ri) using

a limited number of atomic orbitals (i.e. we have used only the atomic orbitals that lie in

the energy range of interest). Depending on the configuration of i, i′ and n the term in the

square bracket can belong to one of the following categories

• Case I: All the functions in the integrations lie on the same atomic site. This corre-

sponds to i = i′ = n. In this case using eq.7.4 and orthogonality of orbital wavefunc-

tion the integration in the square bracket in eq.7.7 can be evaluated as

∫
dr

[
φ†j′(r − Ri)

(
− h̄2

2m
∇2 + U(r − Ri)

)
φj(r − Ri)

]
= Ejjδj,j′δ(Ri − Ri′) (7.8)

• Case II: The functions lie on the nearest neighboring atoms (i.e. the atoms are con-

nected by bond vectors). These are referred to as 2 center integrals. In this case, the
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integration in the square bracket is treated as a fitting prameter and can be written as

∫
dr

[
φ†j′(r − Ri′)

(
− h̄2

2m
∇2 + U(r − Ri)

)
φj(r − Ri)

]
= Hjj′

ii′
(7.9)

where Hjj′

ii′ is a parameter that can be used to fit the band structure data available, ob-

tained either from experiments or from other numerical methods like empirical pseu-

dopotential method or DFT calculations.

• Case III: All other combinations

∫
dr

[
φ†j′(r − Ri)

(
− h̄2

2m
∇2 + U(r − Ri)

)
φj(r − Ri)

]
= 0 (7.10)

Since these are φj(r − Ri) are constructed from the atomic orbitals they are localized so

that overlap between the φj(r − Ri) and φj(r − Ri′) can be approximately neglected. Thus

the right-hand side of eq.7.6 simplifies to

Ek

∑

i,j

Ci
j(k)

∫
drφj(r − Ri)φ

†
j′(r − Ri′)e

ik·(Ri−Ri′ ) = EkC
i
j(k)δj,j′δi,i′ (7.11)

In the above discussion, we have assumed that the overlap between the wavefunctions

φj(r−Ri) and φj(r−Ri′) is non-zero only when they are nearest neighbors. This is question-

able because the orthogonalized Löwdin orbitals have contributions from the neighboring

atoms and hence they do not decay as fast as the atomic orbital. Thus a cut-off distance must

be set and in general, in literature, it is taken to be nearest neighbors. We have also assumed

that the three center integrals (n 6= i 6= i′) are zero which may not be so but in the spirit

of simplifying the problem and limiting the number of fitting parameters, we will embrace

these approximations with no further discussion [143].

Putting the left and right hand side of the eq.7.6 together and recognizing that in the

nearest neighbour approximation (Ri − Ri′) is just the bond vector, bii′ , we get

EjjCj(k) +
∑

j′

NN(i)∑

i′=1

Hjj′

ii′ e
ik·bii′Cj′(k) = EkCj(k) (7.12)

where NN(i) is the list of nearest neighbors of the atom located at Ri, Ejj is the onsite

energy term corresponding to the jth orbital energy, Hjj′

ii′ is energy corresponding to the

interaction between the orbital j located at Ri and orbital j′ located at Ri′ , Ek is the eigen

energy and Cj(k) is the eigen vector. Eq.7.12 is the final tight binding equation, which for

each wavevector k is an eigen value problem.

In the Slater and Koster formulation [143], the overlap between the 2 orbitals j and j′

located on atoms i and i′ is divided further into its individual components of σ, π and δ

bonds using appropriate rotations of the orbitals using direction cosines. Thus Hjj′

ii′ can be

written as

Hjj′

ii′ = ασV
jj′

ii′,σ + απV
jj′

ii′,π + αδV
jj′

ii′,δ (7.13)
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where V jj′

ii′,σ, V jj′

ii′,π and V jj′

ii′,δ are the weights of σ, π and δ bonds, ασ, απ and αδ are the

direction cosines needed to break of the bond connecting the atoms located at Ri and Ri′

into its σ, π and δ components. V jj′

ii′,σ, V jj′

ii′,π and V jj′

ii′,δ are the material parameters and they

are fitted to match the available band structure data [145, 146]. However this is not the

only way and in some old literature the Hjj′

ii′ are directly fitted to the band structure data

[147, 148].

In a zinc-blende or diamond crystal structure each atom is connected to 4 atoms (nearest

neighbors) which is schematically shown in Fig.7.1

Because of the periodicity along the x, y and z directions (same as in section 7.2), the unit

FIGURE 7.1: Illustration of the projection of the 3D crystal lattice on a plane. In the diamond crystal
structure both the atoms are of the same type. The connections C1-A2, C1-A3, C1-A4 are related to
C1-A1 connection through symmetry relations [147]. Similar considerations are also valid for anion

atom.

cell (smallest repeating unit in the crystal) consists of 2 atoms. In the diamond crystal both

the atoms are of same type (for example in Si crystal both are Si atoms) while in the case

of zinc-blende crystal structure the 2 atoms are of different elements (for example in InAs

crystal one atom is of In and another is of As). Thus the tight binding matrix can be written

as

[
Haa Hac

Hca Hcc

][
Ca

Cc

]
= Ek

[
Ca

Cc

]
(7.14)

where [Haa] and [Hcc] are the diagonal matrices corresponding to the onsite energies (orbital

energies) corresponding to the anion and cation in the unit cell (for diamond lattice both

are the same), [Hac] and [Hca] are the matrices corresponding to the interaction between the

two atoms in the unit cell (because of the periodicity of the crystals all components of all

the 4 neighboring atoms get clubbed up into the off-diagonal terms), Ek is the eigen energy.

[Haa], [Hcc], [Hac] and [Hca] are square matrices of dimension equal to number of orbitals

taken into account. Because the Hamiltonian must be hermitian (as we are accounting only

the real band structure) we have

Hac = H†
ca (7.15)

7.2.2 Validation

Having discussed the theory for bulk crystals we proceed to validate the implementation

with the results available in the literature. Fig7.2 and Fig7.3 show the bulk band structure
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for silicon and germanium respectively.

0 0.2 0.4 0.6 0.8 1
|k| (2π/a

0
)

-3

-2

-1

0

1

2

3

4

5

E
n

e
rg

y
 (

e
V

)

Symbols: Boykin et al.
Lines: This work

Γ X

[100]

(a)

0 0.2 0.4 0.6 0.8
|k| (2π/a

0
)

-4

-3

-2

-1

0

1

2

3

4

5

6

E
n
e
rg

y
 (

e
V

)

Symbols: Boykin et al.
Lines: This work

Γ L

[111]

(b)

FIGURE 7.2: Comparison of the band structures extracted from [149] and calculated in this work
for silicon along [100] and [110] directions. In all there are 19 fitting parameters corresponding to

various hopping and onsite terms for group IV semiconductors which are taken from [149].

0 0.2 0.4 0.6 0.8 1
|k| (2π/a

0
)

-4

-3

-2

-1

0

1

2

3

4

5

6

E
n

e
rg

y
 (

e
V

)

Symbols: Boykin et al.
Lines: This work

Γ X

[100]

(a)

0 0.2 0.4 0.6 0.8
|k| (2π/a

0
)

-4

-3

-2

-1

0

1

2

3

4

5

6

E
n
e
rg

y
 (

e
V

)

Symbols: Boykin et al.
Lines: This work

Γ L

[111]

(b)

FIGURE 7.3: Same as 7.2 except for germanium.

The parameters used in the tight binding simulations were taken from [149]. The band

structures were also extracted from the same reference so as to have a fair comparison. It

can be seen that both band structures for silicon and germanium along [100] and [111] can

be very accurately reproduced.

Another important feature that is extracted from the band structures is the effective mass

(curvature of the bands). Fig7.4 shows the parabolic E-k relationship and lowest conduction

band from the tight binding method in silicon and germanium. The parabolic E-k relation-

ship with the textbook effective mass of 0.916m0 for silicon at ≈0.82 2π
a0

along [100] and

0.037m0 and 1.588m0 at Γ and L point respectively for germanium match very well [36].

This further validates the implementation of the tight binding method as applied to the

bulk crystals.

7.3 Comments on the basis set

The computational burden for calculating the band structure using tight binding is di-

rectly dependent on the number of orbitals used. Hence we need to justify the use of 10

orbitals (one s, three p, one s* and five d orbitals) per atom (excluding spin). In order to ob-

tain a qualitative similitude with the real bandstructure, we need at least 4 orbitals per atom
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FIGURE 7.4: Comparison of the parabolic effective masses approximation and lowest conduction
band obtained from the tight binding method for (a) silicon at X point and (b) germanium at Γ and
L points. The values of the effective masses used in the parabolic E-k relationship have been taken

from [36].

(one s and 3 p orbitals) [150] (excluding spin-orbit interaction). With this configuration (4

orbitals and nearest neighbor coupling) we can reproduce the valence bands satisfactorily,

however it is not possible to correctly reproduce the bandgap in the indirect semiconduc-

tors having diamond or zinc-blende crystal structure because it neglects the contributions

of the higher energy orbitals at the X and L points [151]. We can overcome this inadequacy

by adding coupling beyond the nearest neighbors or by adding higher orbitals [150]. Even

though adding beyond the nearest neighbor coupling can solve this issue without increasing

the number of orbitals, it goes against the spirit of the tight binding method to reduce the

number of fitting parameters. Also, the interaction between the atoms is expected to drop

quite rapidly as the distance between the atoms increases. In addition the use of higher or-

bitals (for example d orbitals) can be naturally taken into account by simply increasing the

size of the problem.

Vogl et al. in [148] added an excited state, s*, to rectify the error in conduction band

and retained the nearest neighbor coupling. This increased the size of the problem to be

solved (5 orbitals per atom excluding spin). The addition of this higher excited orbital can

reproduce the energy bandgap and position of the minima of the conduction band quite

accurately as demonstrated by in [148] but the second conduction band is still incorrect.

Most importantly, by restricting to this orbital set and nearest neighbor interaction it is not

possible to reproduce the second derivative (effective mass) at the X point for silicon, which

is an extremely important parameter for electronic applications, correctly [146]. This orbital

set along with the nearest neighbor can be used for calculation of the optical properties of

the material, where only the energy gaps are important [145].

Thus in order to correct the curvature of the first conduction band and the second con-

duction band, we must include higher orbitals (d orbitals) [145]. Moreover with the addition

of d orbitals the density-of-states, deformation potentials is greatly improved [145]. Thus we

need at least 10 orbitals per atom (20 orbitals with spin) to correctly reproduce the essential

quantities needed for electronic applications.
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7.4 Confined Structure: Nanowires

The dimension of the practical devices is always limited in at least one or two dimen-

sions. Thus the periodic boundary conditions along all the three directions used in the previ-

ous section are not justified. And the confinement can drastically change the band structure

of a material, for example, even though bulk silicon has an indirect band gap but strongly

confined thin films or nanowires have direct band gap because of folding of the bands onto

the Γ point. Thus there is a need to modify the derivations of the Hamiltonian.

7.4.1 Arbitrary Orientation

Crystal orientation is an important tool in improving the device performance by mod-

ifying the electron effective mass along both the transport and confinement direction [152,

153, 141]. In order to apply the tight binding method the first and foremost what we need is

the position of the atoms with respect to each other in a unit cell. The position of the atoms

can vary depending upon the crystallographic orientation of the nanowire.

In order to get the positions of the atoms in the crystal we recall that the semiconduc-

tors are generally diamond or zinc-blende crystal structures that is are face-centered crystal

(FCC) with a motif. For a coordinate system where x ≡ (1, 0, 0), y ≡ (0, 1, 0) and z ≡ (0, 0, 1)

the basis vectors for FCC are

v
0

1
= 0.5a0[0, 1, 1]T

v
0

2
= 0.5a0[1, 0, 1]T

v
0

3
= 0.5a0[1, 1, 0]T

(7.16)

Using these basis vectors, we can obtain the position of atoms when the crystal is grown

along [100] direction. The bond vectors connecting ith atom to its 4 nearest neighbors in

same coordinate system are given by

b
0

1
= 0.25a0[+1, +1, +1]T

b
0

2
= 0.25a0[+1, −1, −1]T

b
0

3
= 0.25a0[−1, +1, −1]T

b
0

4
= 0.25a0[−1, −1, +1]T

(7.17)

However, when the nanowires are grown along any other direction (for example along [110]

or [111]) it is necessary we rotate the basis and bond vectors. Let the unit vectors of the new

coordinate system be given by x̂ ≡ [ax, bx, cx], ŷ ≡ [ay, by, cy] and ẑ ≡ [az, bz, cz] in the

old coordinate system, where x̂ · ŷ = 0 and x̂ × ŷ = ẑ. We can perform this transformation

using a rotation matrix, R, given by

R
−1 =



ax ay az

bx by bz

cx cy cz


 (7.18)
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Thus the new basis and bond vectors can be written as

vi = Rv0

i
i=1, 2 or 3

bi = Rb0
i

i=1, 2, 3 or 4
(7.19)

7.4.2 Theory

The first and most obvious observation is that the use of the unit cell of two atoms that

we have used in bulk crystal is no longer valid in a 1D system which is unconstrained along

the transport direction. The unit cell consists of all the atoms that lie in the cross-section

and are repeated along the transport direction, z. These atoms can be listed by using the

projection of the basis vectors, v1, v2 and v3 and basis atom (diamond or zinc-blende is a

face-centered crystal with a basis) on the x−y plane. With these projected basis vectors, v1t,

v2t and v3t we can generate the projection of the 3D crystal onto a 2D plane by generating

primitive vectors as

ai = n1iv1t + n2iv2t (7.20)

Since the projection of the 3D basis vectors onto a 2D plane makes them linearly dependent

and hence we can generate a projection of the crystal with the projection of any 2 basis

vectors and n1i, n2i are integers. Varying n1i and n2i from −∞ to +∞ this creates an infinite

mesh of atoms, therefore we must reject the atoms that lie outside the cross-section. The

procedure for rejection is trivial for analytic curves, but can be challenging for arbitrary

cross-section and it will be discussed later. Thus with a large number of atoms in the unit

cell the size of the Hamiltonian increases. The Hamiltonian is a square matrix of rankNorb×
Natoms.

The Hamiltonian for the bulk case consists of onsite energy components and the hopping

term (the interaction between the two atoms). It is easy to see that onsite terms would be

the diagonal blocks of the overall Hamiltonian and the off-diagonal blocks would be four

off-diagonal blocks corresponding to the neighboring atoms which in the bulk case were

written in Hac using symmetry. In order to calculate these off-diagonal blocks, we recall the

off-diagonal block for the bulk Hamiltonian can be written as 7.12

Hac = Hi1e
ik·bi1 +Hi2e

ik·bi2 +Hi3e
ik·bi3 +Hi4e

ik·bi4 (7.21)

where Hi1, Hi2, Hi3 and Hi4 are the terms of the part of Hamiltonian along the bond vectors

bi1, bi2, bi3 and bi4 respectively, k ≡ (kx, ky, kz) and bii′ ≡ (bxii′ , b
y
ii′ , b

z
ii′). Thus the part of

Hamiltonian describing the interconnection between the atoms can be written as

Hac =
[
Hi1e

ikzbi1z
]
eikt·bi1t+

[
Hi2e

ikzbi2z
]
eikt·bi2t+

[
Hi3e

ikzbi3z
]
eikt·bi3t+

[
Hi4e

ikzbi4z
]
eikt·bi4t

(7.22)

where kt ≡ (kx, ky) and bii′t ≡ (bii′x, bii′y) are the projection of wavevectors and bond

vectors on the x− y plane. For a system confined along x and y, kx and ky have no physical

significance (kx and ky are a consequence of periodicity). Performing an inverse Fourier

transform ofHac in eq.7.22 along x and y direction removes the exponential terms containing



88 Chapter 7. Electronic band structure calculation: Tight binding method

kx and ky. Hii′e
ikzbii′z is the coupling matrix between the atoms connected by the projection

of the bond vector bii′t.

As an illustration, consider a toy cross-section in which the positions of atoms are as

shown in Fig.7.5. For this structure the Hamiltonian is given by

HTB =




H11 0 0 0 0 Hi3 Hi1 0 0

0 H22 0 0 0 Hi4 0 Hi1 0

0 0 H33 0 0 Hi2 Hi4 Hi3 Hi1

0 0 0 H44 0 0 Hi2 0 Hi3

0 0 0 0 H55 0 0 Hi2 Hi4

H†
i3 H†

i4 H†
i2 0 0 H66 0 0 0

H†
i1 0 H†

i4 H†
i2 0 0 H77 0 0

0 H†
i1 H†

i3 0 H†
i2 0 0 H88 0

0 0 H†
i1 H†

i3 H†
i4 0 0 0 H99




(7.23)

(1)

(2)

(3)

(4)

(5)

(6) (8)

(7) (9)

b3
b2

b1b4

FIGURE 7.5: Shown is a projection of a unit cell for a circular nanowire with a radius of 0.3 nm with
[100] orientation. Different symbols (’cross’ and ’circle’) represent 2 different types of atoms in a
zinc-blende crystal structure. The different bonds between 3rd atom and its nearest neighbors are

also illustrated.

However solving the above Hamiltonian directly would result in unphysical states that

lie in the band gap due to dangling bonds. The atoms at the surface (atom 1, 3, 4 and 5)

must be passivated as discussed in [154]. In this method, the energy needed by an electron

to occupy the unsatisfied bond is increased while the energy of the bonds that are connected

are kept unchanged.

Arbitrary cross-section

Even though the formulation for the tight binding method discussed earlier is applicable

to any cross-section, getting a list of the atoms that lie in the cross-section can be a challenge

if the cross-section shape is arbitrary and a simple mathematical relationship(s) does not

exist as is the case with most of the practical devices. This calls for developing a general

methodology with which we can reject the atoms that lie outside a certain perimeter as it is

straightforward to generate an infinite crystal lattice.
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(xc, yc)

(xi, yi)

(xj, yj)

Pi

Pi+1

Test Point

(xt, yt)

FIGURE 7.6: Illustration of a continuous arbitrary cross-section (solid line) along with discretized
cross-section (dashed line). Control point is any point that lies inside the cross-section while a test

point can lie any where in the plane.

Fig.7.6 shows an arbitrary cross-section shape which can be made with a general mesh

generator tool. The mesh generator will give the list of ordered mesh points that lie on a

curve (for example as shown by black bullets). Another ingredient needed is coordinate of

any point (let’s call it control point with coordinate (xc, yc)) that lies inside the curve. Now

with the list of points, we can break the curve into line segments (as shown by the dashed

lines joining the neighboring nodes). So in order to determine if any point in the x− y plane

lies inside the curve then they must lie on the same side of all the line segments. Since we

know the coordinates of the nodes we can define a function, f , as

f = y −mx− c (7.24)

where (x, y) are the coordinates of a point, where m =
yj−yi
xj−xi

is the slope of the line segment

PiPi+1 and c is the intercept of the line segment PiPi+1 on y-axis. The sign of the residual will

determine whether a point lies either to the left or right side of the line segment depending

on its orientation. Since we know the control point (xc, yc) we can easily calculate f and lets

say that it is fc (see Fig.7.6). Now for any test point (xt, yt) we can calculate the f and lets say

that it is ft. Then if the ratio of ft and fc is positive then control point and test point lie on the

same side of the segment, PiPi+1. Performing the same calculations for all the line segments

that describe the cross-section we can identify the atoms that lie inside the contour.

7.4.3 Validation

In order to validate the implementation we have simulated the band structure for sili-

con and germanium nanowires using the Band Structure Lab tool available on nanohub.org

[155] and one we have developed. We have considered a cylindrical nanowire with a radius

of 0.8 nm grown along [100], [110] and [111] direction. We see that we obtain excellent agree-

ment between the two tools. Fig.7.7 and Fig.7.8 show the band structure for germanium and

silicon having different crystallographic orientation. Fig.7.7 and Fig.7.8 also show the 2D

projection of the unit cell used in the simulations
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FIGURE 7.7: Comparison between the E-k relationship for germanium nanowire with diameter of
1.6 nm whose transport is oriented along [100], [110] and [111] crystallographic direction. It also
shows the 2D projection of atoms (circle and cross) in the unit cell that is used in the simulations. The

reference data is taken from BandStructure Tool ([155])
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FIGURE 7.8: Comparison between the E-k relationship for silicon nanowire with diameter of 1.6
nm along whose transport is oriented along [100], [110] and [111] crystallographic direction. It also
shows the 2D projection of atoms (circle and cross) in the unit cell that is used in the simulations. The

reference data is taken from BandStructure Tool ([155])
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Chapter 8

Conclusion and future work

8.1 Conclusion

In this thesis, we have worked extensively on the surface roughness scattering which

is the dominant scattering mechanism in modern-day MOSFET. We have first extended the

formulation of the nonlinear surface roughness scattering model for planar devices to ac-

count for tensorial screening. The extension was necessary so as to make the model appli-

cable for multigate architectures. The nonlinear model was then implemented in a Multi-

subband Monte Carlo framework comprising a wide range of scattering mechanism. The

implementation of the nonlinear model was parallelized using openMP API to reduce the

simulation time. Using the nonlinear model for surface roughness scattering, we were able

to reproduce some experimental mobility data sets with values of the surface parameters in

good agreement with physical measurements of the interface morphology for both bulk and

quantum well transistors.

We have developed a nonlinear surface roughness scattering model for 3D architectures

having fairly arbitrary cross-section shape and bias conditions. We have also developed

a complete device simulation framework based on the deterministic solution of the Boltz-

mann transport equation for a 1D electron gas, in which new surface roughness model was

implemented along with other relevant scattering mechanisms and physical effects, such as

series resistance and self-heating. The simulator was then used for analysis and design of

nanoscale MOSFETs. Our mobility analysis suggests that using nonlinear surface rough-

ness scattering model allowed us to extract credible values of the surface roughness from

the mobility data sets. Our analysis also highlighted that accurately accounting for biasing

scheme is an important aspect while analyzing a device. Our simulation analysis suggests

that performing ballistic or phonon limited analysis can give incorrect qualitative results

because the impact of surface roughness depends upon the architecture: stacked nanowires

are more sensitive to surface quality than their FinFET counterparts. The self-heating effects

are also architecture dependent and can cause non-negligible degradation in the on-current,

which is because of the reduction in the carrier velocity, even though the thermal velocity

increases with increase in temperature.
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8.2 Future Work

We present below a list of possible future developments related the work discussed in

this thesis:

• Nonlinear surface roughness scattering model: The nonlinear surface roughness model

that has been discussed in this thesis assumes that different interfaces in the FET are

uncorrelated. This assumption may be questionable especially in modern day transis-

tors where the semiconductor in the channel is just a few atoms thick [156]. Another

relevant effect of the surface roughness is the redistribution of the electron profile due

to modification in the electrostatic potential produced by of the surface roughness it-

self [157] which has been neglected in this thesis without a thorough justification. The

nonlinear model can be modified in future to account for these effects.

• Optimization Schemes: The optimization scheme developed in this work can be im-

proved further by reducing the number of times the surface roughness scattering ele-

ments are calculated. Further modifications to the iteration scheme may be developed

to make the simulator more efficient.

• Full band analysis: The transport analysis performed in this work relied on effective

mass approximation. The parabolic E-k relationship was corrected to account for the

nonparabolic effects. Even though the use of nonparabolic correction improves the

agreement with the full band E-k relationship, it may be questionable in the on-state

where the carrier distribution is expected to be very far away form quasi-equilibrium

distribution. Another consequence of the use of parabolic effective mass approxima-

tion is that it forces us to ignore the kinetic energy contributions to the surface rough-

ness scattering calculations. These may be significant for III-V FETs and at the het-

erostructure interfaces between the buffer and active layer.
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Appendix A

Fine print in matrix element derivation

To convert the integral from the Cartesian coordinate (4.4) to curvilinear coordinate sys-

tem we introduce a parameterization of the oxide-semiconductor interface, I0 as

r(t) = f(t)̂iy + g(t)̂iz (A.1)

where t is the parameter, îy and îz are the unit vectors along y and z directions. This allows

us to define an abscissa s(t) along the I0 which is the length of the curve as [158]

s (t) =

∫ t

0

∣∣∣∣
dr(u)

du

∣∣∣∣ du. (A.2)

We can define a unique inverse function, t̃(s) which maps a given value of s on t as s (t) is

a positive-defined and monotonically increasing function. Thus we can rewrite the r(t) in

terms of s as

r(s) = f̃(s)̂iy + g̃(s)̂iz (A.3)

where f̃(s) = f
[
t̃ (s)

]
and g̃(s) = g

[
t̃ (s)

]
.

The unit vector along the tangent to the I0 is

t̂(s) =
dr(t)/dt

|dr(t)/dt| =
dr(t)

dt
×
[
ds(t)

dt

]−1

=
dr (s)

ds
=
df̃(s)

ds
îy+

dg̃(s)

ds
îz = ty(s)̂iy+ tz(s)̂iz (A.4)

This allows us to define a unit vector normal to the curve I0 as

n̂(s) = −tz(s)̂ij + ty(s)̂iz = ny(s)̂iy + nz(s)̂iz. (A.5)

Let us define another curve Iη such that it is at a distance η along the normal (as defined

by n̂(s)) to the curve I0. The relationship between the Cartesian and curvilinear coordinate

system is given by

y = f̃(s) + η ny(s)

z = g̃(s) + η nz(s)
(A.6)

We emphasize here that the relationship between the (y, z) and (s, η) coordinate system is

strictly valid only in a very small region around the interface to preserve the one-to-one
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mapping. The Jacobian of the coordinate transformation can be written as

J(s, η) = det

[
∂y
∂s

∂y
∂η

∂z
∂s

∂z
∂η

]
=

[
ty − η ∂tz

∂s −ty
tz + η

∂ty
∂s +tz

]
(A.7)

= 1 + η

(
tz
∂ty
∂s

− ty
∂tz
∂s

)
(A.8)

We notice that J(s, 0) = 1, and in fact the length of curve I0 is D0 =
D0∫
0

J(s, 0)ds. Since

∆(s, x) is perturbation to the nominal interface it is reasonable to expect them to be small

and thus we approximate the J(s, η) by its average value, J(s, η), along the curve Iη,

J(s, η) =

D0∫
0

J(s, η)ds

D0∫
0

ds

=
Dη

D0
. (A.9)

We recall the Fourier series expansion expresses the ξn(r) as a function of (sη, η). As seen

from fig.4.1 one to one relationship must exist between the Iη and I0 and hence we must be

able to express sη as function of s (s̃η(s)). Thus the Fourier series expansion can be written

as

ξn(η, s) =
∑

l

φn,l(η) e
i2πl s̃η(s)/Dη . (A.10)

For small η we introduce a second approximation of by linearizing s̃η(s) as

s̃η(s) ≈
Dη

D0
s (A.11)

that fulfills the conditions s̃η(0) = 0 and s̃η(D0) = Dη.
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