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Abstract

The goal of this PhD has been to model, design and characterize a 10Gbps serial
interface suitable for automotive Electronic Control Units (ECU). The work has
been carried out in collaboration with Infineon Technology.

High speed serial interfaces are a hot topic both in the academic and indus-
trial world. Due to the stringent safety requirements and the extremely harsh
environment in which the link must be able to correctly operate, the automo-
tive sector lags some years behind the consumer market. Thus, the main goal
of this work is to bridge the gap between the consumer electronic and the au-
tomotive electronic unit world, understanding which techniques are suitable
for our working conditions among the ones that are already well established
in the academic world and translating and improving these solutions to pos-
sibly make them more stable and less power consuming. This goal implies a
deep understanding of a serial link both at system and transistor level, and the
development of this thesis will follow this idea.

The first part of this work is dedicated to the transmitter: we will start from
a system level analysis, creating a methodology to assess the equalization ca-
pability that has to be foreseen at transmitter side when dealing when channels
typical of the automotive environment. The description of the transistor level
design will follow, motivating design choices and supporting them with sim-
ulation results and comparison with the state of the art presented in literature.
To conclude this first part of the work, measurements of the described trans-
mitter will be presented and discussed.

The second part of the thesis is mainly focused on the receiver. As for the
transmitter, we will start with a system level analysis, aimed at understanding
the different equalization schemes proposed in the literature. With the help of a
Simulink model, an architecture will be proposed. The transistor level analysis
of the aforementioned architecture will follow and will be supported by tran-
sistor level simulations of the receiver alone and of the complete transceiver,
along with the digital control part.

Finally, an experimental characterization of the full link will be presented,
analyzing its performances with measurements performed in the design center
of Infineon Technologies, Villach (A).
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Chapter 1

Introduction

1.1 Why do we need faster High Speed Serial Inter-
faces?

Over the last decades, the innovation in semiconductor technology has been
driven by Moore’s Law, which states that the number of transistor in an inte-
grated circuit doubles roughly every two year. A direct consequence of Moore’s
law is the continuous shrinkage of the feature size of the electronic devices
and therefore a higher cut-off frequency for the devices themselves, which in
turn enables a higher operation frequency for the integrated circuits and lower
power consumption for each logic function to be performed. A natural conse-
quence of all these points is an increased number of functionalities packed into
a single processing unit and thus an increased amount of data to be stored and
exchanged inside a single chip or among different chips.

There are two possible ways to achieve higher chip communication band-
width: increase the number of serial interfaces or increase the transmission rate
of the single interface. Increasing the number of I/O pins is in most cases not a
viable options, both for padring space and cost (increasing the number of I/O
pins means increasing the number of traces on the package and on the board,
thus more metal and material to be placed on chip) reasons. In conclusion,
increasing the data transmission rate of a single channel is a must for chip-to-
chip communication, even if doing so is complicated. In fact, aside from the
technological improvement of the devices, the bandwidth of the transmission
channel is an intrinsic limit that has to be overcome, possibly containing at the
same time the power budget of the link.
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1.2 Evolution over the years

Over the past years, the need for exchanging data has led to the pervasive
presence of high speed serial interfaces (HSSI) in many application fields [1],
for instance:

o Telecommunication networks, e.g. IEEE Ethernet Standards [2]- [3]

o Computing units with wire-lined 1/Os, e.g. Peripheral Component In-
terconnect Express (PCle) [4], Hypertransport [5], or inserted in wireless
networks, linking the radio equipment control and the radio equipment
in wireless base stations, e.g. Common Public Radio Interface (CPRI) [6]

o Interfaces inside optical networks, e.g. Interlaken [7] and OIF-CEI [8]
o Chip-to-chip and board-to-board links

e Storage Applications, e.g. Serial Advanced Technology Attachment (SATA) [9]

e High-performance embedded processing, e.g.Serial Rapid IO (SRIO) [10]

The variety of fields in which high speed serial links are nowadays used
had brought to the adoption of many standards [11], sometimes conflicting be-
tween each other. In order to compare different standards, common definitions
both for channel specifications and signal parameters [12]- [13] have been cre-
ated. The speed of serial links in these fields reflects their different stages of
maturity reached, as depicted in Fig. 1.1. The common trait is that the com-
munication speed keeps increasing for all different applications, lagging some
years behind state-of-the-art academic publications (see Fig. 1.2). Along with
the increase in speed, there has been a corresponding improvement in power
efficiency as shown in Fig. 1.3, even though channel limitations have become
more and more severe going towards higher transmission rates.
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Figure 1.1: Trend in emerging I/O standards, showing data rates doubling
every four years [14]. QPI: QuickPath Interconnect; PCle: Peripheral Compo-
nent Interconnect Express; S-ATA: Serial AT Attachment; SAS: Serial Attached
Small Computer System Interface; OIF /CEI: Optical Internetworking Forum/-
Common Electrical I/O; PON: passive optical network; DDR: double data rate

memory; GDDR: graphics double data rate memory.

TOQ [

0| wa ¥
o ?

130nm

90nm

65nm

45nm
40nm
32nm
28nm
22nm

Speed [Gbps]

> 4one

2005 2007 2009 2011
Year

2013 2015

Figure 1.2: Trends in digital I/O publications at the International Solid-State
Circuits Conference for different technology nodes, showing a clear move to-
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Figure 1.3: Serial Link Power Efficiency versus time both for hybrid BiC-
MOS/CMOS and CMOS technologies [15].
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1.3 Architecture of a Serial Link: Main Problems
and Proposed Solutions

Fig.1.4 shows the general structure of a serial interface [16], including transmit-
ter, channel and receiver. The first block we encounter is the serializer, which
takes the parallel data from the digital side and outputs them serially to the
driver. The driver generates an output voltage swing on the channel while at
the same time having an output impedance matched to the channel to avoid
reflections. The timing of the serializer and the driver itself is obtained via a
clock reference and a Phase Locked Loop (PLL), which takes the low frequency
of the crystal and multiplies it accordingly to the data rate frequency and to the
one needed by the digital (normally, ten to one hundred times smaller than the
data rate). After the channel, at the input of the receiver there is a slicer, which
samples the actual received voltage value and compares it with a threshold to
decide whether it is a 1" or a '0". After this, the data is regenerated to CMOS
values and is passed to the deserializer, which takes as an input the serial data
stream and outputs parallel data to the digital post-processing. The sampling
position of the slicer is fixed via a Timing Recovery Circuit, which aligns the
clock with the incoming data stream so to have it positioned where it’s easier
to correctly distinguish between a '1” and a ‘0" value. In the following, all three
main blocks composing a transceiver, transmitter, channel and receiver, will be
analyzed in detail.

i
Channel N |,
-
TX —* d < — RX
o
Data — I i = Data
_ £ — A [~
(m]

TxCLK RxCLK

Recovery

RefCLK

Figure 1.4: General Architecture of a high speed serial interface, including
transmitter, channel and receiver [16].

1.3.1 Structure of the Transmitter

The general structure of a transmitter is reported in Fig. 1.5. Before trans-
mitting the data as voltage levels via the driver, some digital preprocessing is
usually performed by encoding the data, procedure that solves the problem of
having a transmitter and a receiver block working on different DC levels [14].
In fact, this problem has to be faced every time two chips are communicating
between each other, especially when they are fabricated in different technolo-
gies. The easiest solution to this problem is AC coupling, shown in Fig. 1.6.
Anyway, using this structure, the ac coupling capacitance C¢ and the receiver
input termination resistance Rt form a high-pass filter, which in turn gives a
slow loss of low-frequency components in the signal traveling along the chan-
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nel. This loss results in a slowly drifting signal on the line whenever a long
series of consecutive identical bits are to be transmitted: this issue is called
baseline wander. This problem can be tackled in various manners: the easiest
one is to use a very large AC capacitance so to have a very low cut-off frequency
for the high-pass filter. Since this solution alone theoretically does not solve the
problem, what can be done is to encode the data so to avoid the presence of ex-
tremely long sequences of identical bits, e.g. with the "8b10b encoding" [17].
This famous encoding scheme assures that no more than five identical bits in a
row will be transmitted, but doing so it introduces a significant 25% overhead.
Going towards higher data rates, more relaxed coding schemes introducing
less overhead are now being used in many standards(e.g., 64b66b encoding in
10 Gigabit Ethernet [2]).

Parallel
data
—_— » Serial
Encoder > data
------ (e.g.. essae Seralizer Equalizer
8B8/10B)
 — >

Clock/PLL

Figure 1.5: Typical structure of a high speed transmitter [18], including both
digital preprocessing, analog transmission of the data and clocking concept.
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Figure 1.6: To simplify the communication between two chips ac coupling is
common, introducing a baseline wander in the received waveform [14].

Three are the main characteristics of the driver, which is the piece of the
transmitter which outputs the analog levels on the channel: its mode (voltage
or current, as we will discuss in extent in Chapter 2), its output swing and its
output impedance. As previously said, it is of paramount importance to match
the output impedance of the transmitter, especially going towards higher data
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rates. At these frequencies, the wavelength of the transmitted signal is compa-
rable with the physical length of a chip-to-chip communication link, therefore
it is common practice to design the transmitter to match 50Q, which is the typ-
ical channel impedance for most serial links applications. Thus, given the fact
that the output impedance to be matched is fixed, there is a strong interest in
reducing the transmitter output signal swing in order to cut down the power

dissipation on the termination resistance itself, given by V?z, where V is the
voltage swing and R is the termination impedance. This has led to the devel-
opment of various transmission standards based on Low Voltage Differential
Signaling (LVDS), meaning by this that signals having low swing are traveling
on the line.

1.3.2 Clocking Schemes

The clocking circuitry is an important part of a serial link, which varies de-
pending on the adopted clocking strategy. Based on this, we can distinguish
among four different classes of interfaces [14]:

e Synchronous, in which the clocks at the transmitter and at the receiver
have exactly same frequency and same phase with respect to the data.
This solution is almost never used at high data rates, as the wavelength
at Nyquist frequency is comparable to the physical distance to go;

e Mesochronous, in which transmitter and receiver clock have exactly the
same frequency, but different phase with respect to the data;

e Plesiochronous, in which transmitter and receiver clocks have almost the
same frequency, but not precisely, and different phases with respect to
the data;

o Asynchronous, where there is no relation whatsoever between the trans-
mitter and the receiver clock. In links adopting this solution, normally
the receiver does not even know about transmission rate.

A common solution to relax the clocking circuitry, whatever the adopted
clocking scheme is, is to use so-called half-rate architectures for transmitter
and/or receiver. In half-rate architectures, the data are processed at a frequency
which is the half of the data rate, but they are usually transmitted /received at
full-rate, meaning that they travel along the transmission line at full-rate. Us-
ing parts of the transceiver at half of the speed means that also a half-rate clock
has to be generated, which is less critical to manage than a full-rate one. This
is done in order to relax the timing of some critical blocks in the circuit (e.g.,
flip-flops) that would be otherwise difficult to design for full-rate frequency.
Using half-rates architectures has also the big advantage to lower the power
consumption, since all the clocking distribution circuitry operates at half fre-
quency. In the next chapters we will dive more into this concept, both for trans-
mitter and receiver architectures.
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1.3.2.1 Clock and Data Recovery

It is easily understandable that, whatever the clocking scheme we are using
is, at high frequencies the relation between data and clock at the transmitter
side gets lost in the transmission, and it must be reconstructed at the receiver
side. In fact, if the correct data-clock phase relation is not recreated, then it
could happen that at the first sampling stage in the receiver wrong data are
sampled, even though correct data have been transmitted, just because the
sampling time is not the correct one. The circuit that takes care of aligning
data and clock is the Clock and Data Recovery (CDR) [19], or as it is sometimes
called Timing Recovery as in Fig. 1.4.

Since the job of the CDR is to align two phases, then a Phase Detector must
always be present in it. As a particular study-case, we will now analyze the
Alexander Phase Detector, one of the most commonly used Phase Detectors in
High-Speed Interfaces. In order to extract phase informations, a transition in
the data is needed: only when a transition occurs, the Phase Detector can take
a decision (Fig. 1.7).

data
Data Activity enable
Detection
clk
data
Direction N
N Decision
clk

Figure 1.7: Generic scheme of a Phase Detector with Data Activity Detection.

The easiest and most common way to implement a Data Activity Detector
is shown in Fig. 1.8: the data are fed into a sampler chain and two consecutive
bits are sampled (act[n — 1] and act[n]); if the two are different, than a transition
has occurred and the enable signal goes high.

Once the direction decision block has been enabled, the edge sample enters
in the picture. All possible cases when the enable signal is high are reported
in Fig. 1.9: dir[n] is the edge sample, which is sampled at the falling edge of
the clock, thus in anti-phase with the data. If the data transition occurs after
the clock falling edge, then it means that the data have been sampled too early,
therefore the decision will be to delay the next sampling point (updw = +1). If
the data transition occurs before the clock falling edge, then it means that the
data have been sampled too late, therefore the decision will be to anticipate the
next sampling point (updw = —1).

The most straightforward way to implement the Direction Decision and
to integrate it with the Data Transition Detection is shown in Fig. 1.10. The
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Figure 1.8: Architecture of a data activity detector as implemented in an

Alexander Phase Detector with full-rate clock.
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act[n-1] dir[n] act[n]
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clk

time

time

Data transition before
clk falling edge
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Figure 1.9: All possible cases of direction decisions when a data transition has
been detected in an Alexander Phase Detector with full-rate clock.
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sampler that works on the rising edge of the clock in the direction decision is
necessary to make sure that the output dir[n] is the sample of data associated
with the falling edge of clock that occurred before the n-th rising edge of clock.

act[n]
D.?t.a enable[n]

Activity activity

Detection | _ Logle

: ~, updw[n]
data ! Sampler Sampler : Cx/r

| o f tact[n-1]

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Decision

clk Logic  [dir[n]

— -
Sampler Sampler dir[n]

Figure 1.10: Block scheme of an Alexander Phase Detector, including both Data
Activity Detection and Direction Decision circuitry.

The Alexander Phase Detector is a so-called Bang — Bang phase detector, by
this meaning that it will take a direction decision every time it recognizes that a
data transition has occurred. In a Bang-Bang phase detector, a stable operating
point is when the system is in a limit cycle at the highest possible frequency,
so when the Bang-Bang output (updw|n] in Fig. 1.10) swaps between -1 and 1
every clock cycle. In a CDR, the above limit cycle can thus occur only when
the sampled data, act[n], swaps between 0 and 1 every clock cycle, hence the
loop can correct for a phase error every clock cycle and the edge sample, dir[n],
swaps between the value of sct[n] and act[n — 1] every clock cycle.

Three are the most common solutions used in high speed links to embed the
CDR in the transceiver: oscillator-based recovery, phase interpolator-based recovery
and forwarded clock architecture [20].
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1.3.2.2 Oscillator-Based Recovery

Fig.1.11 shows the scheme of a serial link with controlled oscillator(CO)-based
clock recovery circuitry. This architecture falls under the asynchronous class, as
the clock is generated thanks to a crystal reference and a PLL at the transmitter
and then used for the data transmission timing. After the transmission, at the
receiver side the Clock and Data Recovery (CDR) circuit reconstructs the clock
from the timing of the received data by means of controlling a VCO (Voltage
CO), both in frequency and phase, so to align the sampling clock with the data

stream.

Reference
Clock Gen.

PLL

| XCO
Clock

Distribution

e

Figure 1.11: Scheme of a serial link with controlled oscillator-based clock re-
covery circuitry [20].

1.3.2.3 Phase Interpolator-Based Recovery

Fig.1.12 shows the architecture of a serial link with CDR based on phase in-
terpolator. In this circuit, two clocks with nominally identical frequencies are
generated at the transmitter and at the receiver thanks to two crystal refer-
ences, which might differ inside the boundaries defined by their quality speci-
fications, expressed in Parts Per Million (PPM). This means that this circuit falls
under the category of plesiochronous systems. The CDR circuit at the receiver
aligns the phase of the clock locally generated via a crystal and a PLL with the
incoming data stream so to set an optimal sampling point. There are two main
ways to do this, with a Delay Locked Loop (DLL) and with a clock divider and
a Phase Interpolator (PI).

The DLL is an inverter chain that generates different delays with a sepa-
ration step defined by the number of inverters inserted in the chain. If the
separation step is fine enough, then one of the phases extracted from the DLL
can be directly used to be the sampling clock.

In the second solution, the clock coming out from the PLL enters a clock
divider, that outputs a clock with four different phases (0°, 90°, 180° and 270°,
the so-called I-Q phases). These four phases then enter a PI, that works as a
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weighted summer between two of the four input phases [21]-[22], so that the
clock at its output will have a phase somewhere in between these two.

This is done by means of a Delay Locked Loop (DLL) and a Phase Interpo-
lator (PI). The DLL is an inverter chain that generates different delays with a
separation step defined by the number of inverters inserted in the chain. Usu-
ally, four quadrature phases are extracted from the DLL, and then the PI in-
terpolates among these four to obtain the correct phase to be applied to the

d

Reference

Clock Gen.
PLL
Clock
Reference Distribution
Clock Gen. ‘
: DLL
PLL
[T T T
l Pl
Clock

Distribution [
> (] Daa b CDR

Figure 1.12: Scheme of a serial link with phase interpolator-based clock recov-
ery circuitry [20].

1.3.2.4 Forwarded Clock Architecture

Fig.1.13 shows the scheme of a serial link with forwarded clock. In all previ-
ously analyzed schemes, the data was the only information transmitted to the
receiver, whereas in this case both data and clock are sent over the channel.
The clock is generated at the transmitter thanks to a crystal reference and a
PLL, then sent with a different driver to the receiver along with the data. At
the receiver side, the CDR then aligns the phase of the local clock with the
incoming data stream, but with respect to the system described in Fig. 1.12
the difference is that the local clock is not generated by a crystal and a PLL,
but it’s the forwarded one. This circuit falls under the mesochronous systems
category, but it’s extremely impractical to be used at high data rates mostly be-
cause matched clock and data latency is not achievable. This in turn brings to
a degradation of the CDR bandwidth, the highest jitter frequency the CDR can
track. Moreover, using a different driver to transmit the clock requires more
area and power, making this approach not so appealing.
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Figure 1.13: Scheme of a serial link with forwarded clock architecture [20].
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1.3.3 Noise and Interference Sources in Serial Links

Fig.1.14 shows the cross-section of a complete backplane link and all elements
that can bring interference and noise into the system. We have already intro-
duced the bandwidth limitations given by the channel characteristics, but there
is much more than that. A first rough distinction can be made dividing all dis-
turbances into noise and dispersion characteristic of the link.

Chip package
{crosstalk)\ Package via

(reflections)

Line card trace
(dispersion) On-chip termination
(reflections)

Backplane connector

Backplane trace crosstalk]
(dispersion) ¢ } \

Line card vla/
(reflections)

1
\ Backplane via

(major reflections)

Figure 1.14: The cross-section of a complete backplane link, in which all ele-
ments of possible disturbances (reflections, crosstalk and dispersions) are high-
lighted [16].

1.3.3.1 Noise Disturbances

Noise sources can be roughly divided in two main category, crosstalk and ran-
dom signal fluctuations. Crosstalk is a mechanism of coupling between two neigh-
boring lines that can occur both via capacitance and mutual inductance, as can
be seen in Fig. 1.15. In crosstalk two parts can always be identified, an aggres-
sor and a victim. Depending on the position of these two, we refer to Far-End
Crosstalk (FEXT) or Near-End Crosstalk (NEXT). The latter is the most danger-
ous one, because the aggressor is on the same chip as the victim and near to
it, therefore it is a direct coupling mechanism. In FEXT, the energy of the ag-
gressor travels along the channel and then couples at the receiver’s side with
the victim, being therefore already attenuated by the medium. Random signal
fluctuations is always present in the system due to thermal and shot noise of
active and passive devices and results in timing deviations of the signals, caus-
ing crossing edges to be anticipated or postponed. These deviations fall under
the definition of jitter, which we will often talk about in the following.

1.3.3.2 Dispersion of the Transmission Medium

In this subsection we will analyze the dispersion and loss mechanisms inherent
to the transmission medium, namely skin effect, dielectric loss and impedance
mismatch and discontinuities.

Skin effect is a form of channel insertion loss, given by the fact that at high
frequencies the effective cross-section of the wire in which the current flows
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—

i

NEXT Victim
Figure 1.15: Two different crosstalk mechanisms, Near-End Crosstalk (NEXT)
and Far-End Crosstalk (FEXT) [18].

reduces and therefore current is flowing just in the proximity of the surface.
This effect can be modeled into a frequency dependence of the impedance per
unit length of the channel that reads as

R(f) =Ro++f- (1+))Rs (1.1)

where Ry is the channel DC loss per unit length and Rg is a skin effect con-
stant. The dependence upon /f means that the skin effect causes a loss of
10dB/decade.

Dielectric loss is given by the absorption of energy by the dielectric medium
from the traveling wave, which is in turn transformed into heat. This effect can
be summarized into an imaginary part of the permittivity € of the dielectric
medium that reads

e(f)=€ (f)—je (f) (1.2)

where j is the imaginary unit. Eq. 1.3 can be rewritten in the form of an admit-
tance to ground as

Y, (w) = jwC + wC tan (J) (1.3)

where C is the transmission line’s capacitance at low frequencies and J is the
loss angle. The dielectric loss results in a loss dependence of 20 dB/decade at
high frequencies, where Y| (w) gets high.

The third loss mechanism to analyze is impedance mismatch and discon-
tinuities. Packaging, sockets, connection to ac-coupling capacitors, PCB vias
and connectors of different nature all introduce discontinuities in the channel’s
impedance [23], that in turn generate signal reflections that show up as notches
in the pulse response of the system. Another effect of impedance mismatch is
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mode conversion [24]: part of the energy of a differential signal is transformed
into a common mode component, that in turn may cause reflections.

In a generic channel, all these effects are coupled together and show up in
the pulse response of the channel. In order to identify which loss mechanism
is the dominant one in a channel, one might look either at the magnitude of
the transfer function (also called Sj1) or at the pulse response of the system,
since they are strictly related to each other: both these metrics are shown in
Fig.1.16. To better understand these pictures, we have to introduce the concept
of InterSymbol Interference (from now on, ISI). ISI is a form of distortion of
a transmitted bit in which one bit interferes with the subsequent and/or the
previous ones. The amount of ISI of a channel can be derived by looking at
its pulse response (Fig. 1.16 (b)): all residuals in the Uls before and after the
one at which the pulse is transmitted interfere with the following bits. All
residuals in the Uls before the current bit are called pre-cursors, all the ones
after the current bit are called post-cursors. The current bit is often referred to
as main-cursor. 1Sl is the reason why usually defining just the loss at a certain
frequency is not enough in order to decide for an equalization strategy, and
this can be better understood by looking at Fig. 1.16: in fact, all Sy; shown
in the figure present a loss of 25dB at half the transmission frequency (the so
called Nyquist frequency), but the rest of the spectrum may vary very much
from one interference mechanism to the other. In Fig. 1.16 b), the normalized
pulse response (i.e. a pulse response scaled so that the absolute sum of all pre-,
post- and main-cursors is 1) of the Sy is shown.
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Figure 1.16: On the left, Sp1 (magnitude of the transfer function) versus nor-
malized frequency (ﬁ, where f;; is the transmission frequency). On the right,
normalized pulse response (i.e. the pulse response is scaled so that the abso-
lute sum of all pre-, post- and main-cursors is 1) of the channel versus time,
normalized in UI (1 Ul equals to one bit period, thus 1UI:J%). Both graphs
are shown for three different channels, one dominated by skin effect, one by
dielectric loss and one by impedance discontinuities.
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1.3.4 Equalization

As mentioned in the previous section, especially when moving towards ex-
tremely high data rates, the transmitting medium can completely kill the ability
of a transceiver to establish even a Non-Return-to-Zero (NRZ) communication.
What the designer can do is to foresee such detrimental effect of the channel
and to compensate for it: this compensation is what in the literature is called
equalization [25]- [26]. The main idea behind equalization is shown in Fig.
1.17: the "non-flatness" in the transfer function of the transmitting medium are
compensated for by means of an inverse transfer function. Assuming the non-
ideality in the transfer function to be proportional to the frequency (i.e., given
by skin effect or dielectric loss), it is identical to apply the correction either at
the transmitter or at the receiver. If the behavior of the non-ideality versus fre-
quency is not merely proportional, but with various notches (i.e. coming from
impedance discontinuities), then it’s possible to correct for it either via digital
techniques (e.g., with a Finite Impulse Response filter) or with non-linear ones
(e.g., Decision Feedback Equalization). In the following subsections we will
analyze the most used equalization techniques that can be found nowadays in
serial links and are listed in Fig. 1.18.

|G| leglti]
; X
# > /4 =
Transmitter Receiver ! i Equalizer
Output Input : : : Output
f : sy
b f ho b
Channel Linear Equalizer

Figure 1.17: Transfer function of the channel, G(f) and inverse transfer func-
tion, G~1(f), applied as an equalization technique, along with the eye diagram
at the output of the transmitter, at the input of the receiver and after equaliza-
tion [26].

Channel Receiver

GILE| & DFE

Figure 1.18: General structure of a serial link in which the most common equal-
ization techniques have been highlighted [26].

1.3.4.1 Feed-Forward Equalization

Equalization at the transmitter is done via preconditioning of the signal be-
fore setting the voltage level at the input of the channel. In order to do so,
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one has two possible choices: amplifying the high-frequency components (pre-
emphasis) or reducing the low-frequency ones (de-emphasis), since the wanted
effect is anyway the one of a high-pass filter to counteract the low-pass char-
acteristics of the channel. This can be easily done by multiplying delayed ver-
sions of the bit stream to be transmitted (the so called taps) by weighted coeffi-
cients. Delayed data can be easily created since the clocking circuitry is always
present at transmitter side. This approach is sketched in Fig. 1.19 and will be
vastly analyzed in the following chapters.

TX »
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Figure 1.19: Conceptual scheme of a feed-forward equalization with one pre-
cursor tap, the main tap and # taps, created via a flip-flop register chain [16].

As can be understood, this approach can be applied both at transmitter and
at receiver side [27]-[28]-[29]- [30]. Anyway, usually such FIR filter is imple-
mented at transmitter side (FFE) because at this point of the transmission chain
the system is still working with digital bits, 1" or '0’, coming directly from the
digital encoding and thus easy to create delayed versions of just with a sim-
ple register chain, while the multiplication by suitable coefficients is realized
by means of switching circuits. On the other hand using this approach at the
receiver would imply working with analog signals. To avoid this, one could
replace the first sampler at the receiver side with a very fast ADC, so to digi-
tize the signal and then apply FFE [31], [32], [33]. As shown in the Fig. 1.19, all
taps are summed together at the output of the transmitter, just before entering
the channel.

1.3.4.2 Continuous Time Linear Equalization

Continuous Time Linear Equalization (CTLE) is a linear technique that is im-
plemented in the Analog Front-End (AFE) of the receiver. Fig. 1.20 show a
typical implementation of this concept and explains what'’s its aim and how it
is achieved. The goal of using CTLE is to compensate for the low-pass char-
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acteristics of the channel by introducing a zero at a frequency slightly smaller
than the data rate. This is usually obtained with a source-degenerated differen-
tial pair, which has a high-pass filter behavior if the zero frequency is designed
to be much lower than the dominant pole, which should be the one given by
the output parasitics capacitance Cp. This technique works equally well both
for pre-cursors and post-cursors, since it directly acts on the transfer function
of the system.
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Figure 1.20: Source-degenerated differential pair used as CTLE: a) circuit im-
plementation and b) transfer characteristic, both in its asymptotic approxima-
tion (dashed line) and its real version (full line) [34].

The main problem of CTLE is that with a single-stage implementation as the
one shown in Fig. 1.20 a) is hard to obtain a high peaking gain. If one wants
to have high-gain it should use multi-stage architectures, as many cascaded
source-degenerated differential pair, but then it becomes extremely difficult to
tune all parasitic poles present in such a structure over broad PVT variation
ranges typical of the automotive environment. For this reason, CTLE normally
acts together with other equalization schemes and is used as a mean of facili-
tating the work of other equalization techniques (e.g., DFE).

1.3.4.3 Decision Feedback Equalization

Decision Feedback Equalization (DFE) is a non-linear technique that is applied
at the receiver side, usually after a CTLE stage. The idea behind DFE is to di-
rectly address Inter-Symbol Interference acting on the incoming analog voltage
levels based on the already-detected bits, as shown in Fig. 5.1. The last sentence
implies that it’s not possible to address any pre-cursor ISI, and therefore DFE
is normally used in collaboration with FFE or/and CTLE.

The biggest advantage of DFE is that, contrarily to FFE and CTLE, it does
not amplify high-frequency noise, since it works on previously sampled digital
bits: for this reason, over the last years researcher started to heavily prefer DFE
to FFE. It can be understood also that this equalization technique is particu-
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larly effective when it comes to equalize for impedance discontinuities, which
as we have seen manifest themselves as notches in the Sy curve, as it precisely
counteracts for ISI and it is thus able to correct those notches [35]. On the con-
trary, the main drawback of this equalization technique is error propagation: if
the noise at the input of the slicer is so big that a wrong detection occurs, this
wrong decision affects in a detrimental way the equalization of the following
bits, until a stream of correct bits are recognized and the error is pipe-cleaned
out of the shift register composed by N latches for an N-tap DFE. So, while DFE
is generally useful to decrease the Bit Error Rate (BER), from time to time it may
occur that bursts of errors appear and need to be corrected. For this reason, it
is quite common to use forward error correction codes (e.g., Reed-Solomon) in
addition to it, to correct for these error bursts.

Another issue in implementing DFE is the stringent timing constraints that
it imposes: in fact, the feedback loop corresponding to the first tap has to come
in one bit period. While this might not be an issue while transmitting at low
data rates, it means that for a receiver that works at 10Gbps the time for clos-
ing the feedback loop is 100ps. In order to address this problem, a variety of
techniques have been used: the most common solution is to mix decision look-
ahead schemes (the so called loop unrolling techniques) with half rate ones, to
increase even by four times the time for closing the feedback loop, see Fig. 1.22.

Slicer/
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N Data
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Figure 1.21: Conceptual scheme of a receiver with an N-tap DFE [26]. High-
lighted in red there is the critical path whose timing has to be guaranteed at
very high data rates.
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Figure 1.22: Conceptual scheme of a half-rate receiver featuring 5-tap DFE with
a 1-tap loop unrolling [26]. The critical path, shown in red, is now two times
longer than the one of Fig. 5.1. In the bottom branch of the receiver there is
the so called eye monitoring, which checks the effective improvement of the eye
diagram after DFE is applied.
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1.4 High Speed Serial Interfaces in the Automotive
Environment

Nowadays, pervasive and smart electronics is present in every aspect of our
life, by this meaning that the environment in which we are living is capable
to react appropriately in case of foreseeable events thanks to the presence of
sensors and actuators. Vehicles have followed this same path, driven by de-
velopment of actuators, control and monitoring systems for different applica-
tions inside the car, ranging from Safety and Infotainment to Drive Assistance,
Power-train and Comfort, as briefly summarized in Fig. 1.23.
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Figure 1.23: Partial summary of electronic-aided functions that can be found in
a car nowadays.

The increase of electronics in automotive environment seems unavoidable,
and the market to be shared is very likely to continue to grow in the next
decades [36]- [37]- [38], especially with the advent of Advanced Driver Assis-
tance Systems (ADAS) and autonomous driving in the upcoming years, not to
mention the already ongoing explosion of the infotainment sector. The amount
of functions to be performed in vehicles is increasing everyday, thus also the
number of Electronic Control Units (ECUs) present in a car is going to further
raise. Increasing the number of computational nodes implies increasing the
network connection among these nodes, therefore increasing the amount of
data to be exchanged and thus strongly enhancing the current data transmis-
sion rate.

Nowadays, the most diffused communication standards inside the vehicles
are Controller Area Network (CAN), Local Interconnect Network (LIN) and
Flexray, but all these standards range from few kb/s to 10Mb/s. It is clear that
the applications cited above require much higher data-rate, and the adoption
of 1Gbps Ethernet as a standard for automotive goes exactly in this direction
and demonstrates a trend that is going to be confirmed in the next years. In
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Table 1.1: Requirements of automotive electronics [40].

Parameter Consumer Automotive
Temperature 0°C -40°C -40°C -175°C
Voltage 3.3V 80V
Operation Time 1-3 years up to 25 years
Humidity Low 0% to 100%
Tolerated Field Failure Rate <1000ppm  Target: zero failure
ESD 4-8kV 8-15kV

fact, as shown in Fig. 1.24, the increase in data transmission rate in automotive
environment follows the one in consumer electronics, but with 10-15 years of
delay. So it’s quite fair to assume that in few years having serial connections at
10Gbps will be the state-of-the-art for automotive.
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Figure 1.24: Overview of data rates over the last decades for both consumer
and automotive electronics [39]. From the graph it can be seen that automotive
electronics follows the improvement of the consumer market, but lags behind
it by 10-15 years.

Nevertheless, a direct technology transfer from consumer to automotive
environment is not possible, due to the serious challenges that the harsh auto-
motive standards pose to the circuit designers, especially to HSSI designers. In
fact, requirements in automotive environment are much more stringent than
for consumer applications, as summarized in Tab. 1.1.

The requirements that pose the highest challenge to the HSSI designer are
for sure the extremely broad temperature range, in which very shrunk devices
may see their threshold voltage Vr vary even by 200mV, and ESD protection,
which works as a low-pass filter for the transmitter output and receiver input
and may therefore be a killing aspect. From what we have stated above, it
appears quite clear that designing HSSIs in an automotive environment is a
path full of obstacles, even more than in the other markets.
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1.5 Motivation of the Work and Thesis Organiza-
tion

From this introduction, it appears clear that there is a strong interest surround-
ing the world of high speed serial interfaces, both in the academic and indus-
trial world. At the same time, it is pretty understandable that the automotive
sector lags some years behind the consumer market, especially due to the strin-
gent safety requirements and the extremely harsh environment in which the
link must be able to correctly operate. Thus, the main goal of this work is to
bridge the gap between the consumer electronic and the automotive electronic
unit world, understanding which techniques are suitable for our work condi-
tions among the ones that are already well established in the academic world
and translating and improving these solutions to possibly make them more
stable and less power consuming. This goal implies a deep understanding of
a serial link both at system and transistor level, and the development of this
thesis will follow this idea. After this introduction, the thesis is divided into
chapters, which will be here briefly presented:

o Chapter 2 focuses on the system level design of the transmitter, creating
a procedure to assess the equalization strategy at the transmitter side and
defining its main parameters by evaluating performance metrics as pulse
response and eye diagram;

o Chapter 3 is centered around the transistor level design of the transmit-
ter. Here design choices stemming from literature will be analyzed, jus-
tified and explained. The design of a 10Gbps transmitter will be detailed
along with the results deriving from schematic and post-layout simula-
tions. After this, a schematic analysis of the effect of parasitic inductance
on FFE will be carried out.

o Chapter 4 talks about the experimental characterization of the transmitter
above, showing the results of the measurements of the first test-chip and
demonstrating the improvements in BER obtained thanks to FFE.

o Chapter 5 deepens on the system and transistor level analysis of the re-
ceiver. Here an extensive review of the existing literature will go by with
a complete Simulink representation of a half rate receiver with DFE and
loop unrolling, so to guide the design choices. Along with this, our CDR
implementation will be presented. The transistor level design will be
confirmed with post-layout simulations of single receiver blocks (CDR,
DFE+CTLE) and schematic simulations of the whole 10Gbps system in-
cluding transmitter and receiver. Finally, mixed-signal simulation will
help to verify the correctness of the CDR and its algorithm.

o Chapter 6 regards the characterization of the receiver, showing the results
of the measurements performed in the lab on the second test-chip.

o Chapter 7 wraps up all work done so far, presenting the results of the
whole transceiver and illustrating all possible equalization and CDR so-
lutions implemented in our design.
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e Finally, an appendix about Electromagnetic Interference (EMI) in High-
Speed Serial Interfaces, topic analyzed in the first months of work, will
be added in the final version of the thesis.






Chapter 2

System Level Design of the
Transmitter

This chapter will focus on the system level design of the transmitter, creat-
ing a procedure to assess the equalization strategy at the transmitter side and
defining its main parameters by evaluating performance metrics as pulse re-
sponse and eye diagram.

In the introduction, we have talked about the rise of high-speed links and
their increase in speed over the last years. Since the baud rates at which these
links work today are extremely high, inter-symbol interference (ISI) has be-
come the most limiting factor [41]. In order to mitigate ISI, the most effec-
tive solution is channel equalization [26]. We have seen that equalization can
be done either at the transmitter side just before the channel (and it is called
Feed-Forward Equalization, FFE) or at the receiver (for example in the form of
Decision-Feedback Equalization, DFE). In this chapter we will focus on the sys-
tem level design of the transmitter: our goal is to create a procedure to analyze
the amount of equalization needed at the transmitter side depending on the
channel, calculate the weights for such equalization scheme and assessing the
impact of tap quantization in a real-world scenario. After this, the correctness
of the applied FFE will be evaluated by checking the pulse response and some
eye diagram parameters, such as eye height and eye width.

Fig. 2.1 shows the general structure of a transmitter with feed-forward
equalization: delayed versions of the bit stream are fed to drivers with dif-
ferent strengths, thus implementing an FIR filter.

27
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2.1 Choice of the Driver Topology

There are two possible ways to implement a high-speed driver: using a current-
mode driver (Fig. 2.2(a)) or a current-mode driver (Fig. 2.2(b)). Each of the two
implementations presents advantages and drawbacks. Current-mode drivers
support higher data rates than voltage mode ones and have a low susceptibil-
ity to power supply noise, but they consume four times more power than the
voltage-mode ones for the same output swing when a differential termination
is used.

In order to demonstrate the last sentence, we will assume that the MOSFETs
in Fig. 2.2 have an output resistance 7, = Zy, where Zy is the characteristic

>
I*
L

Figure 2.1: General scheme of a serial link implementing FFE using driver
slices.

Vout

(@) (b)

Figure 2.2: (a) Differential current mode driver and (b) differential voltage
mode driver topologies.
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impedance of the channel (usually 500hms). An alternative to this assump-
tion (which would in fact imply using very small MOSFETs for the driver) is to
insert a termination resistance Ry, = Zg between the MOSFETSs and the chan-
nel and using MOSFETs big enough so that their resistance can be assumed to
be negligible when they are on. If one of this two assumptions is met, when
using a differential termination 2R = 2Z, for a current-mode driver one finds
a differential output voltage that reads

Vdiff,out = Vout — Vout
270 270
= I5(Zp||13Z0)=—= — Is(Zy||3Zp) =—=
s(Zol[3 0)320 s(Zo|[3 0)320
= Is-Z

from which it follows that the power dissipation for a current-mode driver is

2Vpp Vyi
Pp = Vpp - Is = DDZdsz,out @.1)
0
whereas under the same hypothesis for a voltage-mode driver one finds
I _ Vop
DD 17,
V]
Vaiffout = %
(2.2)
from which it follows that the power dissipation is
Voo Vi
Pp = IppVpp = —2diffeut (2.3)
27

Thus, from Egs. 2.1,2.3 it follows that in order to achieve the same output
voltage swing Vy;sf o, @ current-mode driver consumes four times more power
then a voltage-mode one [15].

2.2 Driver Architecture

For the transmitter, a voltage mode architecture has been chosen in our project,
because it consumes less power than a current mode for the same output swing,
as stated in the previous section. Fig. 2.3 shows the general structure of a
voltage-mode differential driver: two inverters are driven by bit b; and to pro-
duce a differential voltage v,. If the MOSFETs are large enough to have a neg-
ligible voltage drop when on, therefore negligible resistance, then impedance
matching is implemented via the resistances Rp,.

Fig. 2.3 is also the starting point to explain the basic principle of FFE applied
to voltage mode drivers. A single driver can be split into many slices, and
the same bit b; of the serial data input can drive many of these slices, i.e. the
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different drivers in Fig. 2.1 are each formed by many slices with the schematics
of Fig. 2.3. This can be better understood in Fig. 2.4. The index i of a bit
indicates the position in the bit stream.

When dividing the driver into slices, one must still guarantee impedance
matching. In fact, when FFE is not implemented, only one slice might be used,
and its output resistance should match Ry=500). If more slices are used, it has
to be considered that the total resistance of all the slices in parallel should be
500}, leading therefore to bigger values for Rp, of each slice. This results in the
following equation

1 1
3 (E) — (2.4)

Under this assumption, one can find a closed-form expression for the out-
put voltage v, starting from an equivalent circuit for the half-driver as depicted
in Fig. 2.5. In fact, it holds that

1/ Yrri =
Ueqg = Evi< K Roy )
i
i

; Rpi+1/ Yk R%k

1
<1+RDiZk7éiRLDk>

i

0
;v (1+RDi (ZkR%k - 1%)
2.5)

from where, recalling Eq. 2.4 one gets

Figure 2.3: General scheme of a voltage-mode transmitter.
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Figure 2.4: Example of FFE implementation using slices (with schematics as in
Fig. 2.3) put in parallel.
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Figure 2.5: Thevenin equivalent for a half driver.
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Figure 2.6: Thevenin equivalent for the whole driver with differential termina-
tion.
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R
Oeq = ZUiR 0‘ (2.6)
i Di

Considering that v; can only be Vpp or 0 depending on the value of b; (1 or
0) and on the connection with the driver, Eq. 2.6 can be rewritten as

_ Voo |, Vbp, \ Ro
Veg =Y (2 + 2b1> R0 (2.7)

i
which holds true for both v, and v.q,s just by swapping the =+ sign in front of

the b; term, since when v, is 1 veg,r is 0 and vice-versa. Finally, one can write
a close expression for vy that reads

Ueq,] — Ueg,
v = ——— 5 i
i Di
55 n; 4 4
= ;(M) -bj - sgn (2.8)

where (see Fig. 2.4) n; is the number of slides connected to the bit b;, M is the
number of total slices and sgn; is the sign of b; (i.e. putting b; at the left or right
part of Fig. 2.3 making the driver inverting or non-inverting). For the b;, ‘1’
corresponds to b; =1 and ‘0" means b; =-1.

Eq. 2.8 can be rewritten as

0[] = 22 Y (awy bi[j]) = 2P Y (wi-datalj i) (@9)
1 1
where j indicates a bit period and w; is the strength of the slices connected to
the i-th bit normalized to the full driver strength. From now on, we will refer
to w; as to the “weight” for the i-th tap. From Eq. 2.9 we see that the structure
realizes an FIR filter, which implements a convolution between the bit stream
(data [j]) and the tap vector w;.

It should be noted that in order to obtain fine impedance tuning and com-
pensate PVT (Process, Voltage and Temperature) variations, one does not strictly
follow Eq. 2.4: the driver (divided in slices) is sized to obtain a resistance much
larger than 50(); then many replicas of the structure are duplicated and the
number of such replicas put in parallel is adjusted to match the 5002 target [42].
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2.3 Choice of the Equalization Taps

In this paragraph, we will cover the basic steps that are required to determine
the weights w; for FFE. The approach that we follow in our equalization pro-
cess is the zero-forcing method [43]. Here the discussion will be at a tutorial
level to bridge the gap between the theory in [43] and the actual hardware im-
plementation (Figs. 2.3, 2.4). The goal is to minimize the distance between the
desired response of the transmitter+channel (i.e. a signal without ISI) and that
actually received; this is done via a Least Squares Minimization problem that
reads

min ||zpgs — Hepwzre||* (2.10)
WZFE

where wzpg is the weights vector [wy, w1, ..., w;,...wN]| to be determined
by the minimization problem and zpgs is the desired output response. In
other words, if we consider a bit stream ‘10000’, the transmitter will gener-
ate a sequence of pulses of height [wp, w1, ..., w;, ... wy]|, each one stimulating
the channel. We want to set w; in such a way that the receiver samples the
original sequence “10000” without ISI, meaning that zpgs = [1,0,0,...,0.]. Hcy
is a matrix that rearranges the channel pulse response (/) in order to transform
the convolution with the different pulses of height w; into a matrix product.
For example, if the channel pulse response is not null only for the first three
samples and we decide to equalize with 5 post-cursor taps, then we have

hh 0 0 0 0
W hg 0O 0 0
HCH: hz hl h() 0 0
0 hy hy hy O
0 0 h h h

If one wants to include also pre-cursor taps in the weights vector to be
found, some slight changes have to be performed on both zprs and Hcp.
In fact, if one pre-cursor tap is to be considered, then zprg becomes zprg =
[0,1,0,...,0], whereas Hcp, in a case where the channel pulse response is not
null only for one pre-cursor tap and the first three post-cursor taps with one
pre-cursor and five post-cursor taps of equalization, is

(2.11)

h, 0 0 0 0
hy h.y O 0 0
Heo—|Mm o hep 00
CH=\'hy by ho hy O
0 hy h hy h_,
0 0 hy h hy hq

This approach can be extended to the number of pre-cursor and post-cursor
equalization taps needed. The solution of the minimization problem intro-
duced by Eq. 2.10 requires extracting the channel pulse response. In order to do
this, the simulation setup shown in Fig. 2.7 is used. This setup is implemented
in Ansys Electronic Desktop [44] and consists of a differential link with a pulse
generator (with ideally steep rise and fall times) and an S-parameter block.
This block changes from system to system and represents all the elements that
compose the system after the transmitter.

(2.12)

SO O oo
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The solution of the Eq. 2.10 reads

-1
WzFE = (HEH-HCH> -HLy  zpEs (2.13)

which is the well-known solution for the LS objective function of Eq. 2.10. The
effect of a correct choice of equalization tap weights is sketched in Fig. 2.8.

CHANNEL\
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Port1 Port2

Name=out_p R2554
@ V2623 —T

Port1 Port2 R2555

- v

T o
CHANNEL Name=oit.n

Figure 2.7: Setup implemented in Ansys Electronic Desktop in order to extract
the channel pulse response.
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Figure 2.8: Pulse response when no feed-forward equalization is applied (top)
and when ideal weights w; are applied (bottom).
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2.4 Example with Realistic Channels

In this section, as an example, we analyze two different systems, which we will
refer as “BGA system” and “Leadframe system”. The Ball Grid Array (BGA)
system is composed by a via, approximately 5 mm long, which connects the
transmitter output signal to the package output, a BGA package, a Printed Cir-
cuit Board (PCB) and a cable (10 cm long). At the receiver end, the impedance
is matched at 100Q) differential and the differential output is measured via volt-
age probes. The Leadframe System is similar to the BGA one, but instead of
a BGA package it uses a leadframe one. Figs. 2.9 and 2.10 show the Sy; of
both systems obtained via quasi-3D electromagnetic simulations with Ansys
SIWave [45]: Fig. 2.11 shows how a BGA package looks like when analyzed
with Ansys SIWave. As stated in the previous chapter, looking at S,; is a good
way to understand which interference mechanism is the dominant one in the
transmitting medium.

21, Setup 2 oo, A

-10.00 —

0.00

-20.00

-30.00 -

dB(S21)

-40.00 —

=000, 00 250 5,00 750 1000 1250 1500 1750  20.00

Frequency [GHz]

Figure 2.9: Sp; of the Leadframe system.

Once the optimal weights have been found with Eq. 2.13, another veri-
fication about the correctness of the w; is performed by simulating a structure
equivalent to the system composed by transmitter, package, board and channel
and evaluating the improvements obtained in the eye diagram. The software
used to this end is again Ansys Electronic Desktop [44]. Fig. 2.12 illustrates a
typical simulation setup: the only difference with respect to the structure pre-
sented in Fig. 2.7 is the use of a PRBS (Pseudo Random Bit Sequence) generator
instead of a pulse generator. The PRBS generator offers the possibility to adapt
its output based on equalization weights inserted by the user: in this case the
vector wzrg obtained with Eq. 2.13. The low and the high voltage levels have
been set to -450mV and 450 mV respectively, in order to analyze a mimic a pos-
sible scenario with a Vpp power domain of 900mV that directly supplies the
driver slices. Thermal noise typical of MOSFETs in the transmitter has not been
modeled and the channel is terminated with a 50 Ohm resistance.

One can evaluate how close the overall transmitter+channel response fits
the wanted zpgg by checking it against the product Hcy - wzrg (i.e. the overall
response of the FFE+channel). This is shown in Fig. 2.13, which compares the
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Figure 2.10: Sp; of the BGA system.
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Figure 2.11: Overview of a BGA516 package as imported in Ansys SIWave [45].
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effect that equalizations with different number of taps has on the overall pulse
response of the channel of Fig. 2.10. The weights used to obtain the curves
in Fig. 2.13 are reported in tab. 2.1 In this particular case (consistent with
the description above), only post-cursor taps were used, therefore the desired
impulse channel response would be a 1 followed by a number of zeros equal
to the post-cursor taps used. So, for a 4-taps equalization (main and three post-
cursors) the desired channel pulse response would be zpgs = [1,0,0,0]. As said
before, if pre-cursor taps are used, then the zprg elements are shifted to the
right by a number of places equal to the number of pre-cursor taps.

CHANNEL
— L
— Vv
Portt Port2 L
|~ Name=out_p R2554
@ - SR A SR
;m_») ID=2581 — 50
N ,_{ |?
Portd Port2 R2p52
= 50

1 J

‘ CHANNEL Name=out_n

Figure 2.12: Setup implemented in Ansys Electronic Desktop in order to extract
the obtain the eye diagram of the system. The only difference with respect to
the structure presented in Fig. 2.7 is the use of a PRBS (Pseudo Random Bit
Sequence) generator instead of a pulse generator.

Channel Pulse Response
1 T T T T T T

T T T B

/\‘ Pulse Response pre-FFE

. Pulse Response 2-post

> 0.81 Pulse Response 3-post |7
) Pulse Response 4-post

g 0.6- Pulse Response 5-post | |
= 7 Pulse Response 6-post

o

>

5 04 4
o

=

=]

O o0.2F e 4

WNA\_
2 hC1) hO) h@) h@)
| \ !

I L L h@) | hay I 1 I
208 21 212 214 216 218 22 222 224 226
Time [ns]

Figure 2.13: Response of channel of Fig. 2.9 operating at 10Gbps along with
responses after equalization for various numbers of taps, obtained with the
simulation setup of Fig. 2.7.

In order to confirm the validity of our simplified approach, in Figs. 2.14
and 2.15 two eye diagrams of the same system (at 2.5 Gbps) are shown. One
is obtained with a PRBS generator and the other one with a transistor level
model of the transmitter presented in [46], and their eye diagram parameters,
eye width, eye height and Signal-to-Noise Ratio, are very similar, provided
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Table 2.1: Tap weights for FFE for the curves reported in Fig. 2.13.

2-post 3-post 4-post 5-post  6-post
w(0) 0.8158 0.7885 0.7714 0.6374  0.577
w(l) -0.1842 -0.1849 -0.1795 -0.1545 -0.1526

w(2) 0.0266 0.0176  0.0101  0.0148
w(3) 0.0314 0.0622 0.0579
w(4) -0.1359 -0.1392
w(5) 0.0585
2.5 Gbps, 1 post, transistor level sseenpt e e A
300.00 ()

200.00

100.00

308,33p

-100.00

Output Voltage [mV]
o
o
o
|

-200.00

-300.00 | ] ‘ ‘ | ] |
0.00 125.00 250.00 375.00 500.00 625.00 750.00

Time [ps]

Figure 2.14: Eye diagram at 2.5 Gbps for the BGA System obtained with a tran-
sistor level simulation and one tap de-emphasis. The transmitter is described
in [46].
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Figure 2.15: Eye diagram at 2.5 Gbps for the BGA System obtained with a PRBS
generator and one tap de-emphasis.
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Figure 2.16: Eye diagram at 5 Gbps for the Leadframe System without Feed-
Forward Equalization.
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Figure 2.17: Eye diagram at 5 Gbps for the Leadframe System with six post-

cursor taps (main tap plus five post-cursors). The weights that generate this
eye are wp=0.8009, w;=0.0403, w,=-0.1018, w3=0.0395, w4=-0.0045, w5=-0.013.
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Figure 2.18: 15 Eye diagram at 10 Gbps for the Leadframe System without
Feed-Forward Equalization.
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Figure 2.19: Eye diagram at 10 Gbps for the Leadframe System with six post-

cursor taps (main tap plus five post-cursors). The weights that generate this eye

are wy=0.577, w1=-0.1526, w,=0.0148, w3= 0.0579, w4=-0.1392 and w5=0.0585.
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that the PRBS high and low levels are set to match the ones of the transistor
level implementation. The eye width is the width of the horizontal histogram
across the eye-crossing point, the eye height is the difference between high and
low levels at the sampling time in which this difference is maximum and the
Signal-to-Noise-Ratio is defined as difference between the average "1’ and "0’
levels divided by the sum of the standard deviations of the two levels at the
center of the eye [44].

Since the system level design is performed before actually designing the
transmitter at transistor level, in the following, for the 5 Gbps and the 10 Gbps
cases only the PRBS source is used: we can follow this procedure since we
have already proven the correctness of such a simulation approach In Figs.
2.14-2.15. Figs. 2.16, 2.17, 2.18 and 2.19 report the eye diagrams in such cases
with and without equalization. For the 5 Gbps case, the improvement due to
FFE is marginal, whereas to work at 10 Gbps with the Leadframe System, FFE
is mandatory. Note that, at given Vpp, the inclusion of FFE lowers the high
and low levels of the eye (e.g. 400mV vs. 300mV in Figs. 2.14 and 2.15): this
is because when FFE is implemented, some slices will be driven by bits having
opposite sign with respect to the main one, and this implies that the driver is
not working at full strength. More precisely, the high and low levels are now

shifted at :I:@ Y w;
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2.5 Effect of Tap Quantization

Eq. 2.13 provides optimum tap weights, but one must also think at a real world
implementation, which obviously implies quantizing these weights since each
bit will be connected to a finite number of slices. This problem is peculiar to the
voltage-mode transmitter divided in slices. In fact previous works already in-
troduced equalization implemented with sliced drivers, but mainly in current
mode logic [47]- [48], which makes equalization easier to implement with high
granularity. In fact, as shown also in Fig. 2.20, the granularity of the weights
is solely determined by the number of bits of the DAC controlling the current
sources [; of the taps.

VDD

R

il Y off e of
D4 Dy

Iy lo Iy

Figure 2.20: Architecture of a current mode transmitter with 2-taps FFE (one
pre-cursor and one post-cursor) as implemented in [49].

Here we analyze the effect of quantization with two different granularities,
8 and 16 levels (i.e. M=8 or M=16 as in Figure 2.4). These two different granu-
larities offer quantization steps of 0.125 and 0.0625 respectively. Figs. 2.21 and
2.22 show the effect of quantization on the operation at 10 Gbps of Leadframe
System when equalized with 6 post-cursor, which without quantization has
already been shown in Figure 2.19. With 16 slices we obtain eye parameters
very close to what is obtained from Eq. 2.13, whereas with 8 slices there is a
degradation of the eye.

If the transmission speed gets even higher, then a higher number of taps is
needed and the effect of quantization becomes more and more relevant. The
eye parameters with and without FFE and including different granularity in
the tap quantization are summarized in Figs. 2.23-2.26. We include in these fig-
ures also a hypothetical 15 Gbps situation that requires 9 taps for equalization
when considering the Leadframe System (7 for the BGA System). Obviously,
at this high speed, the main wall to climb would be the transistor level design
of some critical blocks in se, as we will see in the next chapter. In Figs. 2.23-
2.26 we see that FFE improves the eye height and width, although part of the
improvement is lost if a too coarse granularity is used for the w;.
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Figure 2.21: Eye diagram at 10 Gbps for the Leadframe System with 6-post

cursor taps and quantization step of %. The weights are wy=0.625, w;=-0.125,

wy=0, w3=0, w4=-0.125 and w5=0.125, which correspond to 5 slices connected

to bp while by, by and bs require one slice each.
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Figure 2.22: Eye diagram at 10 Gbps for the Leadframe System with 6-post cur-
sor taps and quantization step of 11_6' The weights are wy=0.5625, w;=-0.1875,
wy=0, w3=0.0625, w4=-0.125 and w5=0.0625, which correspond to 9 slices con-
nected to by, three connected to by, one slice connected to b3, one to bs and two
to b4.
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Eye Height vs Transmission Speed
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Figure 2.23: Eye height versus transmission speed for the Leadframe System
when not equalized, optimally equalized (Eq. 2.13) and when quantization (8
or 16 steps) is applied to w;.
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Eye Width vs Speed
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Figure 2.24: Same as for Fig. 2.23, but for the eye width.
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Figure 2.25: Same as for Fig. 2.23, but for the BGA system.
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Figure 2.26: Same as for Fig. 2.25, but for the eye width.
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Figure 2.27: General architecture of the transmitter. Despite the fact that single
data and clock line are shown in this picture, the architecture is fully differen-
tial and requires positive and negative versions of the clock and data signals.
data[j + 1] to data[j — 6] are made available by the shift-register on the left side;
the switch matrix is composed by 8x8 switches. We do not show explicitly the
8 slices of the driver that are hard-wired to the main tap but only the 8 that are
connected to the switch matrix. The vector of 16 differential slices is duplicated
K times to allow impedance tuning.

2.6 Architecture of the Transmitter

After the system level analysis performed in the previous sections, we can fi-
nally draw the architecture of the transmitter. The single blocks will be ana-
lyzed in detail in Chapter 3. The structure of the transmitter is sketched in Fig.
2.27. On the left, we see the shift-register that makes available to the driver
(right side of the picture) the delayed version of the serial data (data) to be
transmitted. We decided to have one pre-cursor tap because such a correction
will not be possible with DFE at the receiver and one more post-cursor tap with
respect to the analysis carried out in the previous chapter to prevent possible
effects deriving from PVT corners not foreseen by such analysis. The main
driver is composed by M=16 slices (whose structure is sketched in Fig. 2.28)
and the switch matrix sketched at the center of Fig. 2.27 determines how many
slices n; are connected to the i-th delayed version of data. A "sign" (sgn;) is
associated with each tap. Although not shown in Fig. 2.27, 8 slices over 16 are
hard-wired to the main tap (i=0) with positive sign. Since the driver (Fig. 2.28)
and all signals are differential, the selection of the sign is implemented by just
swapping the two lines composing the signal. The re-sampling stage in Fig.
2.27 realigns the various signals at the output of the switch matrix reducing
deterministic jitter.

All the slices are connected in parallel to the output signal. The block of 16
slices is replicated K times in order to allow impedance matching, by activating
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Figure 2.28: Scheme of the predriver and driver slices on the right of Fig. 2.27.
The predriver slice is composed by two inverters with progressive widths.
Each driver slice is supplied by the LDO output voltage (nominally,400 mV).
The channel features a 100 () differential resistance.

only k replicas. The resulting output impedance is thus Ryt = Rp/(M-k)
regardless of the transmitted signal and of the choice of the tap weights, where
(see Fig.2.28) Rp is the series impedance of a single slice.

Since we wanted to consume as less power as possible, we wanted to trans-
mit signals with low swing, so to minimize the power consumption over the
termination resistance. In order to do so, we have to reduce the supply that
feeds the driver slices via an LDO, but this implies that it’s almost impossi-
ble to use a conventional inverter structure as shown in Fig. 2.3, since there
is no voltage room to switch on the pMOSFET. For this reason, we have de-
cided to implement an NN slice as shown in Fig.2.28. We have selected the
single resistor implementation for the slices because it guarantees lower para-
sitic caps at the output of the slice [29]. Obviously also the series resistance of
the pull-up/pull-down devices are part of the impedance matching network,
but having sufficiently wide transistors guarantees that their resistance is small
compared to the big values of Rp. We set K=16 that is extremely helpful in
solving impedance mismatches originating from spread over technology cor-
ners. Once k is properly selected to achieve Royt = Zja1ne1, We have to rework
Eq. 2.9 since the slices are not directly supplied via Vpp anymore, so that the
differential output voltage at clock period j is now given by:

6
vlj] = VLZDO Y wj-datalj — i) (2.14)
i=1

where V] po is the output voltage of the LDO. Eq. 2.14 shows that the trans-
mitter with FFE behaves as a FIR filter with up to 8 taps (one pre-cursor, one
main and six post-cursors) with weights w; programmable in M=16 steps. It
thus generates 16 levels going from —V;pp/2 to Vipo/2.

A full-rate architecture has been chosen instead of half-rate [50]. The lat-
ter one requires either two replicas of the driver [29], [51] or interleave two
sequences at the input of a single driver [52].
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Fig. 2.29a shows an octave-transmitter without FFE where the driver has

been replicated eight times and each data stream at frequency i DAIA drives one

of the replicas [51]. This is clearly an extremization of the first optlon, focused
on power saving rather then on having an architecture feasible for a complex
FFE scheme. Fig. 2.29b presents the architecture of a half-rate transmitter with

one pre-cursor tap FFE where a 2:1 mux selects the data stream at frequency
fDATA

which drives the final predriver and driver stages [52]. This is the typical
Case for the second option where two half-rate data sequences are interleaved
at the input of a single driver.

a)
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REF Generator (PLL) | 7
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Calibration
1.75Gblis 28Gbis 56Gb/s
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b) 32 LAl 21 Ll predriver 5 D
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Figure 2.29: a) Architecture of an octave rate transmitter without FFE where the

driver has been replicated eight times and each data stream at frequency foara DATA

drives one of the replicas [51] and b) architecture of a half-rate transmitter w1th
one pre-cursor tap FFE where a 2:1 mux selects the data stream at frequency

foata PAT4 which drives the final predriver and driver stages [52].

In both cases, the flexibility in our choice of the weights w; would make
exceedingly complicate and inefficient the distributions of the delayed versions
of the input data. On the other hand, in a full-rate implementation, the flip-
flops must operate at 10 Gbps, which makes them more power hungry.



Chapter 3

Transistor Level Design of the
Transmitter

3.1 Introduction

In the previous chapter, we investigate how to implement FFE over channels
typical of automotive environment pointing out the effort of the tap number
and of tap quantization. Moreover, system equalization will be even more chal-
lenging when dealing with automotive standards that require a broad range of
temperature and supply voltage variations. Hence, suitable equalizers for au-
tomotive standards must be highly tunable systems that usually ask for more
area and power. At the end of the previous chapter we have then introduced
the architecture of the transmitter.

In this chapter we will describe the transistor level design of the transmitter
including its Feed-Forward Equalization, following the analysis carried out in
Chapter 2. Here design choices coming from literature study will be analyzed,
justified and explained, along with the results deriving from schematic and
post-layout simulations. The system has been designed at the transistor level
and then layouted using a 28 nm planar technology. After this, a schematic
analysis of the effect of parasitic inductance on FFE will be carried out.

3.2 Flip-Flops

Aswe have seen in Fig. 2.27, the main building blocks of the system are the flip-
flops (needed for the shift-register and for the re-sampling stage), the driver
slices, the LDO and the switch matrix.

51
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The schematic of flip-flops with a pseudo-differential architecture is re-
ported in Fig.3.1 and is a slight adaptation of [53], where the clock pass tran-
sistor has been substituted with a t-gate. The layout of the cell is reported in
Fig. 3.2a, whereas the waveforms in Fig.3.2b demonstrate that such circuit is
able to correctly operate with a 10 GHz clock with a Vpp as low as 750 mV
(the nominal supply voltage for the flip-flops is 1 V, but due to IR and L- %
drop and supply parasitics it may drop to values as low as 750 mV). In order
to contain the effect of IR and parasitic inductance drop, two different supply
domains have been used [29]: one for the LDO and the predriver (the driver is
under the LDO), the other for all the rest.
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Figure 3.1: Schematic of the pseudo-differential flip-flop used in the transmit-
ter.
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Figure 3.2: a) Layout of the pseudo-differential flip-flop of Fig. 3.1 and b) sim-
ulated post-layout transient operation for the same cell with a 10 GHz clock. In
this picture, waveforms of positive clock signal and both positive and negative
data for a supply of 950 mV are presented.
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3.3 Switch Matrix

Another critical part is the switch matrix. The inputs and the outputs of the
switch matrix require some buffering, which is implemented by the inverters
invA and invB in Fig. 3.3. invA is needed to lower the capacitive load seen
by the sign-selection circuit, whereas invB to lower the capacitive load seen by
the switch matrix. Moreover, by design, the signal delay in the critical path
going from the shift-register to the re-sampling stage needs to be lower than
the clock period. The breakdown of the delay of the single stages is reported
in Fig. 3.3 for the worst case scenario where the supply voltage has the lowest
values due to IR drop (750 mV) and considering supply parasitics (0.8 nH series
inductance and 0.8 () series resistance for both power supply domains and 0.2
nH and 0.2 Q) for ground connection). Fig. 3.4 shows the schematic of the core
switches of the switch matrix for one of the eight selectable driver slices, along
with invp. The core switch has been implemented as a tristate inverter for each
possible input signal to each selectable slice, since only one signal among the
eight available (pre-cursor, main and six post-cursor taps) will drive a slice, so
seven tristate inverters out of eight will be in high-impedance. For this reason,
the function of invp is particularly important to fasten the transition of the core
switch.

e Resampling
clock ‘ Switch Matrix Stage
Nt e |
tap |t S .
flop I%I L inv A invB, flop |
0.8ps 9.44ps mmm _______
B 76.64ps -

Figure 3.3: Critical data path between shift-register and re-sampling along with
the worst-case delay of the principal blocks. With respect to Fig. 2.27, the
switch matrix has been exploded into input buffer (invA), core switch and out-
put buffer (invB).
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Figure 3.4: Schematic of the switch matrix. On the left we see the eight enable
signals for the eight tristate inverters of which each core switch is composed.
The active tristate inverter among the eight, at the center of the picture, has to
load a very big output capacitance due to high-impedance connections of the
other seven. In order not to add to this node also the input parasitic capacitance
of the re-sampling stage, invg on the right side, has been inserted.
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34 LDO

Concerning the LDO that supplies the driver slices, a folded cascode architec-
ture has been selected, see Fig.3.5, since it is suitable for the low voltage supply
environment. The pass device (highlighted in red in Fig. 3.5) occupies most
of the layout area for LDO, being the total sum of all its fingers width 625um,
along with the eternal load capacitance of 15pF. The layout of the LDO is re-
ported in Fig. 3.6.
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Figure 3.5: Schematic of the LDO.

Figure 3.6: Layout of the LDO.

Fig. 3.7 illustrates the parameters we were more focused on when design-
ing the LDO, Power Supply Rejection Ratio (PSRR) and loop gain. PSRR is
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Figure 3.7: Main parameters of an LDO.

a widely known concept in electronics and it is the capability of a system to
suppress any variation in the power supply to its output signal, whereas here
when we talk about loop gain we refer to the LDO closed loop gain. Finally,
a third parameter to take care of is the phase margin of the loop gain, also
a widely known concept, in this case defined as the difference between the
phase of zero dB loop gain and 180°. In nominal corner (Vpp=900mV, T=25°
C, top-top technology corner), the LDO features a 45.85 dB loop gain, -38.83
dB of PSR over a bandwidth of 20 MHz and a phase margin of 94 degree. The
curves for loop gain, power supply rejection (PSR) and phase margin for PT
corners (-40°C, 170°C, slow-slow, fast-fast) for Vpp from 1V (best case supply
voltage) down to 600mV (even if the worst case supply voltage is 800mV, just
to check at which supply voltage the LDO starts to fail) are reported in Figs.
3.8-3.10.

Fig. 3.11 shows that the settling time of the LDO is ~ 50ns, which is com-
parable to the state-of-the-art power-on time for rapid on/off links used for
burst-mode communication [54].



58 CHAPTER 3. TRANSISTOR LEVEL DESIGN OF THE TRANSMITTER

T T l T 1 T
20_.. . . - B . N - e . - I . -
o 0
2
T
m
o
& -20 |
K]
=y
o
-40
_60 e .
-80 : : : : .
1 1 L 1 1 | 1
10 100 1000 10000 100000 1e+06 1e+07 1e+08 1e+09
frequency [Hz]
p_vdd=600m
_vdd=700m
——— p_vdd=800m
—— p_vdd=200m
p_vdd=1

Figure 3.8: Loop-gain of the LDO for all PT corners (-40°C, 170°C, slow-slow,
fast-fast) and for Vpp from 1V (best case supply voltage) down to 600mV. All
failing cases are with Vpp=600mV, which is way lower than our worst-case
Vbp even after having considered IR-drops.
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Figure 3.9: Power Supply Rejection (PSR) of the LDO for all PT corners (-40°C,
170°C, slow-slow, fast-fast) and for Vpp from 1V (best case supply voltage)
down to 600mV. All failing cases are with Vpp=600mV, which is way lower
than our worst-case Vpp even after having considered IR-drops.
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Figure 3.10: Phase Margin of the LDO for all PT corners (-40°C, 170°C, slow-
slow, fast-fast) and for Vpp from 1V (best case supply voltage) downto 600mV.
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Figure 3.11: Simulated waveform of the output voltage of the LDO of Fig. 3.5
when the Power On signal ramps up from 0 (at time { = 0) to Vpp within 1 ns.



3.5. SIMULATION RESULTS 61

3.5 Simulation Results

The simulated eye diagram for the transistor-level implementation of the trans-
mitter of Fig. 2.27 with FFE activated is reported in Fig. 3.12. The picture high-
lights the presence of 16 output equalization levels even when operating at 10
Gbps as well as short rise and fall times. No channel has been attached at the
output of the transmitter, only a 100 ) differential load, ESD protection, pad
and wiring parasitics. The capacitance at the output node due to these three
contributors sums up to 300fF as from post-layout evaluation, due to the large
area of the pads that will be shown in the layout view of the test-chip in the
next chapter. At this stage, an on-chip decoupling capacitance of 50pF for each
supply domain is considered.

The simulated power consumption is 22.5 mW in the least consuming cor-
ner (Vpp=820mV, temperature of -40°C and slow-slow technology corner), cor-
responding to a remarkably low 2.25 p]/bit, aligned with state-of-the-art (Tab.
3.1). We highlight that the reported eye height of 300mV is the one of the same
least consuming corner: when checking this figure of merit in other corners,
this value rises up to more than 400mV. In fact, if needed, one can also scale
down the eye height even more by reducing the LDO output voltage that sup-
plies the driver slices.

We highlight that all other works cited in Tab. 3.1 except for [46] are in-
tended for consumer electronics, not for automotive. At the same time, the
high programmability offers the possibility to tune the transmitter impedance
and weights over all possible technology corners, extremely simplifying the
design of the corresponding receiver and significantly lowering also its power
consumption. In fact, the equalization capability is exactly where our trans-
mitter outdistances from the others. The driver and predriver alone consume
0.633 pJ /bit, whereas the shift-register, tap sign selection, switch matrix and re-
sampling consume 0.855 p]/bit. Remaining power consumption (0.762 p]/bit)
derives from LDO and clock tree, the latter being power-hungry due to the
presence of the re-sampling stage.
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Level Voltage [mV]

Figure 3.12: Eye diagram at the output of the transmitter resulting from the
transistor level, post-layout simulation. Vpp = 1V. Aninternal PRBS-12 signal
has been used as input data. The tap weights has been set as wy = %, wp =
—%, w3 = %, wy = —12—6 and ws = 11—6. The red lines represent the 16 voltage
levels at the center of the eye.



Table 3.1: BENCHMARKING OF TRANSMITTER PERFORMANCE WITH LITERATURE

This work  [66] [52] [62] [51] [26] [71] [56] [67] [39] [97] [40]
Tx Arch. SST SST SST SST SST SST SST VM CM CM CM CM
Technology [nm] 28 40 90 65 22 32-501 28 90 90 28 28 65
Data Rate [Gbps] 10 2.5 6.25 8.5 16|32 28 56.2 5 10 20 40 64.5
TX Eq. [FFE Taps] 8 2 none 2 3 4 2 PWM-based 4 2 2 4
Eye Height [Vpkpk—pirr] 0.3 0.9 0.125 1 0.515]0.630 1.05 0.2 0.66 1 0.5 032 085
Efficiency [p]/bit] 225 3.35 0.8 11.3 4.6/6.4 7.75 1.87 3.1 7 6.5 6.15 31
Vpp [V] 1 1.25 1 1.5 0.9]1.07 11 0.96 1.1 1.2 1.35 1.1 1.2
Area [mm?] 0.05* 18 05355  0.0682* 0.08]0.08% 0.81% 1.4% 0.627* 0.16*  0.128 o081t 1.2¢

Layout area includes the following parts: * Only TX, § TX+RX+PLL, ¥ TX+RX+PLL/4, ¥ TX+RX, * TX+PLL

SIINSHY NOILLVINNIS 'S°¢€
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Figure 3.13: Scheme of the predriver and driver slices on the right of Fig. 2.27.
Each driver slice is supplied by the LDO output (nominally, 400 mV). The chan-
nel has 100 QQ differential resistance.

3.6 Analysis of the effect of parasitic inductances

In the following sections, we use transistor level and system level simulations
of such transmitter coupled with s-parameters description of realistic channels
obtained by accurate electromagnetic simulations to assess the performance of
the link and the effectiveness of FFE in presence of realistic parasitic induc-
tance on the supply connections [55] in a scenario where the chip is bonded
into its package, showing that they have a non-negligible impact on the link
performance and tend to cancel the benefits of FFE. To our best knowledge, a
systematic study of the impact of supply inductance on serial link transmitters
has not been presented so far and complements similar analysis [56] devoted
to the effect of parasitic inductance on interconnects. Thanks to the presence
of the re-sampling stage that eliminates all jitter up to that point, we can just
focus on the supply inductances present on the driver slices, as shown in Fig.
3.13
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Figure 3.14: Sy; (a) and pulse response (b) for three different channels: board
and 50 Q) termination (blue curve), board, cable and 50 () termination (red
curve) and package, board, cable and 50 Q) termination (green curve). The
cable is a 10 cm long Samtec cable and the package is a BGA.

Table 3.2: Tap weights for FFE for the channels considered in Fig. 3.14.

Board Board+Cable Package+Board+Cable

w(-1) -0.003 -0.0243 -0.0464
w(0)  0.8638 0.8298 0.7865
w(l)  -0.08 -0.0627 -0.0203
w(2)  -0.002 -0.0458 -0.0894
w(3) 00215 0.0131 0.0384
w(d) -0.0214 -0.0076 -0.0069
w(5)  0.0032 0.0074 -0.0101
w(6)  0.0052 -0.0092 0.0020

3.6.1 Selection of the FFE taps

In order to evaluate the improvement obtained with FFE and the detrimental
effect of supply parasitic inductance, we have to adapt the method introduced
in Chapter 2 to our transistor design specifications. Once again, we have con-
sidered three realistic channels, whose |S;1|, as obtained from EM simulations
with Ansys SIWave [45] is shown in Fig. 3.14a. We consider a system com-
posed by package+board+cable and some of its subsystems (board alone and
board+cable). The overview of the package, a BGA used for automotive appli-
cations, as it appears in SIWave is reported in Fig. 3.15.

After simulating the response to a 100ps pulse (using the software ANSYS
Electronic Desktop [44]), see Fig. 3.14b, we use Eq. 2.13 to obtain the weights
of the FFE taps. The resulting w; from Eq. 2.13 are reported in Tab. 3.2 and
have to be quantized in steps of 1.

In the following, we will compare system level simulations where PRBS
transmission is implemented using a parametric high-level transmitter model
built-in into ANSYS Electronic Desktop and s-param representation of the chan-
nel with a more involved (and time-consuming) procedure, where the s-param
description of the channel and the transistor level description of the circuit (in-
cluding layout parasitics) are coupled together [46]. The rise and fall times
of the high-level transmitter model have been adjusted in order to match the
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Figure 3.15: Overview of a BGA292 package as it appears in Ansys SIWave.

pulse at the output of the transmitter as obtained from the transistor level sim-
ulations without Vpp and Vsg inductance, as can be seen in Fig. 3.16. We
include in all simulations (transistor level and system level, for all channels)
the bonding inductance (InH) on the output pad and the corresponding pad
capacitance (300£F).

3.6.2 Results without Vpp and Vsg inductance

Here we compare the performance extracted from the eye diagram considering
the full transistor level description of the transmitter or its replacement with its
system level description. We set to zero the Vpp and Vg inductance. The value
k of the active slices among the 12 available is set to 5. Sample eye diagrams
with and without FFE are reported in Fig. 3.17.

Fig. 3.18 shows the jitter and signal-to-noise ratio (SNR) for the three chan-
nels of Fig. 3.14 without activating FFE. As expected, channels with larger
attenuation show larger jitter and reduced SNR. We also see that system level
and transistor level simulations provide similar results, consistently with the
matched pulses shown in Fig.3.16. We observe jitter also without channel since
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Figure 3.16: Comparison between pulse response at the output of the trans-
mitter as obtained from the transistor level simulations without Vpp and Vg

inductance (red curve) and pulse response as obtained from high-level trans-
mitter model (green curve).

we have included the bonding inductance and the capacitance on the signal
pads.

When we activate FFE, Fig. 3.19, SNR improves, whereas the jitter does not.
This is expected, since the ZFM (Eq. 2.10) targets opening in the center of the
eye (see Fig. 3.17). Furthermore, the effectiveness of the FFE is affected by the
need to quantize the value of the tap weights (blue vs green bars in Fig. 3.19)
as required by the use of a finite number of driver slices.

The agreement between transistor level and system level simulations is
good in Fig. 3.19 as was in Fig. 3.18, provided the tap weights are quantized
in the system level simulations (green vs red bars). A designer can thus exploit
system level simulations in an early phase of study, since these are on average
thousand times faster than transistor level ones.
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Figure 3.17: Comparison between eye diagrams obtained with Transistor Level
simulations without FFE (up) and with FFE activated (bottom). Both eye dia-
grams refer to the channel composed by package, board and cable and without
considering the inductance on Vpp and Vsgs.
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Figure 3.18: Peak-to-Peak Jitter (width of the horizontal histogram across the
eye-crossing point) and Signal-to-Noise Ratio (difference between the average
1" and "0’ levels divided by the sum of the standard deviations of the two levels
at the center of the eye) for all channels when FFE is not applied. System (TX
modeled as a PRBS generator as available in Ansys Electronic Desktop) and
transistor level simulations.
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Figure 3.19: Peak-to-Peak Jitter and Signal-to-Noise Ratio as Fig. 3.18 but with
FFE. The blue curves report results of system level simulations in which the
equalization weights w; have not been quantized, the green curves of sys-
tem level simulations in which equalization weights w; have been quantized
in steps of % and the orange ones of transistor level simulations having the
same w; quantized in steps of 11_6'
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3.6.3 Results including VDD and VSS inductance

Current peaks as large as 8mA (referred to the DC current) and with dura-
tion of less than 1ns are observed in the transistor-level simulations (Fig. 3.20),
pointing out the importance of considering the parasitic supply inductance on
Vpp and Vss. We have also included typical parasitic series resistance (0.4-0.8
Q) per supply domain), but they do not play any role (not shown). The his-
togram in Fig. 3.21 refer to a situation when FFE is activated and shows that
the presence of the parasitic inductance significantly increases the jitter and
degrades the SNR. This can be observed (for the specific channel with pack-
age+board+cable) in the eye diagrams in Fig. 3.22. Comparison between Fig.
3.21 and Fig. 3.19 shows that the supply inductance partly cancels the per-
formance enhancement associated with FFE: the time- and patter-dependent
voltage drop results in additional ISI.

To further investigate the effect of the parasitic inductance, we plot in Fig.
3.23 the jitter and SNR for different values of k (number of activated replica of
the vector of 16 slices). The figure also summarizes some of the findings of the
previous analysis. We see that:

i) FFE has a minor impact on jitter;

ii) the effect of parasitic inductance on jitter is large;

iii) even when FFE is not activated, the effect of the parasitic inductance on
SNR is large;

iv) the parasitic inductance tends to hamper the SNR improvement associ-
ated to FFE.

About the effect of increasing k, SNR is enhanced and jitter is reduced (ex-
cept than the case of FFE with inductance where the jitter is almost constant),
mainly because the lower output resistance of the driver results in larger sig-
nals at the output. The corresponding impedance mismatch, however is ex-
pected to have a detrimental effect in the presence of impedance discontinuities
along the line or at the receiver side (that here is assumed to be an ideal 100C2
differential load), since this would result in multiple reflections (i.e. additional
ISI).
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Figure 3.20: Current spikes on both supply domains (Vpp and Vpp,) and Vss. For each supply domain, along with the current consump-
tion, also the voltage curves are reported, so to highlight the correlation between current and L % voltage drops.
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Figure 3.21: Effect of Vpp and Vg parasitic inductance on both Peak-to-Peak
Jitter and Signal-to-Noise Ratio when FFE is applied. All results refer to tran-
sistor level simulations. Medium Ind. means L=0.4nH on Vpp and L=0.2nH on
Vss, whereas Large Ind. means 0.8nH and 0.2nH on Vpp and Vig, respectively.
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Figure 3.22: Comparison between eye diagrams obtained with transistor level
simulations for different Vpp and Vsg parasitic inductance: no inductance
(top), Medium Ind. (middle) and Large Ind. (bottom). All eye diagrams refer
to the channel composed by package, board and cable of Fig. 3.14 and are ob-
tained with FFE activated. The weights w; used are the ones reported in the
rightmost column of Tab. 3.2.
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3.7 Conclusions

In this chapter, we have described the transistor level design of a 8-tap FFE
10Gbps transmitter [57] and assessed its capability to operate with realistic
channels by means of back-checking with the methodology proposed in Chap-
ter 2. First, we analyzed the performances of the single blocks as from post-
layout simulations and checked the correctness of the resulting eye diagram
at the output of the transmitter. Then, we have compared the performances
of our transmitter with the literature, highlighting how the power consump-
tion and the equalization capability align this work with the state-of-the-art.
Finally, we have focused on the effect of parasitic inductances on the perfor-
mances of the transmitter, especially on the eye diagram parameters. Keeping
under control the supply parasitic inductance is mandatory in order to fully
exploit the advantages of feed-forward equalization. For the particular case
under study, keeping the Vpp inductance below 0.4nH and the Vsg inductance
around 0.2nH allows recovering an almost ideal situation. When these induc-
tances are low, efficient system level simulations provide accurate performance
estimation (in terms of eye parameters such as jitter and SNR) comparable to
more accurate (but time consuming) transistor level analysis.



Chapter 4

Experimental
Characterization of the
Transmitter

In this chapter we analyze the results of the measurements of two differ-
ent test-chips of the 10Gbps transmitter, the first one (in the following called
RMTX) taped-out after the design described in the previous chapter, the sec-
ond one(in the following called InnoTC) already containing the full link. For
each one of the two test-chips, we will start with a quick overview of the test-
chip, then pass to the eye diagrams obtained with different timing settings,
with and without FFE.

41 RMTX Test-Chip Overview

Fig. 4.1 shows the structure of RMTX test-chip, taped out in March 2017 and
started to be measured in August 2017. The 10Gbps transmitter can be seen
on the left of the picture, at the left of to the two high speed output pads. The
area of the test-chip is 0.98mm?, but it can be seen that the pads are occupying
almost half of the test-chip area, whereas a large portion is occupied by the
20GHz free-running VCOs which supplies the clock to the transmitter, after
this being divided by 2. At the last stage of development, the chip has been
integrated with a hybrid SPI/JTAG interface in order to program the settings
for both VCO and transmitter. The remaining area has been filled with decou-
pling capacitance, both high and low-Q in ratio 1:1, for a total <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>