




Abstract

The Internet of Things (IoT) is one of the most trending businesses
of modern times and has already opened a new world of opportuni-

ties for academic and industrial research. The IoT concept relies on a huge
number of heterogeneous smart devices (i.e. things) that can communi-
cate autonomously over the Internet, and also on a solid infrastructure to
support the immense amount of data continuously exchanged. Projections
on the future of the IoT suggest a number of connected devices amply
overcoming 50 billion within ten years, and with a predicted cost in terms
of electricity consumption of over the 20% of the world energy demand.

In this context, IoT needs to be energy efficient under several aspects:
for example by reducing the power consumption of each node of the
smart grid and in the big data centers, and even by developing advanced
software tools to nimbly manage the fluxes of information. For these
reasons different branches of electronic engineering can contribute to
solve the overall efficiency issue.

This thesis addresses the problem from a nano-electronic perspective,
analyzing possible solutions to limit the power dissipation in digital inte-
grated circuits (ICs), in particular at the transistor level. In fact, in the
last twenty years different strategies have been proposed to limit energy
consumption in ICs but, due to some physical limitations of conventional
Complementary Metal-Oxide-Semiconductor (CMOS) technology, an ef-
fective solution is still missing.

The main avenue to lower power dissipation in ICs has been for years
the reduction of supply voltage VDD, according to a Dennardian scaling,
but for modern scaled devices this cannot be done any more without
encountering important drawbacks in terms of process, voltage and tem-
perature (PVT) variability. This led to an era known as Dark Silicon age,
where a substantial area of a chip is kept underclocked or underpowered
to meet power constraints, thus meaning that the full potential perfor-
mance cannot be exploited and a huge number of devices is wasted. This
approach is clearly a palliative and becomes more and more inefficient
at each technology node as the number of devices approximately doubles
inside the chip, so that is has become important to improve the energy
efficiency at transistor level.

To address the problem from a device perspective, we need to consider

iii



the two main contributions to the total energy dissipation: the dynamic
and the standby energy. The first contribution scales quadratically with
VDD, but at very low VDD the standby energy becomes the most critical
contribution, which is related to the sub-threshold-swing of the current-
voltage relation: the steeper the characteristic is, the lower the leakage
current. Unfortunately, the conventional CMOS technology has a limi-
tation under this perspective due to the thermionic-emission transport
mechanism that physically restricts the lowest possible swing.

The investigation of new device concepts that can overcome this limit
is an active and challenging field of research for modern electronics, and
two of the most interesting technologies in this sense are the Tunnel
FET (TFET) and the Negative-Capacitance transistor (NC-FET). In
this thesis we focus on the promising NC-FET concept, which integrates
ferroelectric materials in the gate-stack to improve both the on- and the
off-state performances of the transistor.

In this work we present an extensive study on the negative-capacitance
feature in ferroelectrics, according to the Landau-Khalatnikov theory, and
investigate several original designs for ferroelectric NC-FETs in order
to reduce energy consumption in ICs. Moreover, a comparison against
experiments is carried out in order to validate our results and in the last
chapter the sensitivity of NC-FETs to temperature, process variations
and interface defects are also examined.
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Terminology

Abbreviations and acronyms

BTBT Band-to-Band Tunneling
CB Conduction Band profile
CMOS Complementary Metal-Oxide-Semiconductor
DG Double Gate
DIBL Drain-induced Barrier Lowering
DOS Density of States
FeFET Ferroelectric FET
FET Field Effect Transistor
HH Heavy Holes band
IoT Internet of Things
LH Light Holes band
MOSFET Metal-Oxide-Semiconductor FET
NC-FET Negative Capacitance FET
PAT Phonon-Assisted Tunneling
SCE Short Channel Effect
SRH Shockley-Read-Hall
SS Sub-threshold Swing
TFET Tunnel FET
UTB Ultra Thin Body
VB Valence Band profile
WKB Wentzel-Kramers-Brillouin
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Symbols

a0 Lattice constant m
EC Conduction band energy J
EF Fermi Level J
EV Valence band energy J
EG Energy gap J
k Wave-vector 1/m
LG Channel Lenght m
n(z) Volumetric electron carrier density 1/m3

λ Natural Lenght m

Physical constants

h Planck’s constant 6.62607×10−34 Js
} Reduced Planck’s constant h/(2π)
KB Boltzmann’s constant 1.38065×10−23 JK−1

m0 Electron rest mass 9.10938×10−31 Kg
q Positive electron charge 1.60217×10−19 C
ε0 Vacuum permittivity 8.85419×10−12 CV−1m−1
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2 Introduction

MIT. In his presentation he showed how the Radio-frequency Identifica-
tion (RFID) could be considered as an enabling technology for efficient and
effective communication between computers and surrounding things [5,6].

We can try to describe IoT as a convergence of multiple technologies,
in particular a network of different and heterogeneous electronic devices
that can cooperate with one another on the internet, interacting with the
surroundings through sensors and actuators, gathering and exchanging
data in a cooperative manner (see the illustration in figure 1.1). Nowa-
days the IoT embraces several aspects of modern technologies and has
been introduced in many aspects of everyday life, including consumer
applications in automotive, home automation and wearables, medical and
healthcare applications (often called Smart Healthcare), transportation
systems, manufacturing and agriculture. The roadmap of IoT, illustrated
in figure 1.2, is still an open path continuously evolving, but important
goals can be identified as the increase of the energy efficiency of all the
systems connected to the internet, the enabling of new services and ben-
efits in terms of health, safety or environment.

Figure 1.2. IoT roadmap, created in 2010, with projections for the next
years: evolution of enabling technologies, expectations and main goals are also
reported [7].

Not without a reason the advent of IoT is usually defined as the third
wave (i.e. a milestone) in the development of the internet [8] and it is
expected to deeply change the technology landscape. To put this in the
correct perspective, the first wave has been identified as the time when
the fixed-line internet connected over a billion users in the nineties, while





4 Introduction

a large number of subjects. For example, as the IoT relies on a distributed
grid of miscellaneous sensors, new branches of academic and industrial
research are required to open new possibilities in the field of sensing:
examination of exotic materials (e.g. particular dichalcogenides [14] and
graphene configurations [15]) and design of advanced sensors (for instance,
biosensors made with nanocapacitor arrays for particles detection [16])
are currently active and fruitful fields. Furthermore, a new set of infras-
tructures is mandatory to effectively support the enormous amount of
information provided by the grid, in terms both of data centers and com-
munication networks. Finally, together with the hardware progress, it
is in high demand the development of powerful software tools for Big
Data analysis, to facilitate the exchange of information and improve the
security of information systems. The safety of such an extended network,
in particular, is one of the main concerns for all engineers and software
developers: the fact that everyone is surrounded by connected smart de-
vices may threaten our personal sensitive information and privacy, if the
devices and the data are not effectively protected [17].

However, from the large number of presented opportunities for scien-
tific research, companies and world economy will also derive some rele-
vant issues and drawbacks that cannot be neither neglected nor easily
solved: on top of these concerns we have the energy efficiency-related
problems [18,19] .

Energy efficiency of IoT

Even if IoT inherently makes use of a low-power technology, the number
of connected devices is rocketing and it is expected to exceed 50 billion
in the next years [13, 20]. Moreover, bigger data centers are required to
manage all the information provided by the smart grid and, for these
reasons, by 2025 the whole system is expected to absorb over the 20% of
the world electricity [21].

It is easy to understand that, from the perspective of electronic engi-
neers, these problems can be addressed from different angles: for instance,
we can improve energy efficiency of each circuit, that is a more nano-
electronics perspective, or we can enhance the power supply management,
which is a power-electronics approach. The latter, in particular, has to
solve the issues concerning both the big data factories, where innovative
and effective voltage converters are mandatory [22], and the management
of power supply for each node of the network, where battery with en-
hanced capabilities would be helpful [23]. A promising topic related to
these aspects, which needs more research work, is the energy-harvesting
concept. The basic idea behind energy harvesting is to recover from the





6 Introduction

1.2 Energy efficiency in modern CMOS

technology

The strategies for the reduction of energy demand in modern CMOS ICs
are challenging because, as it will be discussed in the next sections, there
are some physical limitations due to the silicon technology itself that are
hard to overcome. For several years the most adopted and convenient
solution was to manage the energy consumption at chip-level, instead
of replacing CMOS devices with new specific low-power transistors. The
main idea was essentially to keep on increasing the density of transis-
tors inside the chip to improve performance but, at the same time, to
meet power constraints by using clock gating or dynamic voltage scal-
ing techniques [28]. As a result of this approach, at any given time, it
was necessary to keep a large part of the chip in idle or under-clocked
mode. This approach, that limits the full chip performance due to energy
reasons, led to the Dark Silicon age [29] and, unfortunately, it tends to
create a large inefficiency at system level. For every technology node, in
fact, the number of devices inside the chip was expected to double, as
predicted by the Moore law, but this would also lead to larger areas to
be kept idle. It is clear that this solution cannot be pursued any further,
so that improving the energy efficiency at the transistor level becomes a
mandatory objective.

In order to discuss energy efficiency at device level, it is appropriate
to analyze the main contributions to power dissipation in modern CMOS
technology integrated circuits. There are several terms contributing to
the total power consumption in digital ICs: we have power due to the
switching of interconnections, and terms intrinsic of the transistors. We
here focus on the two terms due to transistor switching and transistor leak-
age. We will refer to these power terms as dynamic and static respectively.

The dynamic power Pdyn of a digital gate is the term of dissipation due
to its switching activity, thus it will intuitively depend on the switching
frequency of the circuit. In fact we can write Pdyn as

Pdyn = α0→1fCLV 2
DD (1.1)

where α0→1 is the switching probability of the gate working at the fre-
quency f , CL is the load capacitance and VDD is the power supply volt-
age. This formula suggests that the corresponding energy per operation
(obtained by integrating Pdyn over the time necessary to perform the op-
eration), can be reduced linearly by lowering the switching activity or
quadratically by reducing the supply voltage.

The static energy Est, on the other hand, has a more involved de-
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pendence. We can actually evaluate the static power according to the
following system

Est = IoffTDVDD (1.2a)

Ioff ≃ ISth · exp
(−2.3 · VT

SS

)

(1.2b)

TD ≃ CLVDD

2Ion(VDD)
. (1.2c)

System (1.2) contains the supply voltage, the nominal value of the off-
current ISth and the value of the Ioff current, which has itself a dependence
on the threshold voltage VT of the transistor and on the SS coefficient.
TD is the elementary delay of the digital gate and is expressed in terms of
the effective load capacitance CL, VDD and the on-state current Ion [30].
The Ion used in the third equation of (1.2) is an approximation for the
saturation current in the sub-threshold region and depends inversely on
the exponential of VDD: this degrades TD with the VDD scaling at fixed VT ,
as can be seen in figure 1.5 for values lower than VT . The SS coefficient,
that is the subthreshold-swing and is defined as the inverse of the slope
s of the I-V characteristic in semi-logarithmic scale, is further discussed
in the following sections and plays an important role in the reduction of
the total energy consumption.
This behavior can be qualitatively explained as follows: if we want to
limit the static energy by reducing the operative VDD of the transistor,
the delay time will increase exponentially in the sub-threshold, as can be
seen in figure 1.5. For this reason, if we want to reduce VDD and maintain
a given delay TD, then we should reduce also the threshold voltage VT

but, according to the second equation of 1.2, this heavily effects the Ioff

current, making it increasing exponentially. This detrimental effect on the
Ioff due to the VDD reduction will eventually tend to rocket the static
energy contribution.

The total energy consumption per clock Etot in a conventional digital
CMOS technology is mainly due to the sum of those two contributions,
thus Etot=Est+Edyn, and the most interesting fact is that the energy
versus VDD relation has a non-monotonic behavior. The energy-voltage
relation in figure 1.6 shows a minimum at VOP T and this is essentially
due to the increase of Est that is in turn produced by the growth of the
delay time TD when VDD is reduced below VT . It is understood that in the
energy versus VDD plots, as in figure 1.6, the clock frequency decreases
when the voltage supply is scaled, and it is also interesting to note that the
minimum of energy typically occurs in sub-threshold, where TD depends
exponentially on VDD. We want to remark that is the presence of the
leakage that sets a minimum to the total energy, otherwise the energy
per cycle would be a monotonic expression of VDD.
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inside the source region [35,36]. To understand the effect of temperature
on the SS parameter we need to analyze a simple definition of SS [35]
for a conventional CMOS FET:

SS =

(

d(log10 IDS)

dVG

⎜−1

= ln(10)
KBT

q
· m (1.3a)

m =
(

1 +
Csct

Cox

)

(1.3b)

where the Csct and Cox are the semiconductor capacitance below the gate
stack and the oxide capacitance, respectively, while the other parameters
have their standard meaning. The presence of the logarithm and of the
term [KBT/q] comes from the derivative with respect to VG of the current,
which in turn stems from the thermionic emission. The parameter m is
a sort of body-factor depending on the architecture of the device and is
larger than one as it is given by a capacitance ratio.

Even if it is possible to manage the design of the device to make the
capacitance ratio as small as possible, the term [ln(10)KBT/q], which is
approximately equal to 60mV/dec at room temperature (i.e. T=300K),
relies only on physical constants and on the temperature T . This con-
dition essentially translates into a fundamental lower limit for SS. In
fact at room temperature conventional MOSFETs cannot achieve swings
lower than 60mV/dec, whereas the SS can be substantially degraded by
defects and poor electrostatic control.

In order to enable transistors with SS smaller than the thermal limit,
that is a task also known as overcoming the Boltzmann′s tyranny, it is im-
portant to investigate different physical mechanisms to replace thermionic
emission: this family of devices is called steep-slope transistors. For
several years electron devices community has focused its attention on
substituting the transport mechanism to flee from the Boltzmann’s limi-
tations: one of the main objectives was to replace the thermionic emission
with band-to-band tunneling [37], that is not limited by the tails of the
Boltzmann’s distribution (see chapter 2). The TFET concept has been in-
vestigated for a long time but, due to some fundamental as well as design
challenges, the interest for this type of transistor has been partially ob-
scured by new device concepts. Quite recently, for example, some promis-
ing solutions have been proposed to reduce the m factor in equation 1.3b
below one, as an alternative means, compared to changing the transport
mechanism, to reduce SS below 60mV/dec. In this framework, in partic-
ular, the use of new materials as gate dielectrics, such as ferroelectric
materials [38], has attracted a lot of attention in the electron device com-
munity [39–43].
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The research on steep-slope devices is nowadays a dynamic research
field and it offers a lot of challenges in terms of trade-off solutions be-
tween dynamic performance and energy efficiency. In this PhD project
we focused on one of the most recent and innovative device concept that
aims to reduce the body-factor m thanks to ferroelectrics.

1.4 Structure and purpose of this work

The main goal of this thesis is to present, investigate and model new de-
vice concepts for nanoscale transistors that can improve energy efficiency
of digital circuits, compared to a conventional CMOS technology. In par-
ticular the design guidelines for such devices are focused either on the
improvement of the off-state (enabling an SS below 60mV/dec), or on the
on-state, and in particular on trasconductance and on-current. One of the
most promising technology in this framework is the ferroelectric negative-
capacitance FET: we present here an effective approach to model the
behavior of such a device. Moreover, with the support of numerical simu-
lations, we also discuss the best design strategies for respectively the off-
or the on-state.

This is the organization of the thesis: chapter 2 analyzes one of the
most studied steep-slope transistor concepts of the last decade, namely
the Tunnel-FET (or simply TFET ). This transistor aims at reducing
power consumption in ICs by reducing the sub-threshold swing below the
physical limit of 60mV/dec, thanks to the quantum mechanical band-to-
band tunneling mechanism along the transport direction. We start from
a study on the state-of-the-art of such devices, then we move to report
our most important contributions to the device-modeling and, finally, we
discuss the future perspectives and the limitations of TFETs.

Starting from the limitations of TFETs, in chapter 3 we introduce
the negative-capacitance (NC) concept, a physical behavior that can be
exploited in transistors to enable low-power operations and reduce power
consumption in ICs. As discussed in the same chapter, the NC effect is an
interesting property of ferroelectric materials (hereafter ferroelectrics),
that can be embodied into the gate stack.

In chapter 4 we illustrate the physical models developed during the
PhD project, as well as the numerical simulator implemented and used
to describe different negative-capacitance devices. In the same chapter
we also discuss the methodology for calibration against experiments and
discuss the present state-of-the-art of ferroelectric devices.



12 Introduction

Chapter 5 reports the design guidelines for different NC-FET con-
cepts, highlighting both the strengths and the weaknesses of the different
design strategies. Our analysis of NC-FETs comprised also the sensitivity
and variability to dielectric thickness and temperature, addressing also
the influence of interface traps in the context of a negative capacitance
operation.

The last part of the present thesis presents conclusions and an outlook
about the future perspectives for ferroelectric NC-FETs. Some details on
numerical models are reported into the appendixes section.



Chapter 2

Tunnel Field Effect
Transistors (TFETs)

2.1 Intuitive working principle

One of the most innovative and investigated transistor concept of the
past ten years [44] is the Tunnel-FET: a CMOS transistor where

the current is governed by band-to-band tunneling (BTBT) mechanism
instead of thermionic emission. The fundamental idea behind this de-
vice is to overcome the limit of 60mV/dec (at room temperature) for the
sub-threshold swing (SS) of conventional MOSFETs by replacing the
transport mechanism: for a n-type Tunnel-FET, for example, electrons
are injected into the channel from the valence band (VB) of the source,
rather than from the conduction band (CB).

The TFET has an asymmetric structure (see Fig.2.1(b)), as opposed
to the conventional MOSFETs where source and drain terminal can in
principle be exchanged (Fig.2.1(a)), and it is essentially a p-i-n junc-
tion controlled by a gate-terminal, with possible different architectural
solutions (such as double-gate, DG, or gate-all-around, GAA). In a con-
ventional n-type MOSFET, as seen from the left figure 2.1(a), only the
conduction band profile CB(x) is relevant for transport: electrons are
emitted from source over the top of the CB(x) profile in the channel re-
gion and thus contribute the main component of the IDS current, whereas
possible tunneling paths through the barrier should be negligible in a
well tempered MOSFET (this latter process should not be confused with
a BTBT mechanism). When the gate voltage, VG, is lowered and the
energy barrier is raised, IDS is suppressed following the exponential de-
cay of the source occupation function f(E) at high energies. For energies
large enough (i.e. higher than the source Fermi level EF S), the occupation
function can be approximated with the Boltzmann’s distribution, leading
to the well known thermal limit of 60mV/dec for SS.

13
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are labelled direct-bandgap semiconductors (e.g. III-V compounds, like
InAs or InGaAs, as can be seen in figure 2.2(a)). Silicon, instead, is a
indirect-bandgap semiconductor, meaning that the extrema of conduction
and valence bands are at different points in the Brillouin zone, in particular
they are placed at the ∆ and Γ points respectively (Fig. 2.2(b)). The
indirect BTBT mechanism is usually a phonon-assisted tunneling (PAT)
because, as the two band extrema are not located at the same point in
the Brillouin zone, a process involving phonons is required to conserve
the overall energy and momentum.

In the next sections we describe some of the most used models, in
particular for numerical analyses, based on the post-processing of the
bandstructure and the wave-functions obtained by solving the Schrödinger
equation: we will refer to those models as non-self -consistent quantum
models [37]).

2.2.1 Direct BTBT in semiconductors

The approach for direct BTBT in semiconductors was originally proposed
by Kane in 1959 [45], and here we illustrate it in a slightly different version,
using the Landauer conduction formula [51], the WKB approximation
and the local-model (assuming an approximately constant field along the
tunneling path).

Starting from the Landauer model, the current density can be written
as:

J =
q

π}A

∫ ∞

−∞

∑

k⊥

T (E, k⊥) [fν − fc] dE

=
q

4π3}

∫ ∞

−∞

∫

A
T (E, k⊥) [fv − fc] dk⊥dE

(2.2)

where A is the area perpendicular to the tunneling direction x, k⊥ is the
transverse wave-vector, T (E, k⊥) is the transmission coefficient, f(v,c) are
the local occupation functions at the extrema of the path (valence and
conduction bands) and other symbols have their standard meaning. The
generation rate of equation (2.1) can be derived directly from equation
(2.2) for a given structure. The transmission probability, T (E, k⊥), for the
path between [xi, xf ] can be described by the WKB approximation [52,53]
as:

T (E, k⊥) =
π2

9
exp

(

−2
∫ xf

xi

Im (kx) dx
)

(2.3)

In order to properly compute equation (2.3), an expression for the energy
relation E(k) in the energy gap is required; moreover it is important to
highlight that the direct BTBT is an elastic process, meaning that the
energy and the momentum are conserved. A simple set of E(k) relations
for the conduction band, the valence band and the gap is given by the
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can be evaluated to be

T (k⊥) =
π2

9
exp

∏

∐−π

√
mrE

3/2
G

2}q♣F ♣

∫

ˆ exp

(

−π}k2
⊥

2q♣F ♣

√

EG

mr

⎜

(2.7)

that can be used to analytically compute the tunneling generation rate
in eq.(2.1) and finally obtain the well-known formula [45]

GT =
q2♣F ♣2√mr

18π}2
√

EG

exp

∏

∐−π

√
mrE

3/2
G

2}q♣F ♣

∫

ˆ . (2.8)

The derivation presented above, which is the description of a local
model, results in a tunneling coefficient T(E) independent of the energy
E if ♣F ♣ is constant. When F is not constant the local model leads to
an overestimation of the currents [37]. In order to overcome this limita-
tion, and still remain in a semi-classical framework, non-local models are
required [54,55]: these models allow one to take into account also rapid
variations of the electrical field over small distances. As an illustrative
example, it is possible to slightly modify the Kane’s two-band expression
for the k-vector in the gap to obtain a non-local model; in which case κ
can be expressed by the following analytical equation:

κ(x) =
1

}

√

mrEG (1 − α2(x))

α(x) = − m0

2mr

+ 2




√

m0

2mr

(

E − EV (x)

EG

− 1

2

⎜

+
m2

0

16m2
r

+
1

4
.

(2.9)

where E is the energy inside the forbidden gap (i.e. EV (x) ≤ E ≤
EV (x) + EG).
This formulation, together with eq.(2.3) and in the hypothesis of small
k⊥ (that implies Im(kx)≃ κ + k2

⊥/2κ) [37], leads to an expression of the
generation rate frequently used in commercial TCAD simulators [55], also
known as dynamic-path non-local model:

GT (E) =

\
\
\
\
\

dEV

dx

\
\
\
\
\
xi

q

36}

(
∫ xf

xi

dx

κ

⎜−1

×
⎟

1 − exp

(

−k2
m

∫ xf

xi

dx

κ

⎜]

× exp
(

−2
∫ xf

xi

κdx
)

(fc − fv)

(2.10)

Equation (2.10), as opposed to equation (2.1) of the local model, describes
a generation rate of holes at the xi coordinate and of electrons at xf , while
the constant field is replaced by the derivative of the EV profile calculated
at the start of the path. Finally km is the maximum value of k⊥ and is
given by:

k2
m = min

(

2mv (EMAX − E)

}2
,
2mc (E − Emin)

}2

⎜

(2.11)
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where Emin, EMAX are the minimum of the conduction band and the
maximum of the valence band, and the energy E must be in the range
[Emin,EMAX ].

2.2.2 Indirect BTBT in semiconductors

In indirect-gap semiconductors, such as silicon or germanium, the BTBT
mechanism is more complex because the minima of the bands are not
located at the same point in the Brillouin zone: this requires also the
involvement of phonons to change the momentum. Keldysh [56] and
Tanaka proposed models for the band-to-band PAT: the interband cou-
pling, due to electron–phonon interaction, in the deformable ion model is
used for interband coupling elements of the Wannier equation. The wave-
functions necessary to define an expression for the tunneling probability
are obtained by correcting the plane wave solutions (of classically allowed
regions) with the decaying components of the WKB theory.

The tunneling transmission coefficient for the PAT can be calculated
as:

T abs,em(E) =
D2

ph}
2

2ρEph

∑

α′,α

∫

Av,α′(z, E)Ac,α(z, E ± Eph)dz (2.12)

where the ± sign stands for respectively the phonon absorption or emission
process, Dph and Eph are the deformation potential and the energy of
the phonon, ρ is the mass density of the material and Aα is the spectral
function for the 2D gas of the α subband [57]. Eventually, the total current
for the BTBT mechanism assisted by phonons can be calculated as the
sum of the emission and absorption terms:

Jph = − q

π}

∫

(¶fv(E) [1 − fc(E − Eph)] [nB(Eph) + 1]

− fc(E − Eph) [1 − fv(E)] nB(Eph)♦T em(E)

+ ¶fv(E) [1 − fc(E − Eph)] nB(Eph)

− fc(E − Eph) [1 − fv(E)] [nB(Eph) + 1]♦T abs(E))dE.

(2.13)

In equation (2.13), f(v,c) are the occupation functions as in eq.(2.2), while
nB(Eph) is the Bose-Einstein occupation function of phonons. For a
rapidly variating field in the structure, equation (2.13) still holds if a
proper set of wave-functions approximation is introduced, leading also
to the so called dynamic-path non-local PAT model used in commercial
TCADs [55].

2.3 State of the art - TFET Technologies

In recent years several options for the TFET design have been investi-
gated, including non conventional architectures (e.g. nanowires or vertical
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structures), different semiconductor materials (e.g. III-V compounds and
2D materials) or even specific mechanism to ease the BTBT process (e.g.
van der Waals hetero-structure TFET) in the structure.

2.3.1 Silicon TFETs

One obvious choice, due to the maturity of conventional CMOS tech-
nology and the possibility of co-integration with CMOS FETs, was to
implement tunnel FETs with group IV semiconductors (silicon, germa-
nium or their compounds) and an extended set of analyses have been
done with TCAD simulations to evaluate their performances. The major
limit of these bulk materials is the presence of an indirect bandgap: this
implies that the IDS current is dominated by the PAT mechanism (that
is less efficient compared to direct BTBT), but several subtleties have
been pointed out about the physics of these devices. It is worth noting
that in very narrow cross-section silicon nanowires (NW), the PAT could
eventually be neglected, as the tunneling current is small anyway [58].

A good electrostatic control is fundamental to enhance the tunneling
and, for this reason, in general SOI, DG or NW structures have been
typically analyzed. On the other hand, the induced quantum mechanical
confinement in ultra-thin layers of silicon tends to enlarge the energy band-
gap, resulting in a suppression of BTBT. Several Si-TFETs simulations
have reported low on-currents [37,59], which is also consistent with avail-
able experimental data showing currents in the µA/µm range [44,60–62]
and only for relatively large gate and drain voltages. If extrapolated to
supply voltages around 0.5V, the experimental on-currents decrease to
values of few nA/µm [63].

It has been reported that one way to improve the on-current of IV-
group TFETs is to introduce an appropriate amount of strain (uniaxial
or biaxial) in the lattice of the semiconductor film [64–67]: this is well
known to modify the bandstructure of the material in the near-gap region,
enhancing the BTBT mechanism. Strain, in fact, changes the energy gap
and induces bands splitting between some otherwise degenerate valleys of
the conduction and valence bands, and also modifies the effective masses,
both inside the bands and in the energy gap.

2.3.2 Simulation of strained-silicon TFET

Before moving to the III-V semiconductors TFET section, we present one
of the original results of this thesis: an effective procedure that we have
developed to simulate the performances of strained silicon TFETs using
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a commercial TCAD [55], after calibrating the models against relaxed
silicon experiments.

The first step of this analysis is to extract, with a specific tool of the
TCAD suite, sband, the values of the effective masses of the semiconduc-
tor, both in the bands (real branches of the dispersion relation) and in
the gap (imaginary branches). We verified that the values obtained for
the real band masses agree well with the values reported in the litera-
ture [68,69], both for the strained and unstrained material (as reported in
figure 2.4 for CB and VB of unstrained silicon in different directions). For
the CB we observed that the masses in the gap are almost the same as
the masses corresponding to real branches, suggesting a fairly parabolic
shape of the imaginary bands. On the other hand, an interesting property
has been found for the VB: in the gap the effective masses tend to swap
their behaviour compared to the corresponding real branches, in particu-
lar the imaginary HH valley has a mass comparable to the one of the real
LH valley, and the imaginary LH branch has higher effective mass than
its real counterpart (see figure 2.5). As it can be also seen in figure 2.4,
the use of a parabolic expression can reproduce fairly well all the band
features for the CB, while for valence band this approximation holds only
for small energies. The effect of biaxial strain on the mass values and gap
is illustrated in figure 2.5.
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Figure 2.5. Hole effective masses and energy-gap behavior (depending on LH
and HH valleys) in silicon versus applied biaxial strain in the (100) plane.

The following step to simulate the whole TFET structure is to describe
more realistically the BTBT process in silicon and, in particular, the
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TCAD approach uses the following set of equations to solve the PAT
generation rate for one tunneling path, similarly to eq.(2.10).

GT = ♣∇Ev(0)♣ · Cp exp

(

−2
∫ l

0
κimdx

⎜

[fv − fc] ,

Cp =
Cpath

26π2EG

√

mcmv

h
√

2mrEG

(
∫ l

0

dx

κim

⎜−1

×
⎟

1 − exp

(

−k2
v,max

∫ lc

0

dx

κv

⎜]

×
⎟

1 − exp

(

−k2
c,max

∫ l

lc

dx

κc

⎜]

,

κim = min (κc, κv) , κc =
1

}

√

2mc (EC − E),

κv =
1

}

√

2mv (E − EV )

(2.14)

Here the whole tunneling path [0, l] has been split into two contributions:
the first one, governed by the imaginary term κv (related to the VB),
extends between [0, lc], while the second is described by κc and extends
between [lc, l]. The terms kc,max and kv,max have the same meaning of km

in equation (2.10) and Cpath describes the phonon interaction of the PAT
process.

Equation (2.14) refers to one specific tunneling path, that in unstrained
silicon is frequently enough to approximately describe the BTBT current
by accounting for appropriate valley multiplicity. In a strained silicon
device, on the other hand, the mechanical stress breaks the symmetry of
the ∆ valleys of the CB, making it necessary to describe separately differ-
ent contributions. To this purpose we used six paths to connect the LH
and HH bands with the three ∆ valleys of the CB, and for each of them
the corresponding values of mass and energy gap extracted from sband
have been used. The effective masses mc and mv in equation 2.14 are the
masses describing the imaginary branches of the dispersion relation in
the gap.

An example of computed path is reported in table (2.1) for particular
values of FMAX : in unstrained silicon the BTBT process is dominated by
the transition from HH to ∆y and ∆z, as all the tunneling masses take
the lowest values possible in the electric field direction x. In the case of
biaxial 1% (001) stress, the energies of the ∆z valleys are decreased and
the masses reduced, leading to an enhancement of the contribution of
HH→∆z and LH→∆z paths.

The main limit of equation (2.14) is that it does not take into account
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Junstr/V Jtens,1%/V
Paths FMAX = 1.45MV/cm FMAX = 1.3MV/cm

LH→∆x 5.5 × 10−13 5.4 × 10−11

HH→∆x 5.9 × 10−10 5.3 × 10−11

LH→∆y 9.3 × 10−9 9.0 × 10−10

HH→∆y 4.5 × 10−7 3.9 × 10−9

LH→∆z 9.3 × 10−9 1.1 × 10−6

HH→∆z 4.5 × 10−7 2.9 × 10−6

Table 2.1. Contribution of different tunneling paths to the generation rates in
[mA/µm2/V] reported in figure 2.6 for unstrained and (001) 1% strained silicon.

the anisotropy of the CB minima, using mc to calculate both the transmis-
sion probability (where the use of the imaginary mass is consistent) and
the DOS involved in the tunneling. To solve this problem, a corrective
pre-factor has been introduced and computed as a ratio between the DOS
and the imaginary masses, and then included in Cpath as:

Cpath = Cpath,0

(
mdos,cmdos,v

mcmv

)3/2

(2.15)

where Cpath,0 is the phonon deformation potential of the unstrained silicon.
This implies that, within this modeling framework, the strain does not
affect the phonon behaviour modes. The used Cpath,0 parameter has been
calibrated against experiments on Si-diodes in [60,70], once the effective
masses have been extracted from the sband tool.

The results of this analysis are reported in figure 2.6 where the gener-
ation rates versus maximum field are plotted for slabs of unstrained and
strained silicon with a constant electric field: the proposed six-path proce-
dure shows a good agreement with unstrained silicon experiments [60,70]
and suggest that a 2% biaxial strain would increase the BTBT rate more
than an order of magnitude. Experiments confirm an enhancement of the
ION currents of sSi TFETs, but the measured enhancements are smaller
than suggested by figure 2.6 [71,72].

2.3.3 III-V semiconductors TFETs

The III-V compound semiconductors, such as antimonides or arsenides,
are more suitable for TFET applications as they have more favourable
properties for tunneling: reduced effective masses and smaller energy
gap compared to silicon and germanium [73] and, in particular, direct
band-gap at the Γ point, which means that no phonon-assisted process
is required. On the other hand, the main disadvantage of these materials



2.4 Essential physics of the off-state operation of FETs 25

1.0 1.5 2.0 2.5 3.0 3.5
F

MAX
 [MV/cm]

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

10
0

J
/V

 [
m

A
/µ

m
2
/V

]

sSi, biaxial 2% (6paths)

sSi, biaxial 1% (6paths)

Relaxed Si (6paths)

Relaxed Si, default TCAD
Experiments Seabaugh et al. 

Experiments Solomon et al.
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the proposed 6-paths procedure and comparison against experiments [60,70] and
TCAD default setup.

is that the technology is not mature as it is for group IV semiconductors,
and in particular the contact resistances and oxide-semiconductor inter-
faces are still worse compared to silicon counterpart devices.

For III-V based TFETs several experiments reported quite large on-
currents thanks to high BTBT rates [74–76], but also a SS higher than
the thermal limit [44], which is probably due to a poor gate electrostatic
control and a high density of defects [77,78]. Thanks to new device archi-
tectures the [ION/IOF F ] ratio can be further improved, as demonstrated
in a recent work [79] where a vertical InAs/GaAsSb/GaSb TFET, where
the tunneling direction is aligned with the electric field induced by the
gate.

2.4 Essential physics of the off-state oper-

ation of FETs

In this section we present an original analysis that we carried out about
the physics of the off-state of TFETs and conventional CMOS transis-
tors [80]). This is of particular interest as the ITRS roadmap projects
channel lengths, LG, of around 10nm by the year 2020 [27]: even though
the adoption of non-planar structures (such as FinFETs [81, 82]) allowed
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an aggressive scaling of conventional CMOS transistors, experimental re-
ports for TFETs with an improved SS and low IOF F still have LG in the
range of 100nm [44,83].
In the following part of the section we consider a GAA device (the 3D
version of the device sketched in figure 2.1(a) ), but the same considera-
tions can be applied also to FinFETs or double-gate SOI devices, while
they do not directly apply to vertical TFETs (i.e. when the tunneling
direction is aligned with the gate field) [84–86].

2.4.1 Semi-analytical models for the electrostatics
and the off-state current

It is important to highlight again that this analysis is focused on the
off-state of the transistors, and in this situation the influence of carrier
concentrations on the electrostatics can be neglected: this is the basic as-
sumption for most semi-analytical models describing the potential profile
along the device channel. We here consider a simple model that is linked
to the natural length of the transistors, λn [87–89].
Assuming a parabolic potential profile in the yz plane of the transistor,
the potential ϕc(x) in the center of the channel region can be written
as [87,90]:

ϕc = VGS,F B + [ϕc(LG) − VGS,F B]
sinh(x/λn)

sinh(LG/λn)

+ [ϕc(0) − VGS,F B]
sinh((LG − x)/λn)

sinh(LG/λn)

(2.16)

where VGS,F B=(VGS − VF B) and VF B is the flat-band voltage when ϕc(x) ≃
0 in the central region of a long channel device (i.e. LG ≫ λn).

The potential profile in the transport direction, ϕc(x), is univocally
determined by specifying boundary conditions, namely ϕc(0) and ϕc(LG),
that are the values of the potential at the source and drain junctions. This
model can be used both for MOSFETs and TFETs, the only differences
stem from the boundary conditions, that for an n-MOSFET correspond
to n-type drain and source regions, while for a n-TFET correspond to a
p-type source and a n-type drain. From equation (2.16) it can be seen
that for a well-tempered transistor (i.e. for [LG/λn] ratios at least of 5 or
6) the potential profile in the channel region is quite flat, suggesting an
almost ideal gate control for both the device type. In fact at x=LG/2 we
can write:

∂ϕc(LG/2)

∂VG

= 1 −
⎟

2 − ∂ϕc(0)

∂VG

− ∂ϕc(LG)

∂VG

]

sinh(LG/(2λn))

sinh(LG/λn)
(2.17)
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Equation (2.17) shows that [∂ϕc(x)/∂VG] at x=LG/2 tends to 1.0 for
increasing values of [LG/λ].

Once the band profile has been determined, the ballistic current can
be expressed by using again the Landauer formula:

IDS =
q

π}

∫ ∞

−∞
T (E) [f0,S(E) − f0,D(E)] dE . (2.18)

Here T (E) is the transmission coefficient, while f0,(S,D)(E) are the Fermi-
Dirac occupation functions of the source and drain reservoirs respectively.
Equation (2.18) is the simplified version of equation (2.2) and it applies
to a single mode, as it is a good approximation for very narrow nanowires.
For MOSFETs the total IDS corresponds to the sum of the contribution
of the thermionic emission above the top-of-the-barrier of the channel,
EC,T , and a tunneling current between EC and EC,T , as depicted in figure
2.1(a). In TFETs, instead, the total IDS is due only to the tunneling
component in the energy window between the source VB and the drain
CB (see figure 2.1(b) ).

The transmission coefficient T (E) can be expressed using different
approaches (e.g. analytical models or NEGF [58,80]), but for the purpose
of this work we use the WKB theory (equation 2.3) which, again, is very
effective for direct bandgap semiconductors. To compute the imaginary
wave-vector kim inside the energy gap we here used another model, known
as the Flietner’s two-band model [91], that can be written in terms of
energies and (generic) effective masses m∗ as

kim(E, x) =

√
2m∗

}

√

[E − V B(x)[CB(x) − E]

EG

. (2.19)

Equation (2.19) suggest that kim(E,x), at any position x, reaches a
maximum value kM=

√
2m∗EG/(2}) for the mid-gap energy.

2.4.2 Off-current minimum and SS

Figure 2.7 illustrates the IDS versus VGS curves for different LG and that
were obtained using the equations presented in this section, employing
numerical integration firstly over x to evaluate T (E) and then over E
to compute the total current. Similar results can be found for CMOS
devices, as can be seen in [80].

The I-V characteristics show an IOF F that tends to increase exponen-
tially with the decrease of LG and a strong ambipolar behavior: those
features result from a detrimental effect on the SS of the device when the
channel length is scaled. By focusing on the ambipolar behavior, we can
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EG=0.8eV and m∗=0.04m0 [92]. The
point A in the sub-threshold region is
used to study the bands in figure 2.8.
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see in figure 2.8 that the minimum of the IDS occurs when VGS makes the
mid-gap energy in the center of the channel cross the tunneling window
(in particular close to EF,S). This situation corresponds to the maximum
value of kim, thus the minimum value of T (E) (see Eq.(2.3) ).

Similarly consideration based on the WKB theory can be used to in-
vestigate the minimum value of the current: if we approximate the integral
as a product of kim evaluated at the center of the channel (i.e. x=LG/2)
and the difference between the integration extrema, the transmission
probability becomes

T (E) ≈ exp[−2kim(E) (xf − xi)] ≈ exp[−2kimLG] . (2.20)

The previous equation suggests that the minimum IDS produced by tun-
neling increases exponentially with the reduction of LG [93], and this
effect can be clearly seen in figure 2.7.

Before concluding this section, we would like to emphasize that is pos-
sible to use the natural length of a MOSFET transistor λn, as a metric
to evaluate the presence of SCEs also for TFETs, even if the SS degra-
dation in MOSFET is dependent on the [Lg/λn] ratio while in the BTBT
devices is more sensitive to the absolute value of LG. Figure 2.9 shows
the average SS of experimental and simulated devices versus [Lg/λn], and
highlights how the TFET swing is degraded faster than in their MOSFET
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Figure 2.9. Simulated (lines) and experimental [89](symbols) subthreshold
swings SS versus [LG/λn] ratio for III-V semiconductor TFETs and MOSFETs
[80].

counterpart when the channel length is reduced below 4-5 times λn.
All those considerations and results suggest that the SS degradation is
intrinsically due to the tunneling current, both in TFET (where it is the
major component) and in MOSFETs (where is an undesired feature that
becomes relevant in ultra-scaled devices).

Finally, even though the above discussion links the minimum IDS

value and the unwanted ambipolar behavior in ultra-scaled Tunnel FETs
(and MOSFETs) to quite elementary physical mechanisms, the device
design and the choice for the channel material still have a great impact
on the quantitative manifestations of such mechanisms.

2.5 Final remarks and perspectives for TFETs

In previous sections we have discussed the general properties and the
fundamental working principles of TFETs, describing some of the models
frequently used to describe and design TFETs. As already explained, the
design of such devices is very demanding in terms of electrostatic integrity,
requiring thin semiconductor films (for conventional MOSFETs) or small
effective diameters (for NW or FinFETs) [73, 80, 94, 95]: the side effect
is a significant bandgap widening due to the strong quantization that
leads to a suppression of the tunneling probability. Furthermore the sub-
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threshold region is very susceptible to interface defects, such as dangling
bonds at the interfaces, which are a main obstacles to the achievement
of sub-thermal swings [73].

One possible solution to these material and device design problems
is to employ 2D materials as semiconductor films, such as graphene or
transition-metal dichalcogenides monolayers (e.g. MoS2): these materials
are promising for TFETs because, due to their native two-dimensional na-
ture, they are in principle free of dangling bonds and have sub-nanometer
thicknesses. Different types of architectures have been proposed to ex-
ploit 2D material properties, ranging from conventional lateral structures
(similar to the ones used for 3D materials) [96, 97], to several vertical
embodiments based on van der Waals hetero-structures between 2D ma-
terials or 2D and 3D crystals [86,98].

In this scenario, and to our present knowledge, one of the most com-
petitive experimental result for TFETs has been reported in 2016 for a
III-V groups device with a nanowire structure [79]. This device features a
vertical low-defect InAs/GaAsSb/GaSb heterostructure with a diameter
of 20nm, a height of the pillar of 600nm and an estimated EOT of 1.4nm.
This nanowire gate-all-around structure ensures a good electrostatic con-
trol on the channel region, which is also confirmed by the extracted low
DIBL value of 25mV/V. The IDS −VGS characteristics and the subthresh-
old swing versus IDS curves for the best sample and for different VDS

are shown in figure 2.10. As it can be seen these devices can attain Ioff

values between 0.1nA/µm and 1nA/µm, and maximum ION is reported
to be around 90 µA/µm for VDS= 0.5V; the SS is lower than 60mV/dec
over two decades of current (with a minimum of 48mV/dec).

The proposed nanowire heterostructure seems to guarantee a very
appealing on-state enhancement when compared to other traditional tun-
nel FET concepts [74, 79] and also a few improvements if compared to
some conventional low-power MOSFET designs operating at VGS lower
than 0.3V. Even though these improvements can be considered promis-
ing for some low-power applications, this TFET concept is still lacking
a [ION/IOF F ] ratio good enough to meet the IRDS requirements [27], in
particular when compared to the conventional CMOS-based technologies,
and it does not completely suppress the ambipolar behavior.

The concerns presented in the previous section, that are mainly related
to the heavily degraded electrostatic control in TFETs for nanometric LG

and to the critical presence of interface defects, have steered the main
focus of the electron devices community towards alternative steep-slope
transistors concept that may be more scalable, have better [ION/IOF F ]







Chapter 3

Negative Capacitance in
ferroelectrics

Negative capacitance (NC) is a concept used to describe an un-
usual behavior of some devices, where an increase in the electric

field produces a reduction of the total charge of the device itself, so that
∂Q/∂F is negative, with Q being the charge and F the field. This char-
acteristic is a natural feature of some materials, called ferroelectrics, or
can be obtained with particular structures, such as suspended gates in
a FET device (SG-FETs) [43], where the gate terminal is not placed in
contact with the insulator and can move loosely in the vertical direction,
getting closer or further from the channel in response to an electrostatic
force. Another fundamental property of negative capacitance is its in-
herent instability: this implies that every system that exploits the NC
concept requires a proper design to stabilize that behavior.

The main focus in this thesis is on ferroelectric materials and related
devices. In the following sections we describe, within an engineering frame-
work, the working principle of ferroelectrics, the possible techniques to
stabilize them to operate in the negative capacitance region and some
of the most useful and popular physical and numerical models related to
ferroelectric materials.

3.1 Ferroelectric materials

Ferroelectricity was observed for the first time by J. Valasek in 1921 [99]
while analyzing the side properties of a piezoelectric material, called
"Rochelle salt" (i.e. potassium sodium tartrate tetrahydrate). He discov-
ered that the salt had a non-linear response in polarization when a varying
electric field was applied to the sample, in particular he saw a hysteretic
response similar to the one of ferromagnetics in a variable magnetic field
(the name ferroelectric, in fact, was chosen for this analogy).
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as the coercive voltage corresponding to FC . When we quote coercive
voltages we are also implicitly considering the thickness of the ferroelec-
tric.

Ferroelectrics also depend moderately on thickness and strongly on
temperature: thin layers behave differently compared to bulk material
[2, 107, 108], while high temperatures reduce the ferroelectricity until it
completely vanishes when the so called Curie temperature is reached
and surpassed, leading to the paraelectric phase of the material [103,109].

3.1.1 Ferroelectric oxides

In recent years a large range of materials with ferroelectric properties have
been discovered, each one with different ferroelectric parameters and, in
particular, different [Pr/FC ] ratios. The [Pr/FC ] ratio has the units of
[F/m], it is frequently reported in terms of ε0 (i.e. the permittivity of the
vacuum) and it can be used as effective metric to sort ferroelectrics based
on the application. Different combinations of the values Pr and FC , in fact,
essentially determine the amplitude of the hysteretic loop, both in terms
of voltages and polarizations: this can allow, for example, the tuning of
the memory window in FeRAMs, or the value of the negative-capacitance
in transistor designs [2, 3, 110,111](that is introduced in section 3.4).

Here we discuss two famous and interesting class of such materials:

• Perovskites are the most studied and experimentally characterized
class of ferroelectric crystals. These materials are often labelled as
ABO3 which refers to their general cell composition, where A and
B is a combination of cation elements while the oxygen acts as an
anion (e.g. BaTiO3, CaTiO3, SrT iO3, LiNbO3 or PbZr1−xTixO3,
that are also known as PZT ) [38,103,112,113]. The bulk materials
offer very high [Pr/FC ] ratios, in the order of magnitude of several
hundreds to a few thousands ε0. Critical temperatures of most pop-
ular perovskites are generally between 350K and 500K [103, 107],
which are compatible with the range of operating conditions of some
circuits, making their use highly application-dependent. The last
critical aspect about perovskites that is worth discussing is the feasi-
bility for their integration in CMOS processes. These materials can
not be embodied directly in conventional architectures, because the
large densities of induced defects would compromise the production
yield. In order to avoid these issues in experiments, the transistors
are connected to external perovskite capacitors [114,115], consisting
of ferroelectric material between two metal contacts.
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• Hafnium-based ferroelectrics have been recently discovered in the
world of large-scale electronics [116] and extensively investigated
[1, 117,118], and have two main appealing aspects: the first is that
these compounds are versatile as the ferroelectricity can be tuned by
properly doping the hafnium oxide (e.g. with silicon, yttrium or zir-
conium, that are also known as HZO compounds) [1,116,119,120].
The second important point is that hafnium is already integrated in
conventional CMOS processes, as it is widely used as high-κ dielec-
tric [121].The same material can show [Pr/FC ] between a few dozens
to some hundreds of ε0 [110], that makes them a lot more flexible
than perovskites both for RAM cells and for transistors with inte-
grated ferroelectric. The temperature dependence of such materials
strongly depends on the growth process and on the stoichiometry of
reactants, but the Curie temperatures seem to be higher than per-
ovskite counterparts [122], allowing in principle more robust devices.

For these reasons in a large part of the recent literature, the ferroelec-
tric considered for device integration is HZO [2, 3]. In the next section
we present two widely used physical models for ferroelectric crystals, that
can also be implemented in FET simulators.

3.2 Physical models for ferroelectrics

There are several models for the physical behavior of ferroelectrics, in
particular for the switching mechanism and the most relevant points of
the polarization versus voltage characteristic, such as the remnant po-
larizations and the coercive fields. The first model we consider is the
Landau-Khalatnikov equation [123], and it is the most frequently used
theory for ferroelectrics applied to electronics since 2008 [38]. The sec-
ond model relies on a mathematical description of hysteresis, known as
Preisach model, and it has been introduced recently to describe ferro-
electrics [2]. Those two models give slightly different results but are both
predicting well the switching behavior of large ferroelectrics and naturally
capture the anisotropic structure (i.e. the domains) of the material; the
similarities in the two models suggest that the choice between the two
approaches might be only application-dependent.

3.2.1 Landau-Khalatnikov (LK): homogeneous model

Lev Landau developed and published in the 1937 two famous physics
works on the general theory of phase transitions in materials with a
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change in their symmetry [124]. His theory had a strong influence, in the
following years, on material physics and has been widely extended or ap-
plied yo several other scientific disciplines [125]. His theory was probably
applied for the first time to ferroelectrics in a static framework by A.F.
Devonshire in 1949 [126,127], but its modern dynamic formulation results
from a reworking of a paper by Landau and Khalatnikov of 1954 [123].

The model by Devonshire stems directly from an energy-minimization
process of the total Gibb’s energy of the system: in fact, directly from ther-
modynamics principles, the total Gibb’s free energy GT can be expressed
as function of different internal variables (that are strain η, polarization
P and temperature T ) and external stimuli (electric field F and stress
σ). In the case of bulk ferroelectrics we will neglect the stress/strain com-
ponents and we can expand GT in powers of the internal and external
variables [103,107,128] as:

GT (P ) =
1

2
aP 2 +

1

4
bP 4 +

1

6
cP 6 − FP (3.1)

where the expansion is usually truncated at sixth order (but in some cases
it can be reduced to fourth order [129–131], or extended to the eighth
order [110]). In equation (3.1) F is the electric field in the ferroelectric
sample, P its polarization and a, b, c are material-dependent coefficients.
We highlight that, in principle P is a three component vector, so that
the free energy should be written by using all the vector components.
Here, for simplicity, we consider only a scalar value of P , which is a good
approximation for thin ferroelectrics with no inhomogeneities. The values
of the coefficients a, b, c can change over orders of magnitude depending
on the material (see table 4.1), but ferroelectric phase requires a to be
negative, while different phase transition types can lead to both positive
or negative values of b and c.

In equation (3.1) we can find the non-linear response in polariza-
tion of the ferroelectric, that corresponds to the sixth order polynomial,
and the external supply voltage generator term, that is the linear term
in polarization [128]. For completeness, we want also to remark that in
the literature of the physics community [132] and in a recent work on
Nanoscale [133], in GT we read also an additional term [ε0εF eF

2/2] that
seems to account for the natural background dielectric response of the
ferroelectric. However, it is not so easy to harmonize this concept with
the Landau-Khalatnikov models, also because it has been argued that the
additional term has an empirical nature, as opposed to a fundamental
physical foundation [134]. For these reasons we decided to neglect the
term [ε0εF eF

2/2], which is consistent with what it has been done almost
universally in the electron devices community.
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= F t

Figure 3.4. Typical polarization versus voltage characteristics obtained with
the static (red) and the dynamic (dashed) Landau-Khalatnikov equations for a
uniform HfO2 ferroelectric placed between two metal contacts. The coefficients
used here are extracted from [1], with a thickness of tF e=10nm, ρ=5Ωm and
obtained with a triangular voltage waveform with a frequency of 5MHz. The
S-shaped characteristic clearly shows a negative slope branch that is associated
to the negative capacitance CF e behavior, while the dynamic relation has a
hysteretic behavior that switches between the two saturation branches. Some
important points of the characteristics are highlighted and labelled.

negative capacitance branch can be, in principle, stabilized to exploit its
properties [38, 135].

Before proceeding with the dynamic version of Eq.(3.2), it is important
to highlight that this model takes into account the critical temperature
dependence of ferroelectrics by assuming that the coefficient a is linearly
dependent on the absolute temperature T minus the Curie temperature
T0 which is, also, a ferroelectric property. Actually a is written as follows

a = a0 (T − T0) (3.3)

where a0 is a positive coefficient, so that a is negative only when the
temperature is below the Curie point. A more extensive analysis on tem-
perature sensitivity is presented in the device-design chapter.

Dynamics of the ferroelectric material

In order to describe the behavior of ferroelectrics a dynamic theory is
needed to describe the switching mechanism of the polarization: for this
reason Landau and Khalatnikov have shown [123] that in homogeneous
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ferroelectric (i.e. in a single-domain framework) this can be obtained
combining the Lagrange and the Gibb’s free-energy equation, as:

ρ
dP

dt
= −∂GT

∂P
= −

(

aP + bP 3 + cP 5 − F
)

(3.4)

where ρ is a damping factor (or a resistivity) governing the switching
kinetics of the domains and other variables have the meaning already ex-
plained above [136]. This equation will be referred to as dynamic Landau-
Khalatnikov equation or, simply, LKE. The dashed P-VF e characteristic
shown in figure 3.4 is obtained from equation (3.4) by removing the time-
dependence.

It is important to note that this theory, despite it is describing only
a uniform material, can be still considered valid for the characterization
of ultra-scaled ferroelectric devices, where the size of transistor is compa-
rable to the dimensions of a domain (estimated from a few to a few tens
of nanometers [137]), so that a nanoscale device may consist of a single
domain.

3.2.2 Landau-Ginzburg theory: inhomogeneous model

Due to the presence of domains in ferroelectric samples, a homogeneous
theory is expected to fail in the description of experiments when the
dimension of the sample is large compared to the domain size. The Landau-
Ginzburg approach extends the static and dynamic LKE to a multi-
domain framework, taking into account spatial fluctuations of the order
parameter, namely the polarization. [103,138].
We usually consider the polarization in the vertical direction z but, due to
the presence of inhomogeneities, changes of the polarization are expected
to arise also in the x-y plane orthogonal to the axis z (see figure 3.7).
Slow spatial variations of the polarization vector lead to an additional
contribution to equation (3.1), that is proportional to the gradient of the
polarization ♣∇P ♣2 [139], so that the free energy reads

GT (P ) =
(

1

2
aP 2 +

1

4
bP 4 +

1

6
cP 6 − FP

)

+ γ
∫

Ω
♣∇P ♣2 (3.5)

where the last term is the energy contribution due to inhomogeneities
and Ω is the ferroelectric volume. This equation includes the polarization-
polarization interactions, estimating the additional cost of the free-energy
when the polarizations in different locations are not parallel, and it can
be also applied to the dynamic definition of the LKE (Eq.(3.4) ) leading
to a dynamic multi-domain description (MD − LKE).

The Landau-Ginzburg model describes continuous variations in an
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inhomogeneous material, and in the following sections we will present a
discrete version of the dynamic Landau-Ginzburg equation that has been
used in this work.

It is worth mentioning that another recent and interesting explanation
of the microscopic nature of ferroelectricity has been presented at the
2018 International Electron Device Meeting (IEDM) by A. Khan [140].
The proposed explanation, which also seems to directly support the phe-
nomenological Landau-Khalatnikov theory, starts by considering multiple
polarizable units that electrostatically interact with each other. The pa-
per shows that such an electrostatic interaction generates a microscopic
positive feedback action (also known as polarization catastrophe) that
triggers the hysteresis loop. In particular the final step of this demonstra-
tion, within the simplified analysis proposed, directly leads to the static
LKE polynomial when considering an ordered set of polarizable units.

3.2.3 Preisach model

The Preisach model will only be briefly introduced in this thesis, as it
was not directly used in our simulations. Ferenc (Franz) Preisach pro-
posed his model for the first time in 1935 to describe intuitively hysteretic
magnetization-related processes [141]. The original theory has been vastly
studied, extended [142–144] and eventually generalized in a purely mathe-
matical form in the seventies [145], allowing alternative applications of the
model in different fields [2,146,147]. In general, according to Preisach, any
type of hysteresis can be obtained by combining multiple ideal hysteretic
loops, each one with its set of parameters. It is important to note that
this approach is intrinsically an inhomogeneous model, thus it cannot be
used to describe uniform materials or ultra-scaled ferroelectrics consisting
of very few or possibly a single domain.

It is possible to consider an infinite set of simple hysteresis operators
γ̂αβ, represented as an ideal rectangular hysteresis in the input-output
diagram, similarly to a two-state switch, as it can be seen in Fig.(3.5) [148].

The values α and β correspond to coordinate of the input at which the
characteristic switches "up" and "down" respectively, and from now on it
is assumed α≥β. The output of the system can switch only between the
values −1 and 1. As the input signal u(t) is increased monotonically, the
ascending path abcde is followed, while when the input is reversed, the
branch edfba is traced. Together with the operators γ̂αβ, we also introduce
an arbitrary weight function µ(α, β), called Preisach function, that leads
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equation (3.5) ) have a large influence on the simulation results. While
it is not clear which k value can be considered representative of actual
ferroelectric materials, it can be estimated by comparing the experimental
curves to simulations (see the calibration section 4.2 in the next chapter).

To emulate the inhomogeneities of the material, to each domain we
assigned a different set of coefficients a, b, c (and in principle even ρ), that
can be computed from a statistical dispersion of remnant polarizations and
coercive fields. In particular this procedure starts with the definition of
the nominal values, extracted from the calibration procedure discussed in
section 4.2 and according to figure 3.8, for the coercive point of coordinates
(F nom

C , P nom
C ) and for the remnant polarization, which is positioned at

(0,P nom
r ). The following step consists in associating a statistical dispersion

(in our case a constant distribution) around the nominal values: this allows
us to randomly pick, within this range, values of FC , PC and Pr for each
domain. By using linear equations in (3.9) it is then possible to calculate
the correspondent a, b, c for all the domains of the array and use them
in the multi-domain LKE:

⎧

⎪⎪⎪⎪⎪⨄

⎪⎪⎪⎪⎪⋃

a · Pr + b · P 3
r + c · P 5

r = 0

FC = a · PC + b · P 3
C + c · P 5

C

dFC

dPC

= 0 = a + 3b · P 2
C + 5c · P 4

C

(3.9)

The system (3.9) is a set of three linear equations that are used to
calculate a, b and c. The first equation refers to the (0,Pr) point of the
polarization-field characteristic in figure 3.8, while the second describes
the switching point of the characteristic at (FC ,PC). The last equation
is obtained by differentiating the static LKE at the switching point and
setting it to zero: this is consistent with the fact that the (FC ,PC) point
in figure 3.8 corresponds to a local minimum of the static LKE relation
(this can be seen by inverting the axes of the P-V characteristic in figure
3.8).

It is interesting to compare the simulation results from single- and
multi-domain LKE for the same ferroelectric material: as can be seen in
figure 3.8, the single-domain LKE shows an almost abrupt switch at the
(V nom

C , P nom
C ) point, while the multi-domain characteristic has a smoother

transition, which is mainly due to the dispersion of the coercive voltage
introduced by our approach.

The presented numerical models are the ones implemented in our
simulator to describe the entire ferroelectric NC-FET structure, and in
the next chapter we will explain how our device simulator links the LKE
theory with semiconductor and interface descriptions. In particular, the
numerical multi-domain LKE offers good results when compared to char-
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Static LKE

Figure 3.8. Comparison between voltage-polarization characteristic of a 10nm
thick ferroelectric HZO [2, 110], for the multi-domain (MD), the single-domain
(SD) and the polynomial static LKE. The important points and the dispersion
∆Vc (that is here set to ±1V around V nom

C ) in the coercive voltage are highlighted.

acterization experiments on ferroelectric materials, and it has been used
here mainly to calibrate LKE coefficients (see next chapter).

3.4 Stabilization of ferroelectrics and neg-

ative capacitance

The main focus of this section is the presentation of the negative ca-
pacitance in ferroelectric materials and how it is directly related to the
stabilization concept. As already mentioned the negative-slope branch of
the P-V curves cannot be seen in characterization experiments of ferro-
electric capacitors due to its non-favourable energetic profile, but it can
be stabilized with the use of a proper value of (positive) capacitance in
series [38, 151].

According to Salahuddin and Datta [38], the negative capacitance
concept can be explained as a positive feedback mechanism [152], within
the framework of conventional systems theory. As is illustrated in figure
3.9(a), our system consists of a positive linear capacitor C0, with a charge
Q on its plates, at which it is directly applied an input voltage V plus a
feedback contribution αQ, thus we can write the response of the closed-
loop system as

Q = C0(V + αQ) ⇒ Q =
C0

1 − αC0

V = CF eV (3.10)
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capacitances themselves, hence a sort of step-up voltage transformer that
relies only on capacitances and can be, in principle, embodied in the gate-
stack of a device. This can be easily demonstrated by considering the
voltage divider described by the series of negative capacitance CF e and
positive linear capacitance Cs, as depicted in figure 3.10: if we apply a
voltage V to the series and analyze the internal voltage Vs, we can write:

Vs = V
CF e

CF e + Cs

⇒ ∂Vs

∂V
=
[

1 − Cs

C0

(αC0 − 1)
]−1

. (3.12)

The relation (3.12) suggests that the gain [∂Vs/∂V ] can be maintained
stable and made very large by properly tuning the capacitance magni-
tudes, and, in particular, it is the distance between the two values of CF e

and Cs that controls the resulting gain value: for this reason we will refer
to this condition as capacitance matching.

This general treatment, and in particular the stability condition, can
be extended to series of multiple capacitors, including non-linear capaci-
tances such as the ones shown by semiconductor layers: this allows us to
tune, within certain limitations, the stability of the ferroelectric into FET
structures, leading to different operative conditions that will be described
in the details in the device design chapter.

3.5 Energetic behavior of NC devices

When the series of a ferroelectric and a generic non-ferroelectric capacitor
(linear or not) is subject to an external voltage VT , we can conceive two
possible approaches to calculate the steady-state Vc(Q) relation of the
internal node, according to figure 3.11.

The almost universally employed approach [41,129,153,154] involves
the well known Kirchhoff’s laws: the ferroelectric voltage-charge relation
V(Q) is described by the LKE, and the Kirchhoff’s laws for the series
connection (i.e. the elements in series share the same amount of charge
Q and the sum of their voltage drops is equal to the total applied volt-
age VT ) are enforced in the vertical direction of the device. It has been
argued [155], however, that this approach may provide a Q value that
does not minimize the Gibb’s energy of the whole NC-FET, leading to a
wrong result in terms of thermodynamics. We have demonstrated in our
work [128], instead, that the two approaches for the NC-FETs are indeed
equivalent and, even if we introduced some simplifying assumptions, we
believe that our results can be extended also to more general cases.

We start by analyzing the results of the two approaches when consid-
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as a dielectric or a non-linear semiconductor-based capacitor, has instead a
quite different starting point and procedure. We first solve the electrostat-
ics using the Poisson equation, including the physics needed to take into
account possible charge densities, which leads to the V(Q) relation of the
capacitor, and eventually this is used to calculate the electrostatic energy
stored in the capacitor. For a linear dielectric capacitor, with capacitance
Cs, is well known that hold the relations

Vc(Q) =
Q

Cs

Uc(Q) =
Q2

2Cs

. (3.14)

and then, by applying the Kirchhoff’s laws, we can calculate the overall
voltage drop VT (Q) of the ferroelectric and dielectric series as the sum
of Vc(Q) and VF e. We can also write the Gibb’s free energy for such a
capacitor subject to an external voltage Vc, similarly to the case of the
ferroelectric, thus obtaining:

GC(Q) = Uc(Q) − VcQ =
Q2

2Cs

− VcQ (3.15)

that can be minimized by setting dGC(Q)/dQ=0, and directly leads to
the Vc(Q) relation.

Following now the second approach, that consists in the minimization
of the total energy of the series of the capacitances, we can write the
derivative of the Gibb’s free energy of a generic NC-FET as:

∂

∂Q

[

tF e

(
1

2
aQ2 +

1

4
bQ4 +

1

6
cQ6

)

+ Uc(Q) − VT Q
]

= 0 (3.16)

that is an equation that can be solved in Q and assumes that the energy
relation of the linear capacitor is known. According to equation (3.14)
we can write [∂Uc(Q)/∂Q]=Q/C=Vc(Q), hence it can be seen that equa-
tion (3.16) results in the relation VT (Q)=VF e(Q)+Vc(Q): this is consistent
with the outcomes of the first approach that relies on the Kirchhoff’s laws.

We can now demonstrate that this equivalence between the two ap-
proaches holds even when considering a non-linear capacitance in series
with the other two materials. This is readily done by demonstrating that
even for non-linear capacitances the voltage-charge relation can be ob-
tained with an energy-minimization methodology. Our analysis started by
noticing that, at any time, the power delivered to the non-linear capacitor
in figure 3.11(b) is [ϕs(t)(dQ/dt)], where ϕs is the voltage drop across it,
and consequently the energy Usc stored in the semiconductor when it is
charged to Q

Usc(Q) =
∫ ∞

0
ϕs(t)

⎟

dQ

dt

]

dt =
∫ Q

0
ϕs(Q

′)dQ′ (3.17)

where the charge in the initial state is taken to be zero. The only assump-
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tion in this expression is that the possible time constants and losses in
the semiconductor are negligible compared to those introduced by the
external switch. Equation (3.17) implies that [dUsc/dQ]=ϕs(Q) which,
similarly to the case of the linear dielectric capacitance, leads to the equiv-
alence between the first approach and the Gibb’s energy-minimization
methodology. This confirms the validity of both the methodologies in the
analysis of a electronic device.

Numerical validation

To support and verify the above analysis, and its main conclusions, we
verified the equivalence by numerically simulating the behavior of a NC
device with our code (described in the following chapter). The simulations
shown here were carried out for a 20nm thick HfO2 ferroelectric layer with
a retrograde channel doping profile to improve the capacitance matching
condition (as discussed in the device design chapter) [135], but the results
can be easily extended to other structures. The LKE parameters for this
material are a=−3.9e8m/F, b=1.0e10m5/F/C2 and c=−2.65e10m9/F/C4,
as also reported in the table 4.1.

The semiconductor energy is computed as in (3.17) and then added
to the ferroelectric energy, leading to the free Gibb’s energy GT for the
device. In particular, in figure 3.12(a) we show the energy-charge relations
for two applied VT , and in figure 3.12(b) the zoom of the same plot on
the minima of the GT : it can be seen by comparison with figure 3.13 that
the values of charge density corresponding to the energy minima belong
to the voltage-charge relation of the NC-FET (green curve) and then to
the given values of VT .

The presented numerical analyses are obtained within a simplified
framework, but the general results are expected to hold even for more
complicated structures and devices, as the treatment relies only on fun-
damental principles of physics.

3.6 Experimental evidence of negative ca-

pacitance

In this section we present and discuss the most important empirical re-
sults reported in literature, claiming an experimental evidence of negative
capacitance behavior.
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the stable NC effect [157], while any possible speed limitation due to the
ferroelectric material seems to be related to the kinetics of the complete
switching of domains.
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the conduction band minimum, according to figure 4.2:

U(z) = −q ϕ(z) (4.2)

which assumes that the Fermi-level at the source is the energy reference
EF,S=0. Once U(z) is defined for that potential profile, the Schrödinger
equation in the well known parabolic effective-mass approximation
(EMA) [68,163] can be solved as an eigenvalue problem:

⎟

−}
2

2mz

∂2

∂z2
+ U(z)

]

Ψ(z) = ε Ψ(z) (4.3)

where Ψ is the wavefunction associated to the sub-band energy ε (i.e. the
eigenvalue of the problem), and mz is the effective mass in the quantization
direction. It is important to note that equation (4.3) is solved for both
valleys of silicon having effective masses mz=0.92m0 and mz0.19m0, where
each valley gives its partial contribution to the total electron carrier
density n(z) according to its multiplicity. In more details, the value of
n(z) for a specific valley is itself a sum of two contributions: the electrons
coming from the source reservoir, nS, and those from the drain region,
nD, and each of those contributions can be written as [68]

nS(D)(z) =
∑

ν,n

♣Ψν,n(z)♣2 µνmd,νKbT

π}2
ln
(

1 + eη
S(D)
ν,n

)

ηS(D)
ν,n =

EF,S(D) − εν,n

KBT

(4.4)

where (ν,n) are the (valley, subband), µν is the multiplicity of the valley
ν in the chosen direction, md is the DOS mass for silicon (for a specific
interface) and mz is the quantization effective mass.

Once the charge density is determined, it is applied to the Poisson
equation for the semiconductor, which can take into account several con-
tribution to the total charge density ρ (such as interface-trap density or
fixed charges):

εSi
∂2ϕ(z)

∂z2
= ρ = q [nS(z) + nD(z) − p(z) + NA] . (4.5)

In equation (4.5) NA is the acceptor doping concentration, εSi is the
permittivity of the silicon, and ns, nD are the carrier densities defined in
equation (4.4). It is important to note that we include in our simulations
the degeneracy of the Fermi-levels in the computation of the hole densities
p(z). The Poisson equation is solved iteratively with a Newton-Raphson
algorithm until convergence, defined with a proper threshold, is reached.
The output of equation (4.5), that is the potential profile ϕ(z), can be
used to restart the cycle from the equation (4.2) and then again into the
Schrödinger equation.
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a drain-induced barrier lowering (DIBL) consistent with the reference
technology [122,164]. It is important to note that also the semiconductor
intrinsic capacitance Csct has been split between the drain and source
terminals, as there is no bulk electrode for the silicon film, leading to:

Csct = Csct,S + Csct,D (4.6)

The parasitic capacitances CS,p and CD,p influence the electrostatics
when calculating the energy profile at the interface, as they are responsible
for a charge density contribution QP that affect the Neumann boundary
condition of the Poisson equation as

QP = CS,p(ϕs − VS) + CD,p(ϕs − VD) . (4.7)

Due to the symmetry of our device we considered CS,p=CD,p so that the
contributions from source and drain differ only due to applied VS and VD

values. Another important remark we want to highlight is that equation
(4.7) assumes a surface potential ϕs at the flat-band condition equal to
zero. The potential profile obtained in such a way is representative of a
nanoscaled device even if the 2D Poisson problem is not actually solved,
and it can be effectively used to analyze SCE in MOSFETs and NC-FETs.

An example of a IDS characteristic obtained from our simulator, for a
conventional scaled DG MOSFET, is reported in figure 4.5 and compared
against an ideal MOSFET current-voltage relation having 60mV/dec
sub-threshold swing. The details on the effects of SCE due to parasitic
capacitances on NC-FETs will be discussed in the following chapters.

4.1.2 A simple transport model

To calculate the current and the conductance of a 1D semiconductor,
we used a simple ballistic top-of-the barrier model sketched in figure
4.6 [68,164,165]. It is important to highlight that, as the model is purely
ballistic, scattering effects are ignored, while the degradation of the out-
put conductance due to aggressive scaling are included via the CS,p and
CD,p parasitic capacitances discussed in the previous section.

The ballistic model of the current derives directly from a simplified
version of the Boltzmann Transport Equation (BTE) [166], in which we
also assume translational invariance in the direction y. This means that
we analyze the transport only in the x direction and that the total current
will be proportional to the width W of the device. Entering the detail of
the BTE solutions for the ballistic regime goes beyond the scope of this
thesis, but a basic discussion is reported here for completeness.
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We can essentially identify two carrier fluxes moving in opposite direc-
tions, here denoted with F+ and F− for the fluxes from source to drain
(i.e. kx > 0) and in the opposite direction (i.e. kx < 0) respectively:

F±
i =

(
KBT

π

)3/2 √
mtr√
2}2

F1/2(η
(S,D)
i ) . (4.8)

Here the equation is written for the contribution of the i-th subband
that has an effective mass mtr in the transport direction, the F1/2 is the
Fermi-integral of order 1/2 and ηi is the same coefficient as in equation
(4.4), but computed for the subband energy εi (for a specific valley) and
at the coordinate xV S of the virtual-source.

For the top-of-the-barrier model of figure 4.6 that consider a Fermi-
Dirac distribution of charges at the source and drain, the current IDS per
width can be written as sum of the difference between the carrier fluxes
injected from source and drain, for each subband-valley (ν, n):

IDS = q
∑

ν,n

(

F+
(ν,n) − F−

(ν,n)

)

=
q(KBT )3/2√mtr√

2π3/2}2

∑

ν,n

nν

(

F1/2(η
S
ν,n) − F1/2(η

D
ν,n)

)
(4.9)

It is important to note that the difference of the fluxes in equation (4.9)
is due to the voltage VDS between the source and drain regions, thus
for VDS=0 there is no net flux of carriers that contributes to the IDS,
as F+

(ν,n)=F−
(ν,n). We also mention that this model has been recently ex-

tended [122] to a quasi-ballistic regime by introducing a proper back-
scattering (o reflection) coefficient, that was originally proposed to de-
scribe the qualitative behavior of I-V characteristic in nanoscale devices
by Lundstrom [165,167–169].

Equation (4.9) allows us also to extract the value of the ballistic
conductance Gd [68], that we have also used to evaluate the NC-FET
performances [110, 170], as discussed in the following chapters. The ex-
pression of Gd, for a VDS that tends to zero, can be obtained by definition
Gd=[∂IDS/∂VDS]:

Gd =
(

KBT

π

)3/2 q√
2}2Vth

∑

ν,n

nν

√
mtr F1/2(η

S
ν,n) (4.10)

where nν is the valley degeneracy and all the other symbols have their
standard meaning.
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by observing that in crystalline semiconductors the trap current density
Jna can be neglected that, for Gna ≈0, simplifies equation (4.12) as

∂na

∂t
= −Una . (4.13)

In our framework we neglect the non-thermal recombination terms,
meaning that in equations (4.11) and (4.12) we set Gn=Gp=Gna=0, then
we can observe that the total current density is the sum of the separate
contributions J=Jn+Jp+Jna. Adding together equations (4.11) and (4.12)
we obtain the continuity conditions for all the charges involved:

q
∂[p − n − na]

∂t
+ ∇ · J = q (Un + Una − Up) . (4.14)

The following step is to properly express the SRH thermal-recombination
rate in the right-hand-side of equation (4.13), in particular this theory
describes the phenomena related to a specific trapping level Et, but it can
be easily extended to multiple levels by adding the single contributions.
The trap recombination term is expressed as [35,171]

Una = enna − cn (Nt − na) ⇒ ∂na

∂t
= cn (Nt − na) − enna (4.15)

where en and cn are the emission and capture rates respectively (in [s−1]),
while Nt is the density of traps at that specific energy level. It is necessary
then to characterize quantitatively en and cn for the semiconductor under
test to compute correctly the dynamics of the traps:

⎧

⎪⎪⎪⨄

⎪⎪⎪⋃

en = σvthNC · exp
(

Et − EC

KBT

)

cn = en · exp
(

EF S − Et

KBT

) (4.16)

Equations in the system (4.16) contain only physical semiconductor
parameters and distances in energy levels: σ is the interaction cross sec-
tion of the trapping state, vth is the thermal velocity for the majority
carriers, NC is the density of states in the CB, EC and EF S are in our
case the energy associated to the lowest subband of the CB and the Fermi-
level at the source. The total surface charge density due to interface traps
can then be computed as Qt,n=-q

∑

Et
na(Et). In figure 4.8 we report the

response frequency of interface traps versus the distance of the trap en-
ergy level from the CB: the further the energy level is from the CB (i.e.
deep into the energy-gap), the smaller the emission rate is. This means
that the response of traps to an external signal depends on their depth
and, obviously, on the frequency of the signal itself.

The right equation in (4.15) can be rearranged to express the proba-
bility of trap occupation by simply dividing the left- and the right-hand
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Figure 4.8. Response frequency of interface traps in p-silicon [171], accord-
ing to the SRH model, on their depth EC-ET . The frequency is computed as
f=[1/2πτ ], where τ=e−1

n is the time constant of the trap at a specific energy level.
The acceptor-like traps are usually placed in the upper part of the energy gap.

side by Nt, in fact we can set Pt=na/Nt and then obtain the dynamic
behavior of Pt:

∂Pt

∂t
= cn(1 − Pt) − enPt = en

[

exp
(

EF S − Et

KBT

)

· (1 − Pt) − Pt

]

(4.17)

This equation is the one actually implemented in our device simulator
[122], and also suggests an interesting result for the static behavior of
traps, within the validity of the proposed framework. In fact it is easy to
see that setting to zero the time derivative in equation (4.17) we obtain
a Fermi-Dirac occupation for traps:

0 = en

[

exp
(

EF S − Et

KBT

)

· (1 − Pt) − Pt

]

=

= exp
(

EF S − Et

KBT

)

· (1 − Pt) − Pt

⇒ Pt =
1

1 + exp
(

EF S − Et

KBT

)

(4.18)

The static framework implies that all the traps are responding to the
external stimulus without any delay, thus all of them are contributing to
the whole electrostatics of the device: this is the framework we used in our
first contribution about the influence of interface traps in NC-FETs [170],
and the results will be discussed in the next chapter.
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4.1.4 Numerical solution of the model system

The simulator developed in the PhD project to describe the NC-FET
essentially considers the device as a series of capacitances, thus we can
exploit the Kirchhoff’s law for the series and apply it to the voltage-charge
relations of each capacitor. This allows us to easily describe different com-
binations of materials, thicknesses and time-dependent input signals, and
analyze all the internal quantities of the device, such as charge densities,
energies and voltages.

Static simulations

The static simulations of NC-FETs, as no dynamics is involved neither
for the ferroelectric nor for interface traps, are obtained directly from
the Schrödinger-Poisson solver. This module enforces a polarization P as
boundary condition at the silicon-oxide interface, which is shared between
layers due to the continuity of vector D. Each polarization P value uni-
vocally determines the voltage drop in the semiconductor (and also the
currents, according to our ballistic model), as well as the voltage drops
across the dielectric and the ferroelectric layers (VOx and VF e respectively).
Consequently, for each value of polarization, the external voltage at the
gate terminal VG is computed as one of the outputs of the solver, as we
can always write the Kirchhoff’s law:

VG(P ) = ϕs(P ) + Vox(P ) + VF e(P ) + VF B (4.19)

where ϕs is the surface potential of the semiconductor, VF e is computed
with the static LKE and VF B=[ΦM -χsct] is the voltage drop due to the
alignment of Fermi-levels at zero electric field (corresponding to the con-
cept of flat-band voltage in planar MOSFETs [68]). Once the VG(P )
relation is obtained, it is possible to analyze also other output character-
istics for the device, such as I-V curves, by mapping the correspondence
between P , VG and the desired quantity (e.g. IDS, Gd or Csct). The traps
behavior is here implemented in its static description: the traps density
Dit follows a Fermi-Dirac distribution centered in the gap and with a given
density, and directly computed in the Schrödinger-Poisson iterative solver.

The limitations of this type of simulations are evident and tend to give
unrealistic results, as real NC-FETs are strongly dependent on dynamic
effects (due both to ferroelectric and traps), but can still lead to some
insightful suggestions on the behavior of ferroelectric devices and on the
device of NC-FETs [135].
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Dynamic simulations

The NC-FET dynamic simulator, however, works with a somewhat differ-
ent approach: it essentially solves the dynamic LKE (both for the single-
or multi-domain case) together with the dynamic SRH problem for a
generic time-dependent voltage input, leading to a consistent value for
the polarization which allows us to calculate the voltage drops across
other materials.

As first step the code requires a look-up table for the voltage-charge
relation of the semiconductor: this is provided by the Schrödinger-Poisson
solver which saves into a text file the total charge density in the silicon
(we recall that in our analyses we assume P ≈ Q) and the correspondent
values of the surface potential ϕs(P ). This procedure univocally deter-
mines the ϕs(P) relation for a given type of semiconductor, giving us a
complete description of the electrostatics of this layer. In this look-up
table we also insert, for each value of P , the corresponding currents (at a
given VDS), capacitances, conductances and energies for the band minima
in the semiconductor.

The second step is the characterization of the physical structure of the
device, such as thicknesses and material properties (e.g. electric permit-
tivities and coefficients for the LKE and interface traps), and the shape
of the desired input voltage signal VG(t). Once the simulation setup is
described, the code starts solving the dynamic LKE (see equations (3.7)
and (3.8) ) and the dynamics of traps at each n-th time-bin with a Runge-
Kutta algorithm. This leads to a specific value at the n-th step for Pn

and Qt,n, that is the trapped charge density, and in particular we can set

VF e,n = VG(tn) − VOx,n − ϕs,n (4.20)

in equations (3.7) and (3.8) to take into account the specific applied
voltage and the voltage drops across other layers. Due to the screening
effect of traps on the semiconductor potential, the ϕs-P relation need
to be adjusted to take into account the charge sheet Qt,n at the oxide
semiconductor interface: for this reason the look-up table is read with the
value [Pn-Qt,n] instead of simply using Pn.

As the system is described by differential equations , the code employs
an automatic time-step adjustment to obtain an accurate result at each
iteration: in this case the threshold to accept or reject the new step is
based on the variation of the surface potential computed in two subse-
quent time-bins. Other characteristics of the device can be calculated as
post-processes [149] in fact, once the simulation ends and the definitive
polarization-time P (t) relation is saved, we can re-map the values stored
in the look-up table according to evolution of P (t) and obtain other quan-
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tities such as currents, capacitances or conductances.

A final remark on the multi-domain NC-FET simulation is that this
problem connects a 2D ferroelectric to a semiconductor described by a
1D model. The procedure in this case is actually similar to the one de-
scribed above, but with two main differences: the first is that the LKE
is computed in parallel for each domain with all the coupling factors
needed to describe their interactions, and the second is that the look-up
table for the semiconductor is read by averaging the value of the polar-
izations from the ferroelectric. The latter solution is an approximation
as, in principle, a full 2D simulator including a description for the semi-
conductor in the transport plane would be more appropriate. For this
reason the multi-domain simulator has been mainly used to reproduce
experiments on the ferroelectric characterization (i.e. done typically on
large area metal-ferroelectric-oxide-semiconductor capacitors) in which
the transport in the semiconductor is not relevant, while for nanometric
NC-FETs has been used the more realistic single-domain approach [3,122].

4.2 Calibration against experiments

An important part of our work was the calibration of our models against
different sets of experiments on different kind of ferroelectrics capacitors
(e.g. HZO [2,108,111], Si:HfO2 [1,3] and BaTiO3 [38]). The calibration of
the coefficients a, b, c for the LKE has been done with the multi-domain
simulator and with the procedure explained in section 3.3.

The procedure starts by digitalizing the P-F (or P-V) experimental
curves in the literature and then extracting the values of the remnant
polarization Pr at zero field, the coercive polarization Pc and the coer-
cive field FC (or the correspondent voltage VC). The following step is
to simulate the device structure within our code by setting the material
parameters and the physical thicknesses. In particular is important to
choose the number of domains that may be present in the ferroelectric
and also the dispersion related to FC and Pr. This procedure assumes
a symmetric P versus field characteristic, and thanks to the matrix in
(A.14) it is possible to extract a first set of parameters for the LKE. With
those coefficients we are now able to run the simulation with the same
setup as in the experiment. The results obtained from this approach
usually show already a good agreement with experiments, but further
adjustment directly on the coefficients are useful to enhance the quality
of the calibration. For the calibration of the damping factor ρ we assume
that, if not otherwise indicated, the reported results are not affected by
dynamic effects of ferroelectrics at the used frequency.
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Figure 4.9. Polarization versus voltage for an HZO/SiO2/n+Si test structure
with TF e=10nm [2]. Calibrations with single- and multi-domain simulations are
compared to experiments: the best fitting is obtained with a value of k=0m2/F,
meaning that the coupling between domains is negligible in this case. Both ex-
periments and simulations are run with a triangular VG waveform input with
f=3.5KHz, that corresponds to a case with negligible dynamic effect for this
sample.

Sometimes is necessary to extend the LKE equation to the seventh
grade polynomial in order to obtain a better matching with experimental
results [110]: this introduces another coefficient in the LKE, thus it is
required an additional equation for the linear system in (A.14) that can
be obtained by choosing another point on the P-F characteristic. As the
seventh grade also introduces another inflection point in the curve, it is
important to calibrate its coefficient in order to move this critical point
outside the operating region of interest.

Possible asymmetries in the experiments, such as rigid shifts of the
curves on the F-axis or different slopes in the switching regions, this can
be explained by the presence of semiconductor layers used, for instance,
as substrates or contacts (if heavily doped). This solution is widely used
and results in an asymmetric voltage-charge relation, that depends on
the operative region of the semiconductor, such as inversion, depletion or
accumulation. Our approach allows us to consider those effects and we
verified that this helps improve the agreement with experiments.

Another property that emerges from multiple sets of experiments is
the dependence of the Pr on the thickness TF e. This dependence is difficult



74 Ferroelectric Negative-Capacitance FETs

Material a [m/F ] b [m5/F/C2] c [m9/F/C4] d [m13/F/C6]

HZO 10nm [2] -1.28·1010 2.53·1012 -1.62·1014 4.01·1015

HZO 10nm [111] -1.51·109 3.32·1010 2.2·1011 -
HZO 5nm [108] -6.21·109 4.48·1012 -1.72·1014 1.12·1016

Si:HfO2 8nm [3] -4.99·108 3.98·109 2.47·1010 -
Si:HfO2 5nm [3] -2.59·108 7.90·109 2.76·108 -
Si:HfO2 10nm [1] -8.57·108 2.01·1010 -5.11·1010 -
BaTiO3 200nm [38] -1.01·107 -8.9·108 4.5·109 -

Table 4.1. LKE coefficients extracted from experimental P-F characteristics
with the proposed procedure.

to characterize, hence also hard to include into our calibration process.
There are two possible approaches that can be followed to address this
issue: the first is to assume a simple linear dependence of Pr on TF e, and
this works well for small variations of the thickness around the nominal
value, while the second solution is to extract different sets of coefficients
for each TF e from the available measurements.

The figure 4.9 exemplifies a calibration performed by using a set of
experiments, reported by the University of Notre Dame [2], and used for a
large part of our analyses. It can be easily seen that, in that specific case,
the best-fit is obtained with the multi-domain model and for a coupling
factor k=0 m2/F, while higher values of k or the single-domain model
give steeper switching branches compared to experiments. The slope and
the smoothness of the switching branches depend, respectively, on the
dispersion of the coercive voltage and on the number of domains used in
the numerical model. In this respect the single-domain approach is not
expected to be suitable for characterization of big layers of ferroelectrics.
The extracted coefficients for the measurements in figure 4.9 and for sets
of other materials are reported in the table 4.1.

It is important to note that this calibration method is more effective
and precise when the experimental P-V curve has a large hysteresis, be-
cause the switching point (i.e. the values of PC and VC) can be easily
located.

To further validate the effectiveness of our calibration method for
ferroelectric LKE coefficients, we decided to compare the results at de-
vice level by running some simulations to reproduce the experimental
transfer characteristics described in [3], as can be seen in figure 4.10. The
simulated NC-FET has a TF e=8nm of HZO (with the calibrated coeffi-
cients reported in table (4.1)) deposited over a dielectric hafnia layer of
Tox=1.5nm, while the baseline device has only the dielectric oxide with
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enhancement of the ION current.





Chapter 5

NC-FETs Design

In this chapter we discuss the design space for negative capacitance
transistors, in particular we focus on two important design options

corresponding to two different perspectives: the steep-slope transistor
and the gm-boosted transistor [110]. Both the approaches are analyzed
in details, discussing the differences, the role of interface traps and also
the sensitivity to process and temperature variations [122,170].

For the sake of clarity we report again in figure 5.1(a) the sketch of the
double-gate transistor analyzed in our simulations, and the correspond-
ing capacitance network (b). The ferroelectric material, of thickness TF e

and capacitance CF e, is separated from the channel semiconductor by
a dielectric interfacial layer (IL) of capacitance COx=Tox/εOx: the series
capacitance of the gate stack is Cdi. It is important to note that the capaci-
tance Cdi is used to discriminate between the two design options discussed
in the following sections. For these simulations we used a nanoscale de-
vice model comprising a capacitive coupling between the virtual source
and the active regions of source and drain, as described in the previous
chapter. Moreover we also make use of a reference, baseline device that is
a conventional UTB-DG MOSFET, with the same characteristics as the
NC-FET depicted in figure 5.1, but without the ferroelectric film. Finally,
the largest part of our simulations rely on the single-domain dynamic
LKE model, which is a simplified but yet defendable model for nanoscale
FETs. However, in some cases we have used the multi-domain LKE solver
and for such simulations the results are reported in terms of conductances
Gd at VDS=0V, in order to remain in a quasi-equilibrium operation, so
that inhomogeneities of the semiconductor potential along the transport
direction can be considered small.This is essentially due to the transport
model employed in this study, which is not able to take into account 2D
effects in the semiconductor. Similarly it is not clear which is the actual
effect of the ferroelectric inhomogeneous polarization on the physics of
the semiconductor, which makes it difficult to describe the semiconductor
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Figure 5.2. Transfer characteristics of the conventional CMOS baseline transis-
tor. In (a) we report the IDS-VG curves for two source-drain voltages: it is clearly
observable the presence of DIBL due to the presence of parasitic components
CP that degrade the electrostatic integrity. In figure (b) we show CT =[Csct+CP ]
versus VG characteristics, and it is evident that the floor value in the subthreshold
region is practically equal to the parasitic component CP .
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60mV/dec and also the DIBL is 92mV/V.
The simulations on this conventional transistor are used as reference to

evaluate the negative capacitance design concept proposed in our recent
works [110,122,170].

5.1 Design space for NC-FETs

As it can be inferred from the discussion in previous chapters, the NC-
FET is a device that can be designed with two different perspectives.
We recall, from the previous chapter, that the stability of the negative
capacitance operation essentially depends on the difference between the
magnitude of the ferroelectric negative capacitance ♣CF e♣ and the value of
the total positive capacitance in series to it. We want to emphasize that
this aspect plays a fundamental role also in the description of NC-FETs,
where we are considering the more general relation between Cdi and the
semiconductor, thus we will refer to this dependence on the difference
between capacitances in the transistor as capacitance matching. The ca-
pacitance matching condition contribute to identify the different regions
of our design space in terms of operative temperatures and thicknesses of
ferroelectric and interfacial layers.

The qualitative picture is illustrated in figure 5.3 for different temper-
atures and thicknesses.

For Cdi<0, that corresponds to |CF e|<Cox, we have a steep − slope
NC-FET design, that allows sub-60mV/dec operation in the sub-threshold
region. This operation can be achieved for large TF e and small enough
EOTs, once the material properties of the ferroelectric (i.e. Pr, Fc and Pc)
and of the IL (i.e. εr) are set. This design option will be further discussed
in the following section in more details.

For Cdi>0 (namely |CF e|>Cox) the transistor is not operating as a
steep-slope device, but the NC operation of the ferroelectric can still be
exploited to improve the on-state, by boosting the Ion current: for this
reason we labelled this design as gm − boosted device. This design region
is relatively narrow compared to the previous one, because the boosting
effect requires to stay close to the Cox=|CF e| condition (see the next sec-
tions). The features of this concept are very promising and are interesting
also from a manufacturing point of view.

The Cox=|CF e| condition is considered as a boundary condition that
discriminates between the two approaches, and is both thickness and
temperature dependent. The thicknesses affect directly the values of the
capacitances, while the temperatures strongly affects the ferroelectricity
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Figure 5.3. Qualitative design space for the NC-FETs in terms of ferroelectric
thickness TF e, EOT of the interfacial layer and temperature T . The baseline tran-
sistor space corresponds to the case in which TF e=0nm or for a temperature above
the Curie temperature T0. The green line describes the condition of Cox=|CF e|,
which is the limiting case that discriminates between the two NC designs.

itself. Moreover when the temperature reaches the Curie temperature
T0, the ferroelectric behavior tends to completely vanish, dragging the
transistor back to a conventional CMOS operation.

In the following sections the different design approaches are discussed
in more details, and compared with the conventional MOS technology.

5.2 Focus on the off-state operation: steep-

slope devices

We start by focusing on the off-state region of the transistor, in partic-
ular on the improvement of the swing of the I-V characteristic in the
subthreshold region: this reflects the original idea by S. Salahuddin for a
steep-slope NC-FET [38]. The fundamental requirement for this design
approach is the presence of a negative capacitance in the gate stack. In
the original case analyzed in [38] there was only CF e, but here we consider
the whole stack capacitance Cdi.

Before proceeding in analyzing the off-state of the device, we need to
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introduce a simple expression for the subthreshold swing, based on the
voltage-divider model reported in figure 5.1 and obtained neglecting the
influence of possible interface traps (for now):

SS =
KBT

q
ln(10) ·

(

∂ϕs

∂VG

⎜−1

= 60mV/dec ·
(

1 +
Csct + CP

Cdi

)

(5.1)

where Csct is the semiconductor intrinsic capacitance and CP =CS,p+CD,p

is the capacitance due to the SCE model (see section 4.1.1). In this case
we want the Cdi to be negative and explicitly write it as Cdi=-♣Cdi♣, so
that the term [∂ϕs/∂VG]−1 in equation (5.1) can be made smaller than
one by tuning the capacitance matching:

(

∂ϕs

∂VG

⎜−1

=

(

1 − Csct + CP

♣Cdi♣

⎜

< 1 ⇒ SS < 60mV/dec . (5.2)

It is important to note that, in principle, the voltage gain expressed
in equation (5.2) can also assume negative values, which is an undesired
effect leading to instability and thus to hysteresis (as discussed in section
3.4). This behavior, in particular, arises when the capacitance (Csct+CP )
becomes larger than |Cdi|, and for this reason we refer to this situation
as capacitance crossing.

We here recall that Csct is strongly bias dependent and, in particular,
in UTB devices it tends to be much smaller than |Cdi| in the sub-threshold
region, which makes it difficult to obtain a good capacitance matching to
effectively lower the SS value. One possible way to improve the situation
might be the increase of CP , but this also tends to degrade SS and the
DIBL of the baseline transistor. For this reason in a well behaved FET
CP is typically a small fraction of COx. The role of interface traps will
be discussed in the details in the following section, but the qualitative
contribution to the SS is similar to the one of CP and, in principle, they
can improve the SS when Cdi<0.

Figure 5.4 presents several NC-FET I-V characteristics for different
ferroelectric thicknesses and with an EOT=0.5nm. Here the ferroelec-
tric parameters are independent of TF e, and the matching condition be-
tween the ferroelectric and dielectric capacitance changes with TF e. The
simulation was run for a NC-FET with a silicon thickness of 7nm, an
EOT=0.5nm and three TF e values of HZO, whose ferroelectric parame-
ters were calibrated against experimental data from [2] and reported in
table 5.1.The input signal VG(t) is a triangular voltage waveform, ranging
from -0.5V to 0.4V, and with a frequency of 1MHz. The frequency an the
resistivity of the ferroelectric, ρ= 5Ωm, are chosen so that the dynamic
effects due to domain switching are negligible. Figure 5.4 also shows that
the sub-60mV/dec operation is inevitably accompanied by hysteresis, in
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Figure 5.4. IDS versus VG characteristics for a steep-slope UTB NC-FET
and for three different TF e. The EOT and the work-function are set to 0.5nm
and 4.05eV, while VDS=0.6V. It is visible the enhancement of the slope in the
sub-threshold region, accompanied with the enlargement of hysteresis, when the
TF e is increased.

Material:HZO Thickness: 10nm

a [m/F ] -1.28·1010

b [m5/F/C2] 2.53·1012

c [m9/F/C4] -1.62·1014

d [m13/F/C6] 4.01·1015

k [m2/F ] 1.0e-3
ρ [Ωm] 5.0

Table 5.1. LKE coefficients extracted from experimental P-F characteristics
in [2] and used in figure 5.4.

qualitative agreement with experiments [2, 42,177].

Figure 5.5 reports the capacitances versus the polarization P obtained
from our numerical solver, that can be used to explain the onset of the
hysteretic behavior in figure 5.4. In fact, the hysteresis arises when the ca-
pacitance of the semiconductor Csct increases exponentially when entering
the inversion region, eventually leading to [Csct+CP ]>|Cdi| [110,122,151].
Moreover, the two crossing points between the capacitances in figure 5.5
correspond respectively to the onset of the forward and backward switch-
ings, occurring respectively along the increasing and decreasing sweeps
of the VG input signal.

There are two main issues related to this design concept where Cdi is
negative to obtain a voltage gain between ϕs and VG. The first is that
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Figure 5.5. Capacitance versus polarization P curve corresponding to the
case of TF e=4nm in figure 5.4. The onset of both the forward and the back-
ward switchings are identified by the capacitance crossing points, namely when
[Csct+CP ] is larger than |Cdi|, that are highlighted by the red circles. The value
of Csct in the sub-threshold region is dominated by parasitic capacitances CP .

the capacitance matching in the subthreshold region is hard to obtain,
due to the usually large difference between the values of |Cdi| and Csct,
making it difficult to reduce SS well below 60mV/dec. The second prob-
lem, which is tightly linked to the first one, is that the Csct in the near
and above inversion region inevitably increases and then tends to cross
the |Cdi|. While the first issue might be solved with 2D materials (such
as MoS2 [175]), or with particular doping strategies (such as devices with
a retrograde-doping profile [135]), the second problem seems harder to be
overcome. The hysteresis, moreover, tends to produce huge vertical fields
that can be hardly tolerated by conventional oxide and semiconductor
layers (see figure 5.11 in the following section).

Retrograde steep-slope NC-FET

A device design to achieve very steep I-V characteristics in bulk NC-FETs
has been proposed in [135], and it is sketched in figure 5.6, and it exploits
a retrograde-doping profile. This device has a conventional bulk MOS-
FET structure, with a thick semiconductor substrate and no dielectric
interfacial layer (i.e. CF e ≡ Cdi). The equivalent capacitance network for
the device sketched in the figure 5.6 shows that the total capacitance of
the semiconductor can be split into two main components: the depletion
Cdpl and the inversion Cinv capacitances, thus Csct=Cdpl+Cinv

The retrograde profile, that is reported in figure 5.7, has a partic-
ular shape that limits the depletion width, improving the capacitance
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Figure 5.6. Sketch (on the left) and capacitive equivalent network (on the
right) for a bulk retrograde NC-FET device with a ferroelectric insulator: in this
case the VB is grounded and the overall semiconductor capacitance is split into
depletion and inversion contributions, namely Cdpl and Cinv.

matching between the CF e and the capacitance Cdpl ≃ Csct of the semi-
conductor in the subthreshold region. Retrograde channel doping profiles
have been widely used to contrast short channel effects and enable scaling
in advanced CMOS technologies [178, 179], and very steep profiles can
be obtained by using Si:C diffusion blocking layer [178], or by selective
epitaxy of silicon incorporating partial monolayers of oxygen [180].

This study has been carried out by using the steady-state single-
domain LKE for a Si:HfO2 ferroelectric [1], so that all the reported curves
neglect possible dynamic effects. In our simulations we employed a gaus-
sian profile for the retrograde acceptor doping profile, with a peak doping
NP eak=6·1019cm−3 placed at 9nm from the interface (i.e. zp=21nm), and a
decay length of about 3.3nm/dec. The additional constant doping profiles
in the vertical direction are Nsub=5·1018cm−3, for the substrate region be-
tween zp and the bulk contact, and Nsurf=5·1016cm−3 at the interface, as
illustrated in figure 5.7. It can be also seen in figure 5.7 that the depletion
width tends to be limited by this doping profile, as it can be inferred from
the behavior of the three profiles for hole concentrations, corresponding
to three different gate voltages.

The benefit of the steep retrograde doping profile in terms of capac-
itance matching can be clearly observed in figure 5.8(a), that reports
the numerically calculated |CF e| and Csct versus the gate voltage VG for
several values of TF e. Figure 5.8(a) also reports, as a reference, the Csct

for a NC-FET with a constant substrate doping profile (i.e. UD NC-FET)
that shows a negligible capacitance in the sub-threshold region compared
to the retrograde device. The improvement in the SS can be seen in the
corresponding IDS versus VG characteristics of figure 5.8(b): the S-shaped
characteristic in the inversion region is typical of static LKE simulations,
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Figure 5.7. Retrograde doping profile obtained with a gaussian function for
a NC-FET with Tsc=30nm, TF e=15nm and the values reported in the figure.
To demonstrate the depletion-width blocking feature allowed by the retrograde
doping, we also report three hole profiles for three different VG values.

and it is representative of the hysteretic behavior that is observed in dy-
namic simulations.

In figure 5.8(b) it can be seen that, even for this design, the onset of
the hysteresis (i.e. the inflection points of the I-V curves in inversion) due
to the capacitance crossing is still an issue, and it tends to become more
and more relevant when increasing the thickness of ferroelectrics.

5.3 Focus on the on-state operation: gm-

boosted devices

An interesting design approach to avoid the undesired hysteretic behav-
ior is to keep Cdi positive. Even if this choice forces us to abandon the
idea of a sub-60mV/dec slope operation (as implied by equations (5.1)
and (5.2) ), it is still possible to exploit the step-up voltage conversion of
ferroelectrics to enhance the device performance in the on-state [110]. We
here refer again to the DG device sketched in figure 5.1, as the presence
of the dielectric oxide is playing here an important role.

According to a simple voltage divider model, it is possible to write
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Figure 5.8. In (a) we report the capacitance versus VG curves for the retro-
grade NC-FET and for different thicknesses TF e. It is also shown the capacitance
of a uniform-doped (UD) bulk NC-FET as reference. In (b) are reported several
IDS-VG characteristics for different TF e obtained from the static LKE solver.

the voltage gain across the dielectric layer as:

∂Vox

∂VG

= 1 +
Cox(Csct − ♣CF e♣)

♣CF e♣Cox + Csct(♣CF e♣ − Cox)
(5.3)

where the negative value of the ferroelectric capacitance has been made
explicit by writing CF e=-|CF e|. We argue that if Cdi is positive, which
requires Cox<♣CF e♣, we can still obtain a [∂Vox/∂VG]>1 from equation
(5.3) when the capacitance of the semiconductor is larger than ♣CF e♣. In
particular, we see that for Csct ≫ ♣CF e♣ equation (5.3) simplifies as:

∂Vox

∂VG

≃ ♣CF e♣
♣CF e♣ − Cox

(5.4)

which can be much larger than one if Cox is close to ♣CF e♣. This condition
has an important implication for the overall gate stack capacitance CG,
in fact we can write:

CG =
∂(−Q)

∂VG

=
∂(−Q)

∂Vox

· ∂Vox

∂VG

= Cox ·
⎟

∂Vox

∂VG

]

, (5.5)

where Q is the total charge density in the vertical direction of the stack,
and it is shared by each layer. Equation (5.5) states that it is possible to
have a gate capacitance CG larger than the capacitance Cox of the dielec-
tric, when the gain [∂Vox/∂VG] is made greater than one. The capacitance
amplification effect of ferroelectrics, as already discussed in section 3.6, is
supported by measurements on superlattice capacitors reporting exper-
imental evidence of overall capacitances larger than the capacitances of
the constitutive layers. In the bias range where CG is larger than Cox, we
can effectively boost the transconductance in the NC-FET compared to
conventional counterparts, and thus enable a large [ION/IOF F ] improve-
ment for a given supply voltage VDD: for this reason we refer to this device
concept as gm-boosted NC-FET.
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Figure 5.9. In (a) are reported the capacitances of the NC-FET, in particular
CG is the total device gate capacitance and CF e,0 is the ferroelectric capacitance
for small polarizations (P≃0). In (b) are reported the voltage drops across the
oxide, Vox, and across the semiconductor, ϕs versus the applied voltage VG. The
crossing point of the capacitances coincides with the boosting of the [Vox/VG], as
highlighted by the arrows.

We would like to emphasize the fact that, for the gm-boosted NC-
FET, CG is always positive and the capacitance matching involves two
fairly bias independent capacitances, Cox and |CF e|. This makes it easier
to avoid complete domain switching and the hysteretic behavior when
compared to the steep-slope design.

Figures 5.9(a) and (b) report respectively the numerically computed
Csct and CG versus VG and the corresponding curves for ϕs and Vox for an
NC-FET with Tox=2nm, TF e=3nm of HZO [2] and silicon film thickness
of 7nm. As expected, in the sub-threshold region [∂ϕs/∂VG] is approxima-
tively one (in fact the black curve of ϕs in figure 5.9(b) is parallel to the
dashed line with unitary shape), meaning that no steep-slope operation
is achieved. In near- and above-threshold region, however, Csct increases
rapidly and eventually becomes greater than |CF e,0|, which induces a CG

larger than Cox and allows [∂Vox/∂VG] to become grater than one.

The conductance versus VG characteristics of the device for differ-
ent values of TF e are shown in figure 5.10, using both linear and semi-
logarithmic scales. As it can be seen the NC-FET provides a remarkable
enhancement of the ION current, reported as a boost of the conductance
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Figure 5.10. Conductance versus VG curves for the described gm-boosted NC-
FET and for different TF e. The linear scale shows the enhancement of the on-state
conductance compared to the reference baseline device, while the semi-logarithmic
scales show that no improvement in the SS is obtained.

Gd in the figure, compared to the non-ferroelectric FET, particularly for
TF e=3nm and 4nm. According to figure 5.11, when TF e is further in-
creased to 6 nm, however, |CF e| becomes smaller than Cox, so that CG

becomes negative (according to equation (5.5) ), which drives the system
towards instability, eventually triggering complete domain switching and
hysteresis.

Figure 5.11 shows that the hysteretic behavior results in an oxide
field Fox approaching 10MV/cm. Such a strong Fox is problematic from
a gate leakage perspective [106], and it is also hazardous in terms of
bias-temperature instability and/or soft-breakdown [181].

From a design perspective, it is interesting to explore the relation
between the temperature and the thickness of the ferroelectric when the
gain G is varying. By manipulating equation (5.4), and combining it with
the condition of the gm-boosted design Cdi>0, we can infer the following
expression [122]:

a0(T − T0)TF e >
EOT

εSiO2

· G − 1

G
(5.6)

which describes a region in the design space defined by TF e, temperature
and gain G. Figure 5.12 reports this design space for different gains and
also highlights the boundary condition that leads to a steep-slope design.
It is clear that the closer we approach the Cox=|CF e| case, the higher is the
gain in the on-current. This sets an upper boundary condition on the gm-
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Figure 5.11. Electric field across the oxide versus the applied voltage VG for
the NC-FETs at different TF e and for the baseline. For TF e=4nm or lower, the
device operates as a gm-boosted device, while for TF e=6nm the series capacitance
Cdi becomes negative, resulting in a steep-slope NC-FET with an hysteretic
characteristic.

boosted design, while the lower boundary is due to the NC operation itself.

Before concluding this section, we want to remark that the proposed
gm-boosted device is a promising design perspective, because the ferro-
electric can be stabilized to boost the on-state currents compared to
conventional FETs. Moreover we can derive some simple (and approxi-
mated) guidelines for the design of such a device; we here recall that the
zero field ferroelectric capacitance ♣CF e,0♣ is given by ♣CF e,0♣=1/(2|a|TF e)
and that, for a third order LKE, ♣a♣ can be written in terms of FC and
Pr:

♣a♣ =
3
√

3FC

2Pr

. (5.7)

Equation (5.7), together with the definition of ♣CF e,0♣ and equation (5.4),
suggest an expression for the TF e needed to obtain a certain gain [∂Vox/∂VG]:

TF e ≈
⎟

1 − 1

[∂Vox/∂VG]

]

EOT

εSiO2

Pr(TF e)

3
√

3Fc(TF e)
. (5.8)

This is an expression that depends on the EOT of the oxide layer and
also on ferroelectric material properties, defined by the ratio between the
remnant polarization and the coercive field [Pr/FC ]. The role of [Pr/FC ]
ratio is further discussed in the section dealing with the sensitivity and
variability.
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charge density, the screening effect of trapped charges Qit modifies the
value of the total Q (see equation (5.11) ). This leads to a change in the
values of the voltage drops across both the oxide and the ferroelectric
layers, thus shifting the VT for a given specific charge density Q, according
to equation (5.10).

Another peculiar and interesting point of this analysis on NC-FETs
is the sign of the VT shift: in fact, if the ferroelectric is operated in the
NC branch, the changes of VF e(Q) and Vox(Q) at a fixed value of Q have
opposite signs, so that the sign of the shift of the global VT with Qit

depends on which of the two contributions is the largest in magnitude
(see figure 5.13(b) ). An insightful expression for the variations of VT due
to small changes of Qit can be derived from the linearization of equation
(5.10):

∆VT ≈ −∆Qit

⎟

∂VF e

∂Q
+

∂Vox

∂Q

]

= −∆Qit

Cdi

(5.12)

In equation (5.12) we assumed that (∂VF e/∂Q)=−(∂VF e/∂Qit)=1/Cfe

and (∂VOx/∂Q) =−(∂VOx/∂Qit)=1/COx, and also that (∂VF B/∂Qit)≃0,
which is a reasonable approximation if ∆Qit is negligible at the flat-band
condition. This equation essentially affirms that the sign of the VT shift
depends on the sign of the overall dielectric capacitance Cdi.

It is important to recall that our description for the transistor is
essentially a 1D model, while in nanoscale NC-FETs operating in the
VDS=VDD condition two dimensional effects on both electrostatics and
ferroelectric polarization are important. Here we simplify this picture
by analyzing the ballistic conductance at VDS=0V, and we apply a slow
triangular signal at the gate terminal, so that dynamic effects of the
ferroelectric are negligible.

Figure 5.14 reports the simulated curves for a gm-boosted NC-FET (i.e.
with a Cdi>0) with a silicon film thickness of 10nm, TF e=3nm of HZO [2]
and a TOx=2nm SiO2 film, and for different densities Dit of acceptor traps.
The figure shows that acceptor type traps produce a positive VT shift and
degrade the sub-threshold swing SS similarly to the behavior of a conven-
tional baseline CMOS transistor, which is consistent with equation (5.12).

A remarkably different behaviour is instead observed in figure 5.15,
where the simulated structure differs from the previous one only in the
oxide thickness, that is now set to Tox=0.5nm, which makes Cdi<0 and
hence enables a steep-slope operation. Compared to the previous case we
can clearly see a relevant increase of the slope of the Gd-VG characteristic
in the sub-threshold region when the Dit is raised (stemming from an
improved capacitance matching) and also a negative VT shift.
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Figure 5.14. Influence of interface traps on gm-boosted NC-FETs: ballistic
conductance Gd versus applied voltage VG characteristics for a gm-boosted UTB-
DG NC-FET, and for different acceptor trap densities Dit and with a metal gate
workfunction is ΦM =4.3eV. The increase of SS due to the increase of Dit is
highlighted by the arrow.

Figure 5.15. Influence of interface traps on steep-slope NC-FETs: ballistic
conductance Gd versus applied voltage VG characteristics for a steep-slope UTB-
DG NC-FET concept, and for different acceptor trap densities Dit and with a
metal gate workfunction ΦM =4.52eV. The increase of Dit affects both the slope
in sub-threshold and the amplitude of the hysteretic eye.
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Figure 5.16. Corresponding capacitances |Cdi| (with negative Cdi) and
[Csct+Cit] versus charge density Q. The crossing points between [Csct+Cit] and
|Cdi| correspond to the forward and backward switching points of the hysteresis
highlighted in figure 5.15 for the case of trap density Dit=3·1012 cm−2/eV. The
shape of the capacitance in the sub-threshold region is coherent with a static
Fermi-Dirac distribution of traps in the energy-gap that extends till the first
subband of the CB.

An additional remark is that the amplitude of the hysteresis tends
to reduce when increasing the trap density. This is because the forward
switching of the hysteresis occurs when the increasing VG makes [Csct+Cit]
rise and cross |Cdi|, and the backward switching similarly occurs when
the decreasing VG brings again [Csct+Cit] below |Cdi|. As it can be seen
in figure 5.16, by increasing Dit also the charge Q corresponding to the
forward switching increases, leading to a decrease of the corresponding
VG, essentially for the same reasons already discussed for the negative VT

shift at fixed Qsct. The charge Q at the backward switching, instead, has
the opposite behavior and decreases when Dit is raised which increases
the negative VF e slightly. However, the Vox and ϕs reductions due to the
smaller value of Q more than compensate the VF e increase, leading to
an overall increase of VG, but to a smaller extent compared to the VG at
the forward switching. The combined effect of the two behaviors above
results in a contraction of the hysteretic eye leading to a steep-slope
hysteresis-free operation for Dit=1·1013cm−2/eV.

This analysis is limited to a static interface-trap description, but it
gives a very good insight into the behavior of negative capacitance devices.
A final remark, before moving to the results obtained with the dynamic
SRH model, is that our analysis was limited to the influence of traps on
the electrostatics, but one should not forget that traps have a detrimental
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Figure 5.17. IDS current (per gate) versus gate voltage VG for a steep-slope
NC-FET with TF e=20nm of Si:HfO2 [1] and a concentration Dit=1013cm−2/eV
of acceptor type traps in the upper half of the energy gap. The different curves are
obtained for several frequencies and for the static case, according to the description
reported in the model chapter and in [170]. Parameters used in simulations are
σ=10−15cm2, vth=2.3·107 cm/s, NC=3.2·1019 cm−3, experimentally extracted for
a Si-SiO2 interface [171].

effect on the transport [68].

Traps in steep-slope NC-FETs including effects of the traps dy-
namics

The inclusion of capture and emission dynamics in the trap model of NC-
FET has shown interesting results. The frequency response of acceptor-
like traps is described in figure 4.8, accordingly to the SRH model reported
in section 4.1.3. In this section we report only the dynamic results for
the steep-slope concept, as the gm-boosted device is expected to behave
similarly to a conventional MOSFET.

In the simulations reported in this section the damping factor is set
to ρ=0.5Ωm, namely in the range necessary for a GHz operation of NC-
FETs [184], and low enough so that dynamic effects of the ferroelectric
are negligible. Figure 5.17 shows that a constant density Dit of acceptor
traps in the energy gap can induce a sub-60mV/dec operation at low
frequencies. However the beneficial effects of traps tend to vanish already
in the tens of MHz, for the dynamic trap parameters from [171], because
a progressively larger fraction of traps cannot contribute to Cit, hence to
the electrostatics. The dynamic response of the traps is clearly illustrated
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Figure 5.18. Occupation probability Pt=nt/Nt for some trapping levels cor-
responding to the 100MHz curve in figure 5.17. It is also reported the gate voltage
VG waveform (referring to the right y-axis). Deeper traps have a larger emission
time e−1

n and so cannot follow simultaneously the externally applied signal.

in figure 5.18, where we report the occupation probability versus time for
traps with different energy depths. As expected from the theory in the
previous chapter, deeper traps can capture an electron for positive VG, but
cannot emit it for negative VG, so that they behave similarly to negative
fixed charges [183]. Moreover, the asymmetric capture and emission rates
are inherent to the dynamic SRH model: in fact en depends only on the
trap depth, while cn becomes even larger than en when Et is driven below
the source Fermi-level EF,S.

These simulation results highlighted that the enhancement in the SS
due to traps is strongly frequency-dependent, and that possible traps
induced improvements of the sub-threshold swing tend to vanish at high
frequencies.

5.5 Sensitivity and variability

Due to the strong dependence of ferroelectric properties on both tem-
peratures and thicknesses, a study on the sensitivity of NC-FETs to the
variations of such parameters is important. The largest part of the analy-
sis has been carried out on the gm-boosted device concept, as its working
principle makes it more sensitive to operating conditions and manufactur-
ing variability. The steep-slope device, in fact, essentially requires only the
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condition ♣CF e♣<Cox, while the gm-boosted operation demands a |CF e|
close to Cox.

Sensitivity to material properties, EOT and TF e

The sensitivity to thickness variations is simple, in fact both the ferro-
electric CF e and the dielectric Cox capacitances are proportional to the
inverse of their thicknesses. Moreover we recall that the sign of the series
capacitance Cdi discriminates between the two operative regions of the
NC-FET concept. In fact, as it can be seen in figure 5.19, we can eas-
ily identify the operative conditions for a steep-slope (where Cox>|CF e|)
rather than a gm-boosted (where Cox<|CF e|) by varying the values of
Tox or TF e. For this reason it is important to determine a well-defined
range of values to safely operate the device in one of the two regions.
Eventually, there is also a lower limit to TF e below which the domains
cannot nucleate, thus the whole material loses its ferroelectric features
and returns to its pure dielectric phase [185–187].

We want to focus now on the gm-boosted concept by recalling the sim-
plified expression that relates TF e to EOT and to the material properties
[Pr/FC ] (equation (5.8) ):

TF e ≈
[

1 − 1

G

]
EOT

εSiO2

Pr(TF e)

3
√

3Fc(TF e)
(5.13)

where we have set G=[∂Vox/∂VG], and an illustration of the TF e ver-
sus [Pr/FC ] is reported in figure 5.20 for the material parameters used
in [2]. This shows the dependence of the ferroelectric thickness against
the [Pr/FC ] ratio and for several given voltage gains G: it is clear from
the curves that, depending on the material properties, we can use differ-
ent combinations of EOTs and TF e. It is important to emphasize that
figure 5.20 is obtained through several approximations, but it can still
give insightful information from the design perspective. For aggressive
nanoscale transistor applications, for instance, figure 5.20 suggests that
not all the ferroelectrics with a large [Pr/FC ] ratio are more suitable for
a gm-boosted design of NC-FETs.

Another important analysis about the gm-boosted device has been
carried out in terms of on the sensitivity of the gain G to EOT and TF e.
To evaluate this, we need to recall equation (5.5) that describes the total
gate capacitance CG:

CG = Cox ·
⎟

∂Vox

∂VG

]

= Cox · G . (5.14)

Equation (5.14) can be differentiated with respect to both EOT and TF e,
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Figure 5.19. Series capacitance Cdi versus Tox in (a) and versus TF e in (b):
it can be see that the thicknesses change the capacitances CF e,0 and Cox, thus
the Cdi. Positive Cdi correspond to the gm-boosted design (typically thick Tox or
thin TF e), while negative Cdi correspond to the steep-slope design (labelled here
as SS). Ferroelectric materials reported are HZO from [111] and Si:HfO2 from [1].
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Figure 5.20. Design space for the gain G=[∂Vox/∂VG] of the gm-boosted
device for different ferroelectric thicknesses of HZO [2], versus [Pr/FC ] ratio. On
the x-axis are also reported some of the typical values of [Pr/FC ] ratios extracted
from experimental characterization of ferroelectric materials.
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Figure 5.21. IDS versus VG curves at VDS=0.6V for either baseline FETs
(dashed lines) and gm-boosted NC-FETs (solid lines) and for different EOT values.
The NC-FETs are simulated with a TF e=15nm of ferroelectric Si:HfO2 [1], and the
curves show the enhanced sensitivity on EOT variations of such devices compared
to conventional FETs.

leading to the equations

∂CG

∂EOT
= −−Cox

EOT

⎟

G +
Cox

♣CF e♣
G2

]

,
∂CG

∂TF e

=
C2

ox

♣CF e♣TF e

G2 (5.15)

that entail a strong thickness-variability in NC-FETs compared to their
conventional counterparts. In particular, the enhancement in the sensi-
tivity with respect to the EOT is due to the amplification of the oxide
capacitance. The effects on the device characteristics are clearly shown
in figure 5.21, where the currents for a gm-boosted NC-FET are plotted
against the applied gate-voltage. The NC-FET shows a relevant increase,
compared to the baseline transistor, of the on-currents when the EOT is
decreased. Similarly the sensitivity to both the TF e and Tox thicknesses
are illustrated in figure 5.22, for currents normalized to reference values
of ION . In particular, for figure 5.22(a) we used as reference the ION

for an EOT=0.5nm, while for figure 5.22(b) an ION obtained from an
NC-FET Si:HfO2 [1, 122] and TF e=15nm. Even in this case we can see a
strong dependence on the thicknesses of NC-FETs compared to baseline
devices, showing larger on-current boosting for reduced Tox and large TF e.
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Figure 5.22. In (a) is reported the current boosting versus EOT for ION

currents normalized to the ION simulated for an EOT=0.5nm, TF e is set to 15nm,
Ioff =100nA/µm and VDS=0.6V. In (b), similarly, are reported the current boost-
ing against TF e for ION normalized to a reference ION obtained with TF e=15nm
and EOT=0.5nm.

Sensitivity to temperature variations

Before discussing the temperature sensitivity of the whole device, it is
important to analyze the temperature-behavior of the ferroelectric ma-
terial. For this reason we calibrated our model against one of the most
extensive experimental study we found in literature, namely the work
by Zhou on silicon-doped hafnia [1]. We calibrated the LKE coefficients
on those experiments with a multi-domain simulation (according to the
process described in chapter 4.2), in particular by introducing a statisti-
cal a dispersion of the coercive field of about ±0.45MV/cm. From figure
5.23(a) it is possible to see that our calibration tracks very well the exper-
iments, even for different temperatures. Moreover, figure 5.23(b) shows
in the detail the fairly linear dependence of the LKE coefficient a on the
temperature, allowing us to extract the a0 coefficient of equation 3.3 as
a0=1.3·106m/(F K) for T=923K, and for a Curie temperature consistent
with the range reported in [188].

The dependence of the characteristics of conventional MOSFETs with
respect to the temperature are well known in the literature [36]: in the
off-state all FETs suffer an SS degradation with increasing temperature
T . Moreover in the on-state the IDS curve for the baseline conventional
FET has a rigid horizontal shift, where the threshold voltage VT decreases
while increasing T [36].

The gm-boosted NC-FET, instead, has a current IDS that is enlarged
at low VG, but at the same time reduced at large gate voltages. This can
be seen in figure 5.24 reporting the comparisons of I-V characteristics,











Chapter 6

Conclusions and future
perspectives

D
uring the PhD project we have addressed the problem of the re-
duction of energy consumption in integrated circuits at transistor

level, in particular focusing on the negative-capacitance (NC) FET. The
results from our research activity show that this device is an interesting
and promising device concept that can effectively reduce the VDD budget
required to operate the ICs in the more-Moore era.

6.1 Summary of the work

We started the work in this PhD program by discussing the relevance of
the Tunnel FET, one of the most studied steep-slope transistor concept in
the last ten years, that exploits a shift of the working principle (compared
to conventional CMOS FETs) from the thermionic-emission towards the
BTB Tunneling. Our numerical simulation framework, consisting of sev-
eral types of simulations (ranging from commercial TCAD [55] to in-house
developed NEGF simulators [37,80]), allowed us to analyze different as-
pects of the sub-threshold region of such devices, and showed that an SS
lower than 60mV/dec can be reached in long channel TFETs. However
we demonstrated also that, for an aggressive scaling of the channel length,
the electrostatics of Tunnel FETs tends to degrade faster compared to
their conventional MOSFETs counterparts, resulting in a rapid degra-
dation of the sub-60mV/dec swing in nanoscaled transistors. For this
reason, and also due to the reduced [Ion/Ioff ] ratio compared to CMOS
transistor, we shifted our attention to another technology, in particular to
transistors that exploit the negative-capacitance in ferroelectric materials.

To explore the feasibility and the effectiveness of ferroelectrics neg-
ative capacitance concept in modern CMOS transistors we developed a
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numerical solver of the Landau-Khalatnikov Equation (LKE). This sim-
ulator solves the dynamics of the ferroelectric material and also takes
into account its anisotropic nature by describing the evolution of the
polarization of each domain. An effective procedure has been proposed to
calibrate the coefficients of the LKE model against several experimental
data and for some different materials (such as HZO or perovskites): our
results showed a good agreement with experimental electric field versus
polarization curves, validating both the procedure and the multi-domain
LKE approach. Moreover, the simulator has been extended in order to
describe a negative capacitance transistor in a quasi-2D framework, by
combining the LKE solver with a Schrödinger-Poisson solver.

We have also implemented in our simulator a Shockley-Read-Hall
(SRH) model to describe the dynamics of interface traps, which allowed
us to evaluate the influence of such defects in NC-FETs. Quasi-static
simulations showed that the presence of interface traps influences differ-
ently the two NC-FET designs, depending on the sign of the gate-stack
capacitance Cdi [122]. In particular we have shown that the presence of
interface traps can, in principle, improve the capacitance matching be-
tween the negative value of Cdi and the semiconductor capacitance Csct

in steep-slope negative-capacitance FETs, leading to an improvement of
both the SS and of the amplitude of hysteresis [170]. On the other hand,
due to the finite time-response of capture and emission phenomena, fully-
dynamic simulations suggest that the effect of interface traps is expected
to be limited in real devices operating at medium-high frequencies. More-
over the presence of traps is well known to degrade the carrier transport,
suggesting that this solution is not actually practical.

The original numerical analysis presented in this thesis, supported
also by some experimental results, demonstrates the promising properties
of ferroelectric NC-FETs. The main advantages of such technology can be
identified in high [Ion/Ioff ] ratios, similar to state-of-the-art MOSFETs,
improved on-state transconductance, which means a smaller VGS swing
required to reach given values of on-currents. Moreover, the fact that
the ferroelectrics can be easily integrated into already existing MOSFET
designs, and thus the possibility to exploit fully CMOS-compatible pro-
cesses to fabricate them, is a very appealing feature both from scaling
and manufacturing perspectives. An extensive analysis on the maximum
operative frequency is still missing, but recent experiments suggest that
a stabilized NC operation allows switching speeds comparable to con-
ventional MOSFETs. The drawbacks in NC-FETs, however, seem to be
essentially related to the switching and unstable nature of ferroelectricity,
but they may be overcome with a proper engineering of the whole device
design.
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For these reasons the NC-FET offers better features compared to other
steep-slope and low-power devices proposed to go beyond conventional
CMOS transistors, such as Band-to-Band tunneling based devices.

6.2 Future outlook

Due to the versatility of their design, ferroelectric-based devices are still
attracting the attention of scientists and engineers in several research
fields, stimulating different studies on possible improvements and on al-
ternative employments for modern electronics.

We are already working to the improvement of our models in several
respects. For example, we are including a more realistic quasi-ballistic
transport model: this will also introduce a more complex dependence of
the NC-FET characteristics on the temperature. For the part focused on
the modeling of ferroelectrics, instead, we are currently improving the
simplified framework presented in this thesis by extending the theory re-
ported in [157,158], allowing then a detailed 3D description of the material
when deposited on a dielectric layer.Furthermore, we are also working
on the improvement of computational efficiency of the LKE solver by
exploiting new approaches involving the implicit formulation of discrete
differential problems (within the framework of the MIT-FVG exchange
project entitled “ Negative Capacitance Field Effect Transistors for Highly
Energy Efficient Electronics: Modelling, Design and Optimization”).

From a device design perspective an interesting idea consists in the
fact that, according to the static Landau-Khalatnikov Equation frame-
work that describes the voltage-polarization relation as an S-shaped curve,
it should be possible to design the device to exploit the negative-slope
branch in the sub-threshold regime of the transistor, and then move to
the positive-slope branch when approaching the inversion region. With a
proper design and favourable material parameters this could, in principle,
improve both the off-state and the on-state of the negative-capacitance
FET device.

Recently, moreover, ferroelectric materials have been also proposed
as a possible way to increase the speed of operation for neuromorphic-
computing applications. The main idea is to exploit the switching capa-
bilities of such materials, as opposed to negative-capacitance operations,
to modulate the threshold voltage of the transistor that is used as a
synapse [172]. The interesting fact is that the presence of domains may al-
low us to control the resulting threshold voltage and thus the conductance
of the Ferroelectric FET in small steps. This can be used to dynamically
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change the weight of the ferroelectric based synaptic device.

Negative capacitance transistors, and in general all ferroelectric de-
vices, are indeed promising electron device concepts that deserve future
research work. The are in fact promising in terms of both energy efficient
devices for the IoT era and in terms of hardware accelerators for the
emerging neuromorphic computing.



Appendix A

The Pseudo Spectral method

Differential problems are usually discretized with finite-difference (FD)
or finite-element (FE) methods. These methods are largely used due to
their flexibility as they are general-purpose numerical solution methods,
but their main drawback is a fixed and low order accuracy. The pseu-
dospectral (PS) method, instead, is an alternative numeric method that
allows one to obtain a higher order accuracy with respect to FE and FD
methods and a remarkable reduction in the CPU time due to the reduced
number of discretization points.

For analytic functions, the PS method allows for errors to decay (as the
number of discretization points N increases) typically at exponential rates
rather than at polynomial rates. Moreover, the approach is surprisingly
powerful for many cases in which both solutions and variable coefficients
are non-smooth or even discontinuous, and the relatively coarse grids in
PS methods result in time and memory reduction [189,190].

Pseudo Spectral method for bounded domains

The starting point to compute derivatives of generic functions u(x) ∈ C

with this procedure is similar to the standard first-order finite difference
in fact, by truncating the Taylor series at the first order, we can write:

du(xi)

dx
=

u(xi + h) − u(xi)

h
(A.1)

where h is the discretization step and xi is a generic point of the grid.
According to the matrix formalism, and by writing u(xi) as a column
vector, the first-order FD method leads to a bi-diagonal differentiation
matrix, while considering higher order approximations will add elements
into the differentiation matrix. By taking this process to its theoretical
limit we end up with a differentiation formula of infinite order and with a
dense differentiation matrix: this is, in principle, the fundamental idea of
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PS method. The PS method, for this reason, is a very powerful method
because the derivative calculated in xi depends on all the points of the
domain. From here on, for the sake of simplicity, in the derivation of the
PS method we will consider a one-dimensional case within a bounded
domain [a, b].

The PS method allows us to approximate the function u(x), defined on
a given set of point xi (with i=0,. . . ,N), as a sum of smooth basis functions
using N-degree algebraic or trigonometric interpolating polynomials p(x).
To correctly exploit the PS method, we need to go through two main
steps, namely the choice of a proper interpolating function to compute
the derivatives, and the knowledge of the discrete points xi where the
calculation is computed. The function p(x) is approximated using the
interpolating polynomial of the highest degree (i.e. of degree N), which
can be written as:

u(x) ≈ p(x) =
N∑

j=0

lj(x)u(xj) , x ∈ [a, b] (A.2a)

lj(x) =
N∏

i=0
j ̸=i

x − xi

xj − xi

, j = 0, . . . , N (A.2b)

where lj are the N+1 Lagrange polynomials defined in (A.2b) and xj

the N+1 nodes of the discretization grid where the function is computed.
It can easily be noted that the lj(xi) assumes the value “1” when i = j
and “0” when i ̸= j.

One of the most used and effective discretization technique according
to literature [189,190], is obtained with Chebyshev points over the chosen
domain, and they are defined by the equation:

xi =
b + a

2
− b − a

2
cos

(
iπ

N

)

(A.3)

and correspond to the projection on the x-axis of the equispaced points
on the circle with radius [(b − a)/2], as illustrated in figure A.1. The
choice for Chebyshev points has an important strength compared to a
uniform grid, as it removes the problem associated with the inability to
approximate a smooth function at the boundaries (which, incidentally,
is the case of a wave-function of the semiconductor penetrating into the
oxide).

The main idea is then to approximate the unknown derivative of the
u(xi) using the derivatives of the approximated p(xi), in particular we
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set. The PS method includes these conditions in a very straightforward
manner. To address the problem we will consider a second-order derivative
which can be, for example, the Poisson equation:

ε
d2u(x)

dx2
= −ρ(x) → D2

N+1ūN+1 = EN+1ūN+1 = − ρ̄N+1

ε
. (A.7)

The next step is to define a set of boundary conditions to univocally
solve the problem. These conditions can be written by using Robin’s
boundary conditions, which are defined as a combination of the values of
the functions and their derivatives at the extrema of the domain:

⎧

⨄

⋃

αau(a) + βau′(a) = γa for x = a

αbu(b) + βbu
′(b) = γb for x = b

(A.8)

where α, β and γ are generic constants for the specific boundary. By
substituting into the system (A.8) the definition of the derivative of
u(x), according to the PS method, and for the points x=a, b we obtain
a new system that depends only on the function value (and not on its
derivatives):

⎧

⨄

⋃

αau(a) + βaDN+1(0, :)ūN+1 = γa

αbu(b) + βbDN+1(N, :)ūN+1 = γb

(A.9)

In equations (A.9), the terms that can be expressed generically as DN+1(i,:)
denote the [1×(N+1)] row vectors obtained by taking all the columns
of the specific i-th row of the DN+1 differentiation matrix. The system,
moreover, can be re-arranged in a more compact way as follows:

⎧

⨄

⋃

PaūN+1 = γa

PbūN+1 = γb

(A.10)

where Pa and Pb are defined as

Pa =
[

αa + βaDN+1(0, 0)
  

P11
a

βaDN+1(0, 1 : N − 1)
  

P12
a

βaDN+1(0, N)
  

P13
a

]

Pb =
[

βbDN+1(N, 0)
  

P31
b

βbDN+1(N, 1 : N − 1)
  

P32
b

αb + βbDN+1(N, N)
  

P33
b

]

.

(A.11)

Our choice for the label of superscripts of the P vectors will appear clear
in the next step. The final set of equations to solve numerically the differ-
ential problem in equation (A.7) is obtained by substituting the first and
last rows of equation (A.7) with the corresponding equations in (A.9),
thus the final system to be solved is:
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solved as:
⋃

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⨄

εα

⋃

⎢
⨄

E11
α E12

α E13
α

E21
α E22

α E23
α

E31
α E32

α E33
α

⋂

⎥
⎦ 0

0 εβ

⋃

⎢
⨄

E11
β E12

β E13
β

E21
β E22

β E23
β

E31
β E32

β E33
β

⋂

⎥
⎦

⋂

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⋃

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⨄

uα,a

ūα,inn

uα,b

uβ,b

ūβ,inn

uβ,c

⋂

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= −

⋃

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⨄

ρα,a

ρ̄α,inn

ρα,b

ρβ,b

ρ̄β,inn

ρ̄β,c

⋂

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(A.14)

Once the linear system correspondent to our differential problem is defined,
we must enforce the boundary and the continuity conditions. Assuming
that, for example, we are considering the Poisson equation and u(x) is the
potential profile of the structure, the continuity conditions between the
two domains α and β can be interpreted as the continuity of the poten-
tial and the conservation of the electrical displacement at the interface,
respectively:

uα,b = uβ,b

εα
du(x)

dx

\
\
\
\
\
x=b−

= εβ
du(x)

dx

\
\
\
\
\
x=b+

(A.15)

These conditions, together with the boundary conditions, can be imposed
by using a straightforward approach that explicitly substitute the equa-
tions (A.15) into the system (A.14). For the boundary conditions, which
are assumed to be Robin’s conditions (see equation (A.8) ), we can just
substitute the first and the latter row with their compact formulation
as in equations (A.10) and as discussed above. To apply the continuity
conditions, similarly, we are going to replace the third and the fourth
row with equations (A.15), which leads to the new system of equations
describing the whole domain:

⋃

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⨄

P11
a P12

a P13
a 0

εα[E21
α E22

α E23
α ] 0

0 0 1 −1 0 0

εαDα(Nα, :) −εβDβ(Nβ, :)

0 εβ[E21
β E22

β E23
β ]

0 P31
c P32

c P33
c

⋂

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⋃

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⨄

uα,a

ūα,inn

uα,b

uβ,b

ūβ,inn

uβ,c

⋂

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⋃

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⨄

γa

ρ̄α,inn

0

0

ρ̄β,inn

γc

⋂

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A.16)

where Dm(n,:) denotes the n-th row of the first-order differentiation ma-
trix Dm for the generic domain m. This is the final system to solve
that approximates the initial differential problem, but we recall that the
vector of solutions contains two degenerate values for the interface at x=b.

As can be understood, this method is very flexible and can be extended
to several other differential problems with an arbitrary amount of different
domains. Moreover we can also apply different boundary conditions, like
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Dirichlet or Neumann conditions, without any kind of loss in the gener-
alization of the model. For instance, in our Schrödinger-Poisson solver
we forced the value of the ferroelectric polarization at the semiconductor-
oxide interface, which is a Neumann boundary condition for the Poisson
equation in the semiconductor, instead of imposing the outer voltage.
This choice ease the solution of the Landau-Khalatnikov equation cou-
pled with the Schrödinger-Poisson problem in the numerical description
of the device.
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