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Segmentation accuracy is an important criterion for evaluating the performance of segmentation techniques used to extract objects
of interest from images, such as the active contour model. However, segmentation accuracy can be affected by image artifacts such
as intensity inhomogeneity, which makes it difficult to extract objects with inhomogeneous intensities. To address this issue, this
paper proposes a hybrid region-based active contour model for the segmentation of inhomogeneous images. The proposed
hybrid energy functional combines local and global intensity functions; an incorporated weight function is parameterized based
on local image contrast. The inclusion of this weight function smoothens the contours at different intensity level boundaries,
thereby yielding improved segmentation. The weight function suppresses false contour evolution and also regularizes object
boundaries. Compared with other state-of-the-art methods, the proposed approach achieves superior results over synthetic and
real images. Based on a quantitative analysis over the mini-MIAS and PH2 databases, the superiority of the proposed model in
terms of segmentation accuracy, as compared with the ground truths, was confirmed. Furthermore, when using the proposed
model, the processing time for image segmentation is lower than those when using other methods.

1. Introduction

Image segmentation involves segmenting or partitioning a
digital image into regions that contain objects of interest; this
process is the basis for digital image analyses. Different tech-
niques have been employed for image processing and com-
puter vision in order to segment meaningful regions of
interest (ROIs) in images.

Images can be classified as homogeneous or inhomoge-
neous based on the types of regions they comprise. Figure 1
presents an example of a homogeneous image with a strongly
defined boundary, along with its histogram. Furthermore,
Figure 2 depicts an inhomogeneous image along with its his-
togram, illustrating the inhomogeneity of the image.

Imaging technologies have played a significant role in
improving the quality of medical care. By using such tech-

niques, accurate diagnoses for complications in various regions
of the body can be realized, such as tumors in the brain, veins,
and breasts [1–10]. In medical imaging, tumor boundaries are
defined to measure the sizes of the ROIs, thereby providing
early cancer diagnoses [11]. However, identifying object details
from images obtained via techniques such as magnetic reso-
nance imaging, computerized tomography imaging, and X-ray
imaging can be challenging due to the presence of significantly
inhomogeneous intensities and blurred object boundaries.

There are different methods to perform image segmenta-
tion such as Supervised methods and unsupervised methods.
The deep learning relies on the training dataset in deep
learning-based image segmentation [12]. The larger and
comprehensive datasets are used for better segmentation
accuracy and efficiency; however, produce inferior results
on small datasets. The level set methods are known as
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unsupervised methods to perform image segmentation and
used preselected parameters, depending on the Region of
Interest. The proposed method contributes the unsupervised
method and surpasses previous level set methods, in terms of
efficiency. Furthermore, the comparison of the proposed
method with other state-of-the-art methods and the ground
truth performed and shown in the result section.

Active contours, which is an image segmentation tech-
nique employing energy minimization for the extraction or
separation of ROIs, can be used to overcome these issues.
Active contours are computer-generated curves that move
under the influence of equal and opposite internal and exter-
nal forces. Active contour models are categorized into two
types: edge-based [13–17] models and region-based [1–10,
18–24] models. Edge-based models employ image gradient-
based edge detectors to control contour evolution to the
desired object boundaries. These models exhibit inferior per-
formance on images with strong noise, weak edges, and low
contrasts. Region-based models offer several advantages over

the edge-based models. Region descriptors, commonly
employed to control contour evolution, are less sensitive to
contour initialization and do not utilize the image gradient.
Therefore, images with low contrast and/or weak boundaries
can also be segmented successfully.

For instance, the Chan and Vese (C-V) region-based
model [2] offers advantages in terms of contour initialization
and noise, as compared with edge-based models. However,
region-based models tend to perform poorly when the
images feature inhomogeneous intensities.

Li improved the C-V model using the local binary fitting
(LBF) [3] energy to segment images with intensity inhomoge-
neity. LBF introduces local minima into energy functionals
using local information. However, contour initialization is
highly sensitive, which limits its usage in different applications
[25]. Chen et al. [7] proposed an improved active contour
model for intensity inhomogeneous image segmentation,
employing a customized Gaussian kernel bias field estimator
to address the inhomogeneity in intensity.
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Figure 1: Example of a homogeneous image and its histogram.
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Figure 2: Example of an inhomogeneous image and its histogram.
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The variational formulation accurately identifies the
global energy functional minimum when segmenting
images [11, 26–28]. However, the energy functional iden-
tifies one segment region at a time, and it was formulated
under the assumption that the K-mean characteristic func-
tions are combined linearly and represented as intensity
variations [29, 30]. Min et al. [31] proposed a method
based on a global division algorithm; this method
employed a new global intensity term, which further
improved the performance of the C-V model for complex
image intensities.

In this study, we formulate a hybrid region-based
active contour model with variation level set derivation,
using both local and global intensity fitting energy terms.
This hybrid model completely eliminates reliance upon
the initial contour position and incorporates an adaptive
weight function to efficiently segment images with inten-
sity inhomogeneity. Figure 3 presents the results obtained
by applying the proposed method on the homogeneous
and inhomogeneous images in Figures 1 and 2,
respectively.

The contributions of this study to active contour
model-based image segmentation can be summarized as
follows:

(i) A novel hybrid active contour model comprising
efficient features of the local region-based and global
region-based fitting energies is proposed

(ii) The inclusion of the local region-based ACM statis-
tics ensures that the contour evolution over inhomo-
geneous regions effectively captures the intensity-
corrupted ROI

(iii) The inclusion of the global region-based ACM sta-
tistics ensures robust evolution of the contour over
homogeneous regions

(iv) The hybrid active contour formulation makes the
contour movement independent of the contour initial
location, making it less sensitive to the local minima

(v) The adaptive weight function helps to adapt fitting
parameters over object boundaries and contributes
to an increase segmentation accuracy

The remainder of the paper is organized as follows.
Section 2 presents a review of standard models and dis-
cusses their limitations. The proposed energy model and
its level set formulation are described in Section 4. Section
6 presents the validation of the results of the proposed
method for real and synthetic images. Section 5 discusses
various outcomes for the quantitative analysis of the pro-
posed approach, as compared with the ground truths.
Finally, Section 6 highlights the conclusions of this
research.

2. Background Work

2.1. Mumford–Shah Model. Mumford and Shah [20] pro-
posed an object functional for image segmentation, defined
as follows:

EMS C, uð Þ = λ
ð
Ω

I − uj j2dx + v
ð
Ω\C

∇uj j2 + μ Cj j, ð1Þ

(a) (b)

Figure 3: Results of the proposed method over the homogeneous and inhomogeneous images.
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p3

Figure 4: Image with local and global forces.
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where Ω defines an image domain, I is the intensity of the
original image, C is the length of the curve, and μ and v are
positive fixed parameters. The fitting function u and the opti-
mal segmenting curve C can be obtained via the minimiza-
tion of the energy functional to approximate I.

Thus, the model provides a curve C, segmenting the image
into several separate ROIs. A fitting function u smoothens
each subregion and thus estimates the intensity I of the origi-
nal image. However, it is challenging to minimize the energy
functional due to the unknown contour C. Therefore, various
methods have been proposed to modify this energy functional,
some of which are discussed below.

2.2. Chan–Vese (C-V) Model. The C-V model is a region-
based active contour model that overcomes the shortcomings

of the Mumford–Shah model [20] by using a simple assump-
tion that the image intensities in each ROI are constant. The
energy functional in the C-V model is expressed as

ECV C, e1, e2ð Þ = λ1

ð
Ω

I xð Þ − e1j j2 Hε ϕ xð Þð Þdx

+ λ2

ð
Ω

I xð Þ − e2j j2 1 −Hε ϕ xð Þð Þð Þdx

+ μ:Length Cð Þ + v: Cj j,

ð2Þ

where IðxÞ represents the image being analyzed, and the
global fitting energies e1 and e2 are the image intensities
inside and outside the contour C, respectively. λ1, λ2, μ,

Figure 5: Segmentation results for a complex image using (a) C-V model and (b) Min et al.’s model.

Figure 6: Original image with an initial contour on the left, result of the LBF model in the middle, and result of the proposed method on the
right.

Table 1: Default parameters.

Parameter/symbol
Values

C-V LBF Min et al.’s FRAGL Asim et al.’s Proposed

Gaussian kernel σ 3.0 3.0 3.0 2.0 2.5 5.0

Initial level set λ1 = λ2 1 1 1 1 2 1

Time step Δt 0.1 0.1 0.1 0.1 0.01 0.1

μ — 1.0 1.0 1.0 — 1.0

Length term v 0.1 0:001 × 255 × 255 0:001 × 255 × 255 0:001 × 255 × 255 0:00001 × 255 × 255 0:01 × 255 × 255
Weight ω — — 0.01 — [0,1] [0, 1]
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and v are positive parameters, and area ðCÞ is the Heaviside
function. On minimizing equation (2) with respect to e1, e2,
and ϕ using the gradient descent [28], we obtain

e1 =
Ð
Ω
I xð ÞHε ϕ xð Þð ÞdxÐ
Ω
Hε ϕ xð Þð Þdx , ð3Þ

e2 =
Ð
Ω
I xð Þ 1 −Hε ϕ xð Þð Þð ÞdxÐ
Ω
1 −Hε ϕ xð Þð Þð Þdx , ð4Þ

∂ϕ
∂t

= −λ1 I − e1ð Þ2� �
+ λ2 I − e2ð Þ2 + μdiv

∇ϕ
∇ϕj j − v

� �
δε ϕð Þ,

ð5Þ
where H is the Heaviside function, with the Dirac delta func-
tion σ, and ϵ is a constant that controls the Dirac delta

smoothness and the width in H. Approximations for the
Dirac and Heaviside functions are as follows:

Hϵ ϕð Þ = 1
2

1 +
2
π

arctan
ϕ

ϵ

� �� �
, ð6Þ

δϵ ϕð Þ = ϵ

π ϕ2 + ϵ2
� � : ð7Þ

In case of inhomogeneous images, the global fitting
energy terms fail to provide sufficient statistics to the
C-V model, resulting in unsatisfactory segmentation over
inhomogeneous regions. Although the C-V model shows
satisfactory performance for homogeneous images, its
limitation for inhomogeneous images makes it less
preferred.

Figure 7: Real medical images: column 1=original images with initial contours, column 2=proposed method after ten iterations, and column
3=results of the proposed method.
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2.3. Local Binary Fitting Model. The LBF model segments
images with intensity-corrupted regions and overcomes the
limitations of the C-V model. The energy fitting model in
LBF is defined as

ELBF C, h1, h2ð Þ = λ1

ð
Ω

Gσ x − yð Þ I yð Þ − h1 xð Þð Þ2:Hϵ ϕ yð Þð Þdy

+ λ2

ð
Ω

Gσ x − yð Þ I yð Þ − h2 xð Þð Þ2

: 1 −Hϵ ϕ yð Þð Þð Þdy,
ð8Þ

where Gσ represents the Gaussian kernel function with the
standard deviation σ. The LBF energy functional can be rep-
resented in a level set formulation by minimizing equation
(6) with respect to the local intensity means inside and out-
side the regions, termed as h1 and h2, respectively. These
can be defined using the gradient descent as follows [28]:

h1 xð Þ = Gσ ∗ Hϵ ϕ xð Þð Þ I xð Þ½ �
Gσ ∗Hϵ ϕ xð Þð Þ ,

h2 xð Þ = Gσ ∗ 1 −Hϵ ϕ xð Þð Þð Þ I xð Þ½ �
Gσ ∗ 1 −Hϵ ϕ xð Þð Þð Þ :

ð9Þ

LBF can segment inhomogeneous images using the local
statistical information in a timeframe to decide the direction
of contour evolution. Although LBF outperforms the C-V
model in inhomogeneous image segmentation, it misses
obscured boundaries in some inhomogeneous images. This
is because the local intensity means statistics are insufficient
to provide accurate segmentation results in every scenario.

Figure 4 shows an example image with a blue rectangle
and red outline, representing the initial contour and the
evolving segmentation curve, respectively. The pixel p1 is
on the less inhomogeneous region; thus, the contour stops
evolving at this level. The local intensity means h1 and h2
are unable to capture regions with increased inhomogeneity
levels. Therefore, pixels p2 and p3 are determined at uncertain
positions by the LBF model.

2.4. Min Et al.’s Model. The model proposed by Min et al. in
[31] includes an effective global term to help segment ROIs
with complicated intensity in noisy images, which the C-V
model struggles to segment accurately. The global term is
an energy functional based on a global division algorithm
that develops a new ROI-based term to accurately segment
objects with large intensity differences and significant noise.
This global energy functional is defined as

EMin ϕ, e1, e2, g11, g12, g21, g22ð Þ
=
ð
Ω

H I xð Þ − e1ð Þ I xð Þ − g11ð Þ2 Hϵ ϕ xð Þð Þdx

+
ð
Ω

1 −H I xð Þ − e1ð Þð Þ I xð Þ − g12ð Þ2 Hϵ ϕ xð Þð Þdx

+
ð
Ω

H I xð Þ − e2ð Þ I xð Þ − g21ð Þ2 1 −Hϵ ϕ xð Þð Þð Þdx

+
ð
Ω

1 −H I xð Þ − e2ð Þð Þ I xð Þ − g22ð Þ2 1 −Hϵ ϕ xð Þð Þð Þdx,

ð10Þ

whereHðIðxÞ − e1Þ andHðIðxÞ − e2Þ are the intensity magni-
tudes. This method has the advantage of simultaneous calcu-
lation of the intensity means from the regions inside and

Figure 8: Real medical images: column 1=original images with initial contours, column 2=proposed method after ten iterations, and column
3=results of the proposed method.
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outside the object. On minimizing equation (10) with respect
to g11, g12, g21, and g22 the steepest gradient descent, we
obtain

g11 =
Ð
Ω
H I xð Þ − e1ð Þð ÞI xð ÞHϵ ϕ xð Þð ÞdxÐ
Ω
H I xð Þ − e1ð Þð ÞHϵ ϕ xð Þð Þdx ,

g12 =
Ð
Ω
1 −H I xð Þ − e1ð Þð ÞI xð ÞHϵ ϕ xð Þð ÞdxÐ
Ω
1 −H I xð Þ − e1ð Þð ÞHϵ ϕ xð Þð Þdx ,

g21 =
Ð
Ω
H I xð Þ − e2ð Þð ÞI xð Þ 1 −Hϵ ϕ xð Þð Þð ÞdxÐ
Ω
H I xð Þ − e2ð Þð Þ 1 −Hϵ ϕ xð Þð Þð Þdx ,

g22 =
Ð
Ω
1 −H I xð Þ − e2ð Þð ÞI xð Þ 1 −Hϵ ϕ xð Þð Þð ÞdxÐ
Ω
1 −H I xð Þ − e2ð Þð Þ 1 −Hϵ ϕ xð Þð Þð Þdx ,

ð11Þ

where g11 and g12 are the larger and smaller mean intensity
values inside the contour, respectively. g21 and g22 are the
larger and smaller intensities outside the contour, respec-
tively. Min et al.’s model reduces the probability of errors
during segmentation in the presence of larger intensity differ-
ences, as compared with the C-V model.

Figure 5 presents the segmentation results for a complex
image obtained using the C-V model and Min et al.’s model.
The C-V method yields inferior segmentation due to the
noise dots forming individual ROIs, whereas Min et al.’s
model yields superior segmentation accuracy.

3. Proposed Model

The proposed energy functional is formulated by combining
gainful features of both the local and global fitting models.
An adaptive weight function is appended with the hybrid
energy functional to parameterize weight coefficients for
images with different levels of intensity corruption. The global

Figure 9: Synthetic images: column 1=original images with initial contours, column 2=proposed method after five iterations, and column
3=results of the proposed method.
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fitting part of the proposed model is termed as the global fit-
ting energy support function ðFGFESÞ, and it is defined as

FGFES = p
h1 + h2

α

� �
Avg ITð Þð Þ − p

h1 + h2
α

� �
Avg ITð Þð Þ: ITð Þ ð12Þ

where AvgðITÞ is the average intensity of the image under
analysis and reflects the global contrast for the image, p ∈ ½0,
1�, where p denotes positive fixed parameters. The image
intensity is defined as

IT =
1
Ig

Imax − Iminð Þ, ð13Þ

where T defines the local window size, Imax is the maximum
intensity level, and Imin is the minimum intensity level within
the local window. The overall image intensity level is repre-
sented by Ig, and it is typically 255 for grayscale images. IT
∈ ½0, 1� reflects the rate of intensity changes in a local ROI. It
is smaller for smooth ROIs and larger for ROIs near the object

boundaries. Thus, the proposed energy functional, incorporat-
ing both global and local fitting energy terms as well as the
adaptive weight function, is expressed as

ELGEF u, Cð Þ = λ1

ð
Ω

Gσ x − yð Þ
����I yð Þ − h1

2 Hϵ ϕ yð Þð Þdy��
+ λ2

ð
Ω

Gσ x − yð Þ: I yð Þ − h2j j2 1 −Hϵ ϕ yð Þð Þð Þdy

− FGFES λ1

ð
Ω

Gσ x − yð Þ
� ����I yð Þ − h1

����
2
Hϵ ϕ yð Þð Þdy

− λ2

ð
Ω

Gσ x − yð Þ: I yð Þ − h2j j2 1 −Hϵ ϕ yð Þð Þð Þdy

−
ð
Ω

H I xð Þ − e1ð Þ I xð Þ − g11ð Þ2 Hϵ ϕ xð Þð Þdx

−
ð
Ω

1 −H I xð Þ − e1ð Þð Þ I xð Þ − g12ð Þ2 Hϵ ϕ xð Þð Þdx

−
ð
Ω

1 −H I xð Þ − e2ð Þð Þ I xð Þ − g21ð Þ2 1 −Hϵ ϕ xð Þð Þð Þ dx

−
ð
Ω

1 −H I xð Þ − e2ð Þð Þ I xð Þ − g22ð Þ2 1 −Hϵ ϕ xð Þð Þð Þdx

− v
ð
Ω

∇Hϕ xð Þj jdx
�

+ μ
1
2

∇ϕ xð Þj j − 1ð Þ2dx:

ð14Þ

Figure 10: Real medical images with different inhomogeneous intensity levels: column 1=original images with initial contour, column 2=LBF,
column 3=Min et al.’s model, and column 4=proposed method.
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The primary objective is to set the adaptive weight param-
eter for the global fitting energy term dynamically. The value
of the weight parameter ranges from 0 to 1, depending on
the inhomogeneity level of the image. Small values account
for low levels of inhomogeneity, whereas high values account
for high levels of inhomogeneity in the image. Therefore, in
the proposedmethod, the global fitting energy weight function
is increased to ensure accurate active contour evolution for
inhomogeneous images.

Thus, minimizing ELGEF with respect to ϕ by utilizing the
steepest gradient descent method, we obtain

∂ϕ
∂t

= δϵ ϕð Þ 1 − FGFESð Þ −λ2
ð
Ω

Gσ x − yð Þ ∣ I yð Þ
�

− h1 xð Þ
����
2
dy

 

+ λ2

ð
Ω

Gσ x − yð Þ I yð Þ − h2 xð Þj2dy�� �
+ FGFES

� −λ1Hϵ 1 − e1ð Þ 1 − g11ð Þ2�
− λ1 1 −Hϵ 1 − eð Þð Þ 1 − g12ð Þ2

+ λ2Hϵ 1 − e2ð Þ 1 − g21ð Þ2 + λ2 1 −Hϵ 1 − e2ð Þð Þ 1 − g22ð Þ2� �
+ vδϵ ϕð Þ div ∇ϕ

∇ϕj j
� �

+ μ ∇2ϕ − div
∇ϕ
∇ϕj j

� �� �
:

ð15Þ

The proposed formulation eliminates computationally
expensive reinitialization, by using the penalizing energy
term from [1]. The initial level set function in the proposed
method is defined as

ϕ x, t = 0ð Þ =
−ρ x ϵ Ω0 − ∂Ω0

0 x ϵ Ω0

ρ x ϵ Ω −Ω0

8>><
>>: , ð16Þ

where ρ > 0 is a constant. Finally, the algorithm of the pro-
posed method is as follows.

(1) Initialize the proposed level set function ϕðxÞ using
ϕ0 from equation (16)

(2) Calculate h1 and h2 using equation (9).

(3) Calculate e1, e2, g11, g12, g21, and g22 using equations
(3), (4), and (11), respectively

(4) Add the weight function using equation (12).

(5) Compute the partial differential equation for ϕðxÞ
with equation (15).

(6) Return to step (2) until convergence

4. Results

The proposed method is tested using synthetic and real
images, and it is quantitatively analyzed on two different
datasets: mini-MIAS [32] and PH2 [33]. All experiments
were performed using MATLAB 2018, on a Windows 10
operating system with a 3.40GHz Intel Core-i7 processor
and 16GB RAM. Table 1 lists the parameters used in the
experiments, including the default parameters of compared
methods, for segmenting inhomogeneous intensity images
using the proposed method.

Figure 6 presents the results of the inhomogeneous inten-
sity image segmentation achieved using the LBF and pro-
posed methods, for an original image with an initial
contour. It can be seen that, unlike the LBF model, the pro-
posed method segmented the image accurately. Furthermore,
Figure 7 shows the segmentation results for four medical
images with inhomogeneous intensities. From the results, it

Figure 11: Synthetic images with various inhomogeneous intensity levels: column 1=original images with initial contour, column 2=LBF,
column 3=Min et al.’s model, and column 4=proposed method.
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is evident that the proposed method achieves superior seg-
mentation accuracy and is also time-efficient during the
medical image segmentation.

Figure 8 shows the real medical images used to validate
the accuracy and time efficiency of the proposed method.
The proposed method fitted the contour smoothly within a
minimum amount to time. Figure 9 shows the segmentation
results for the synthetic images. Our method achieves
improved segmentation accuracy on the synthetic images.
The second column in Figure 9 shows the results of the pro-
posed method after five iterations, and the third column
shows the results of the proposed method.

Figure 10 compares the segmentation results for medical
images obtained using the LBF, Min et al.’s, and proposed
methods. The LBF contours tend to be close to the bound-
aries, with clear segmentation noise in the images; images
processed using Min et al.’s method are inaccurately seg-

mented for a few ROIs with weak boundaries. On the con-
trary, the proposed method yields good segmentation for all
images with different levels of inhomogeneous intensities.

Figure 11 compares the segmentation results of different
synthetic images obtained using LBF, Min et al.’s, and pro-
posed methods. The images processed using LBF are ineffi-
ciently segmented when the intensity levels change, whereas
the images processed using Min et al.’s method exhibit inac-
curate segmentation on ROI boundaries where the intensity
levels change smoothly. However, all the object boundaries
are accurately segmented when using the proposed method.

Figure 12 presents synthetic images with different inten-
sities segmented using C-V, LBF, Min et al.’s, FRAGL [34],
and proposed methods. The CPU times for the C-V and
LBF models were longer than those for the other models.
This is because these methods employ convolution, which
requires additional time for convergence. Segmentation

Figure 12: Synthetic images with different inhomogeneous intensity levels: column 1=original images with initial contour, column 2=ground
truth, column 3=C-V, column 4=LBF, column 5=Min et al.’s model, column 6=FRAGL model, and column 7=proposed method.
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Figure 13: Real images with different inhomogeneous intensity levels: column 1=original images with initial contour, column 2=ground
truth, column 3=C-V, column 4=LBF, column 5=Min et al.’s model, column 6=FRAGL model, and column 7=proposed method.

Figure 14: Typical mammogram images: column 1=original images with initial contour, column 2=ground truth, column 3=C-V, column
4=LBF, column 5=Min et al.’s model, column 6=FRAGL model, column 7=Asim et al.’s [28], and column 8=proposed method.

Table 2: Segmentation accuracy of mammogram images.

Methods
C-V model LBF Min et al.’s model FRAGL model Asim et al.’s Proposed method

Figure 14, row 1 0.8458 0.9228 0.9325 0.9585 0.9598 0.9628

Figure 14, row 2 0.5568 0.8932 0.9125 0.9238 0.9448 0.9643

Figure 14, row 3 0.6856 0.8254 0.9283 0.9478 0.9518 0.9764

Figure 14, row 4 0.5793 0.8395 0.6523 0.9539 0.9582 0.9718

11Computational and Mathematical Methods in Medicine



using Min et al.’s model was generally smooth for the homo-
geneous intensity images. Results of the FRAGL model were
segmented to the object boundary, although the contour
moved smoothly to the object; however, these results were
not accurate at the boundary. The proposed method yielded
more accurate segmentation than the other methods, requir-
ing minimum time and lesser iterations to converge the con-
tours to object boundaries.

Figure 13 compares real-life images with different inho-
mogeneous intensity levels, for C-V, LBF, Min et al.’s,
FRAGL [34], and proposed methods. The FRAGL model
achieved improved segmentation accuracy with minimum
CPU time and lower number of iterations; however, the pro-
posed method was more efficient. Thus, objects within the
images were segmented according to the differences in their
intensities.

5. Quantitative Comparison

We compared the results of the proposed method against the
ground truths and other state-of-the-art methods.

The mini-MIAS database is an open source dataset for
breast tumor detection. Figure 14 shows example mammo-
grams from the mini-MIAS database used for quantitative
results, and it investigates advantages of the proposed
method. We compared the segmentation methods using an
accuracy metric defined as

Accuracy =
TP + TN

TP + TN + FP + FN
, ð17Þ

where TP denotes the true positive segmented regions, TN
denotes the true negative unsegmented regions, FP denotes

false positives, and FN denotes false negative, i.e., the unde-
tected tumor regions. Table 2 presents the statistics of the
segmentation accuracy of Figure 14 as compared with other
methods, based on the ground truth. Figure 15 indicates that
the segmentation accuracy of the proposed method is signif-
icantly higher than that of the previous methods.

The PH2 database [33] was developed to encourage com-
parative studies for classification algorithms and the segmen-
tation of dermoscopic images. We compared the results of
the proposed method with other state-of-the-art methods
using the metric for segmentation accuracy defined in equa-
tion (17). Figure 16 shows the segmentation results for exam-
ple images from the PH2 database using the proposed method
and comparisons with the ground truth. The green contour
indicates the ground truth, whereas the red contour indicates
the segmentation via the proposed method. From the figure,
it is evident that the proposed method exhibits suitable accu-
racy for the segmentation of the example images. Table 3 pre-
sents a comparison of the accuracy, number of iterations, and
the CPU time of the proposed method on the PH2 database
[33] with other state-of-the-art methods. The overall accuracy
of the segmentation results proves that the proposed method
offers superior performance. Moreover, compared with other
methods, the number of iterations and the CPU times of the
proposed method proves the time efficiency of our model.

6. Conclusion

We propose a novel hybrid active contour model integrating
local and global fitted energy terms, with an adaptive weight
function. The weight function uses global contrast statistical
information to adapt the weight parameters dynamically.
The proposed method improves image segmentation accuracy
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1
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Figure 15: Segmentation accuracy graph for the mini-MIAS database.
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for regions with homogeneous and inhomogeneous intensi-
ties, and its contour stability and smoothness around accurate
object boundaries are confirmed using both local and global
statistics. Furthermore, the inclusion of the Gaussian kernel
eliminates the need for a reinitialization time, making the pro-
posed model independent of the initial contour positions.
Compared to other state-of-the-art models, the proposed
method offers superior performance for real and synthetic
images with various inhomogeneous intensity levels, as well
as significant improvements in terms of segmentation accu-
racy and processing time efficiency. Furthermore, quantitative
comparisons proved the superiority of the proposed approach.

Data Availability

We have used different images (synthetic and real) publicly
available on the internet. In comparison, the other databases

are used for quantitative comparison are listed below with
references. (1) The mini-MIAS database, to encourage com-
parative studies for classification algorithms and the segmen-
tation of mammogram images, is publicly available that can
be accessed at http://peipa.essex.ac.uk/info/mias.html. (2)
The PH2 database, to encourage comparative studies for clas-
sification algorithms and the segmentation of dermoscopic
images, is included within the article doi:10.1109/EMBC
.2013.6610779.
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