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Abstract

In the setting of the modal logic that characterizes modal refinement over modal
transition systems, Boudol and Larsen showed that the formulae for which model
checking can be reduced to preorder checking, that is, the characteristic formu-
lae, are exactly the consistent and prime ones. This paper presents general,
sufficient conditions guaranteeing that characteristic formulae are exactly the
consistent and prime ones. It is shown that the given conditions apply to various
behavioural relations in the literature. In particular, characteristic formulae are
exactly the prime and consistent ones for all the semantics in van Glabbeek’s
linear time-branching time spectrum.

Keywords: process semantics, logics, characteristic formulae, (bi)simulation

1. Introduction

Model checking and equivalence/preorder checking are the two main ap-
proaches to the computer-aided verification of reactive systems [2, 3, 4]. In
model checking, one typically describes the behaviour of a computing system
using a state-transition model, such as a labelled transition system [5], and spec-5

ifications of properties systems should exhibit are expressed using some modal
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or temporal logic. In this approach, system verification amounts to checking
whether a system is a model of the formulae describing a given specification.
When using equivalence/preorder checking instead, systems and their speci-
fications are both expressed in the same state-machine-based formalism. In10

this approach, checking whether a system correctly implements its specification
amounts to verifying whether the state machines describing them are related by
some suitable notion of behavioural equivalence/preorder. (See [6, 7] for taxo-
nomic studies of the plethora of behavioural relations that have been considered
in the field of concurrency theory.)15

The study of the connections between the above-mentioned approaches to
system verification and, more generally, between behavioural and logical ap-
proaches to defining the semantics of reactive systems has been one of the classic
topics of research in concurrency theory since the work of Hennessy and Milner,
who showed in [8] that bisimilarity [9, 10] coincides with the equivalence in-20

duced by a multi-modal logic, which is now commonly called Hennessy-Milner
Logic, over labelled transition systems satisfying a mild finiteness constraint.
Similar modal characterization results have been established for all the seman-
tics in van Glabbeek’s linear-time/branching-time spectrum [7]. Such results
are truly fundamental in concurrency theory and have found a variety of ap-25

plications in process theory—see, for instance, the papers [11, 12]. However,
they do not provide a “practically useful” connection between model checking
and equivalence/preorder checking; indeed, using a modal characterization the-
orem to prove that two labelled transition systems are equated by some notion
of behavioural equivalence would involve showing that the two systems satisfy30

exactly the same (typically infinite) set of formulae in the modal logic that
characterizes the equivalence of interest.

A bridge between model checking and equivalence/preorder checking is pro-
vided by the notion of characteristic formula [13, 14]. Intuitively, a charac-
teristic formula provides a complete logical characterization of the behaviour35

of a process modulo some notion of behavioural equivalence or preorder. The
complexity of the problem of deciding whether a formula is characteristic for a
process has been studied in [15, 16] in the setting of several modal logics and
µ-calculus. At least for finite labelled transition systems, characteristic formulae
can be used to reduce equivalence/preorder checking to model checking effec-40

tively [17]. A natural question to ask is for what kinds of logical specifications
model checking can be reduced to establishing a behavioural relation between
an implementation and a labelled transition system that suitably encodes the
specification. To the best of our knowledge, this question was first addressed by
Boudol and Larsen, who showed in [18] that, in the context of the modal logic45

that characterizes modal refinement over modal transition systems, the formulae
that are “graphically representable” (that is, the ones that are characteristic for
some process) are exactly the consistent and prime ones. (A formula is prime
if whenever it implies a disjunction of two formulae, it implies one of the dis-
juncts.) A similar result is given in [19] in the setting of covariant-contravariant50

simulation. Moreover, each formula in the logics considered in [19, 18] can be
“graphically represented” by a (possibly empty) finite set of processes.
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To our mind, those are very pleasing results that show the very close connec-
tion between logical and behavioural approaches to verification in two specific
settings. But, how general are they? Do similar results hold for the plethora55

of other process semantics and their modal characterizations studied in the lit-
erature? And, if so, are there general sufficient conditions guaranteeing that
characteristic formulae are exactly the consistent and prime ones? The purpose
of this article is to provide answers to those questions. In particular, we aim to
understand when the notions of characteristic and prime formulae coincide (we60

refer to such a correspondence as characterization by primality), thus providing
a characterization of logically defined processes by means of prime formulae.

We work in an abstract setting (described in Section 2), and, instead of
investigating each behavioural semantics separately, we define the process se-
mantics as the preorder induced by some logic, i.e. a process p is smaller than a65

process q if the set of logical properties of p is strictly included in that of q. By
investigating preorders defined in this way, we can identify common properties
for all logically characterized preorders. It turns out that characteristic formu-
lae are always consistent and prime (Theorem 1). Therefore our main task is to
provide sufficiently general conditions guaranteeing that consistent and prime70

formulae are characteristic formulae for some process.
In Section 3, we introduce the notion of decomposable logic and show that,

for such logics, consistent and prime formulae are characteristic for some pro-
cess (Theorem 2). (Intuitively, a logic is decomposable if, for each consistent
formula, the set of processes satisfying it includes the set of processes satisfying75

a characteristic formula and the logic is sufficiently expressive to witness this in-
clusion.) We then proceed to identify features that make a logic decomposable,
thus paving the way to showing the decomposability of a number of logical for-
malisms (Section 3.1). In particular, we provide two paths to decomposability,
namely, a logic is decomposable if80

• the set of formulae satisfied by each process can be finitely characterized
in a suitable technical sense (see Definition 5) and some additional mild
assumptions are met (Corollary 4); or

• each formula can be expressed as the union of the meaning of character-
istic formulae (see Definition 2) and some additional assumptions are met85

(Proposition 12).

In order to show the applicability of our general framework, we use it in
Sections 4–5 to prove characterization by primality (i.e., characteristic formulae
are exactly the consistent and prime ones) for a variety of logical characteri-
zations of process semantics. In particular, this applies to all the semantics in90

van Glabbeek’s linear time-branching time spectrum. In all these cases, there
is a perfect match between the behavioural and logical view of processes: not
only do the logics characterize processes up to the chosen notion of behavioural
relation, but processes represent all the consistent and prime formulae in the
logics.95
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Finally, in Section 6 we provide an assessment of the work done and out-
line future research directions. In particular, in Section 6.1, we give evidence
(Proposition 18) that the first path to decomposability we provide (based on
Corollary 4) cannot be used to show the decomposability of the logic characteriz-
ing conformance simulation [20]. However, we are confident that the alternative100

path to decomposability (through Proposition 12) might serve the purpose, and
we plan to address the issue in the near future.

This paper is an extended version of [1]. Compared with that preliminary
study, the present work contains the following new material.

• We provide a more elegant proof of characterization by primality for the105

case when there are only finitely many processes in Section 4. Such a proof
uses an approach that allows us to deal, in a uniform way, with modal
refinement and covariant-contravariant simulation as well; it involves the
notion of graphical representation of a formula (which is the inverse of
characteristic formula of a process) and the one of finitely representability110

(Section 4).

• We prove characterization by primality for all of the logics characterizing
the linear semantics in van Glabbeek’s spectrum (Section 5.2). Such a
result does not appear in [1] and is thus original.

• We include, in Section 6.1 (Proposition 18), a counterexample showing115

that conformance simulation cannot be dealt with using Corollary 4 ( the
first path to decomposability we provide).

• We give detailed proofs for all the results appearing in the conference
version.

2. Process semantics defined logically120

We assume that L is a language interpreted over a non-empty set P , which
we refer to as a set of processes. Thus, L is equipped with a semantic function
J·KL : L → P(P ) (where P(P ) denotes the powerset of P ), and we say that
p ∈ P satisfies φ ∈ L whenever p ∈ JφKL. For all p, q ∈ P , we define the
following notions:125

• L(p) = {φ ∈ L | p ∈ JφKL}: the set of formulae in L that p satisfies; we
assume L(p) 6= ∅, for each p ∈ P ;

• p↑L = {p′ ∈ P | L(p) ⊆ L(p′)}: the upwards closure of p (with respect to
L);

• p and q are logically equivalent (with respect to L), denoted by p ≡L q, iff130

L(p) = L(q);
• p and q are incomparable (with respect to L) iff neither L(p) ⊆ L(q) nor
L(q) ⊆ L(p) holds.

We say that a formula φ ∈ L is consistent iff JφKL 6= ∅. Formulae φ, ψ ∈ L
are said to be logically equivalent) (or simply equivalent) iff JφKL = JψKL. When135

it is clear from the context, we omit the logic L in the subscript (and in the
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text). For example, we write JφK, ≡, and p↑ instead of JφKL, ≡L, and p↑L ,
respectively. We note that L(p) ⊆ L(q) defines a preorder between processes,
which we refer to as the logical preorder characterized by L. We say that a
preorder over P is logically characterized or simply logical if it is characterized140

by some logic L.
For a subset S ⊆ P we say that:
• S is upwards closed iff for all p ∈ P , if p ∈ S then p↑ ⊆ S;
• p ∈ S is minimal in S iff for each q ∈ S, if L(q) ⊆ L(p) then L(q) = L(p);
• p ∈ S is a least element in S iff L(p) ⊆ L(q) for each q ∈ S.145

Clearly, if p is a least element in a set S, then p is also minimal in S. Notice
that, if a set S contains a least element, then it is the unique minimal element
in S, up to equivalence.

2.1. Characteristic and prime formulae, and graphical representation

We introduce here the crucial notion of characteristic formula for a pro-150

cess [2, 13, 14] (along with the inverse notion of graphical representation of a
formula) and the one of prime formula [19, 18], in the setting of logical preorders
over processes. Our aim in this study is to investigate when these notions coin-
cide, thus providing a characterization of logically defined processes by means
of prime formulae, which we will often refer to as characterization by primality.155

To begin with, in this section we study such a connection between the above-
mentioned notions in a very general setting. As it turns out, for logically charac-
terized preorders, the property of being characteristic always implies primality
(Theorem 1). The main focus of this paper becomes therefore to investigate
under what conditions a consistent and prime formula is characteristic for some160

process with respect to a logical preorder (Section 3).

Definition 1 (Characteristic formula). A formula φ ∈ L is characteristic
(within logic L) for p ∈ P iff, for all q ∈ P , it holds that q ∈ JφK if and
only if L(p) ⊆ L(q).

It is worth observing that if φ is characteristic for some process p, then165

p ∈ JφK.
The following simple properties related to characteristic formulae will be

useful in what follows.

Proposition 1. The following properties hold for all p, q ∈ P and φ ∈ L:
(i) φ is characteristic for p if and only if JφK = p↑ ;170

(ii) a characteristic formula for p, if it exists, is unique up to logical equiva-
lence (and can therefore be referred to as χ(p));

(iii) if the characteristic formulae for p and q, namely χ(p) and χ(q), exist
then Jχ(p)K ⊆ Jχ(q)K if and only if L(q) ⊆ L(p).

Proof. Property (i) follows directly from the definition of the characteristic for-175

mula and the one of upward closure of p, while (ii) and (iii) follow easily from
(i).

Next we state two useful properties.
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Proposition 2. The following properties hold for each φ ∈ L:
(i) JφK is upwards closed, and180

(ii) for every p ∈ P , if χ(p) exists and p ∈ JφK ⊆ Jχ(p)K, then JφK = Jχ(p)K.

Proof. We prove the two claims separately.
(i) Assume that p ∈ JφK and that q ∈ p↑ , or equivalently that L(p) ⊆ L(q).

As, by assumption, φ ∈ L(p), we have that φ ∈ L(q), and therefore that
q ∈ JφK as we wanted to prove.185

(ii) This statement follows from the fact that JφK is upwards closed and, since
p ∈ JφK by assumption, it includes p↑ = Jχ(p)K.

The inverse of the notion of characteristic formula is the one of graphical
representation of a formula. For the sake of simplicity, in what follows we
simply write “represents” instead of “graphically represents”.190

Definition 2 (Graphical representation). We say that S ⊆ P represents φ iff
the elements in S are pairwise incomparable and JφK =

⋃
p∈S p

↑ . If S is finite we
say that φ is finitely represented by S or simply finitely represented. If S = {p}
we say that p represents φ (or that φ is represented by p).

Observe that there is possibly more than one graphical representation of a195

formula. However, any two graphical representations of a formula are equivalent
in the following sense, so the representation is unique up to process equivalence.

Proposition 3. If S, T ⊆ P represent φ then for all p ∈ S there is some q ∈ T
such that L(p) = L(q) and vice versa.

Proof. Assume that both S and T represent φ and therefore that JφK =
⋃
p∈S p

↑ =200 ⋃
q∈T q

↑ . Assume that p ∈ S. Then p ∈ p↑ ⊆
⋃
q∈T q

↑ . This implies that p ∈ q↑
for some q ∈ T , and therefore that L(q) ⊆ L(p). Symmetrically, we have that
L(p′) ⊆ L(q), for some p′ ∈ S. Since elements of S are pairwise incomparable,
L(p′) ⊆ L(q) ⊆ L(p) implies p = p′, and therefore we conclude that L(p) = L(q).
Following the same argument it is possible to show that for each q ∈ T there205

exists some p ∈ S such that L(p) = L(q).

We now define what it means for a formula to be prime.

Definition 3 (Prime formula). We say that φ ∈ L is prime iff for each non-
empty, finite subset of formulae Ψ ⊆ L it holds that JφK ⊆

⋃
ψ∈ΨJψK implies

JφK ⊆ JψK for some ψ ∈ Ψ.210

Observe that our definition is an equivalent, semantic version of the one
given in [18]. This serves our purpose to keep the discussion as abstract as
possible. In this perspective, we want to abstract (at least at this point of the
discussion) from the syntactic details of the logical formalism, while the classic
definition of prime formula tacitly applies only to languages that feature at least215

the Boolean connective ∨.
We provide here the first piece of our characterization by primality, by show-

ing that the property of being characteristic implies primality without any extra
assumption on the language L or its interpretation.
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Theorem 1. Let φ ∈ L. If φ is a characteristic formula for some p ∈ P , then220

φ is prime and consistent.

Proof. The formula φ is obviously consistent because p ∈ Jχ(p)K = JφK. Towards
proving that χ(p) is prime, we assume that Jχ(p)K ⊆

⋃
i∈IJψiK, where I is

finite and non-empty. By our assumption, since p ∈ Jχ(p)K, then for some
i ∈ I, p ∈ JψiK holds. As, by Proposition 2(i), JψiK is upwards closed, using225

Proposition 1(i) we can conclude that Jχ(p)K = p↑ ⊆ JψiK as we wanted to
prove.

Notice that the converse is not true in general, that is, there exist formulae
that are consistent and prime but not characteristic. To see this, let P = Q,
L = R and JφK = {p ∈ Q | φ ≤ p}. Clearly, all formulae are consistent.230

Then, L(p) = {φ ∈ R | φ ≤ p} which implies that L(p) ⊆ L(q) iff p ≤ q iff
q ∈ JpK. This means that, for each p ∈ Q, φ = p is characteristic for p and
therefore the characteristic formula is well-defined for all p ∈ P . Furthermore
JφK ∪ JψK = {p ∈ Q | min{φ, ψ} ≤ p} for all φ, ψ ∈ L, which implies that all
formulae are prime. On the other hand φ =

√
2 6∈ Q cannot be characteristic235

for any process as J
√

2K does not have a least element.

3. Characterization by primality for logical preorders

In this section we introduce sufficient conditions under which the converse
of Theorem 1 is also true for logical preorders, that is, conditions guaranteeing
that any consistent, prime formula is characteristic.240

As a first step, we introduce the notion of decomposable logic. We show that
if a logic is decomposable, then we have a logical characterization of processes
by primality. Some of the results involve the Boolean connectives ∧ and ∨,
whose intended semantics is the standard one.

Definition 4 (Decomposability). We say that a formula φ ∈ L is decomposable245

iff JφK = Jχ(p)K ∪ JψpK for some p ∈ P and ψp ∈ L, with p 6∈ JψpK. We say
that L is decomposable iff each consistent formula φ ∈ L is decomposable or
characteristic for some p ∈ P .

The attentive reader will have noticed that a characteristic formula is also
decomposable provided that “false” is expressible in the logic L. At this point250

of the paper we are not making any assumption on the logic (not even that it
includes false, negation and conjunction), so defining decomposability as we do
yields a more abstract and general framework.

Proposition 4. For all φ, ψ ∈ L and p ∈ P , where p 6∈ JψK and φ is prime, if
JφK = Jχ(p)K ∪ JψK, then JφK = Jχ(p)K.255

Proof. Assume that φ is prime, that JφK = Jχ(p)K ∪ JψK and that p 6∈ JψK. As
p ∈ JφK, it is clear that JφK 6⊆ JψK and, as φ is prime, we have that JφK ⊆ Jχ(p)K
which, thanks to Proposition 2(ii), implies that JφK = Jχ(p)K.
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The following theorem allows us to reduce the problem of relating the no-
tions of prime and characteristic formulae in a given logic to the problem of260

establishing the decomposability property for that logic. This provides us with
a very general setting towards characterization by primality.

Theorem 2. If L is decomposable then every formula in L that is consistent
and prime is also characteristic for some p ∈ P .

Proof. The claim follows directly from Proposition 4.265

3.1. Paths to decomposability

The aim of this section is to identify features that make a logic decomposable,
thus paving the way towards showing the decomposability of a number of logical
formalisms in the next sections. First, we observe that if a characteristic formula
χ(p) exists for every p ∈ P , then what we are left to do is to define, for each φ ∈270

L, a formula ψp, for some p ∈ P , with the properties mentioned in Definition 4,
as captured by the following proposition.

Proposition 5. Let L be a logic such that (i) χ(p) exists for each p ∈ P , and
(ii) for each consistent formula φ there exist p ∈ JφK and ψp ∈ L such that
p /∈ JψpK and JφK \ Jχ(p)K ⊆ JψpK ⊆ JφK. Then L is decomposable.275

Proof. Let φ ∈ L be consistent and let us consider the formula ψp (with p ∈ JφK)
whose existence is guaranteed by proviso (ii) of the proposition. By proviso (i),
the formula χ(p) exists in L as well and, since φ is upwards closed and p ∈ JφK,
we have Jχ(p)K = p↑ ⊆ JφK. It immediately follows that Jχ(p)K ∪ JψpK ⊆ JφK as,
by hypothesis, JψpK ⊆ JφK holds as well. Moreover, from JφK \ Jχ(p)K ⊆ JψpK280

and Jχ(p)K ⊆ JφK, we have that JφK ⊆ JψpK∪ Jχ(p)K. Hence, JφK = JψpK∪ Jχ(p)K,
and we are done.

Clearly, when dealing with formalisms featuring at least the Boolean oper-
ators ¬ and ∧, as it is the case with the logic for the bisimulation semantics
(Section 5.1), such a formula ψp is easily defined as ¬χ(p)∧φ. This is stated in285

the following corollary.

Corollary 1. Let L be a logic featuring at least the Boolean connective ∧ such
that χ(p) exists for each p ∈ P , and there exists some formula χ̄(p) ∈ L where
Jχ̄(p)K = P \ Jχ(p)K. Then L is decomposable.

The situation is more complicated for the other logics for the semantics in290

the branching time-linear time spectrum (which we consider in Section 5), as
negation is in general not expressible in these logics, not even for characteristic
formulae. Therefore, instead we will prove a slightly stronger statement than
the one in Corollary 1 by identifying a weaker condition than the existence of a
negation of the characteristic formulae (that we assume to exist) that also leads295

to decomposability of the logic. This is described in the following proposition.

Proposition 6. Let φ ∈ L, p be a minimal element in JφK such that χ(p) exists
in L, and let χ̄(p) be a formula in L such that {q ∈ P | L(q) 6⊆ L(p)} ⊆ Jχ̄(p)K.
Then, JφK \ Jχ(p)K ⊆ Jχ̄(p)K holds.
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Proof. Let us consider an element q′ such that q′ ∈ JφK and q′ /∈ Jχ(p)K. By the300

latter assumption, we have that L(p) 6⊆ L(q′). Moreover, since p is minimal in
JφK and q′ ∈ JφK, it also holds that L(q′) 6⊂ L(p). Thus, L(q′) 6⊆ L(p), which
implies q′ ∈ {q ∈ P | L(q) 6⊆ L(p)} ⊆ Jχ̄(p)K, as we wanted to prove.

In the next proposition, we build on the above result, and establish some
conditions, which are met by the logics characterizing the semantics in van305

Glabbeek’s linear time-branching time spectrum (see Section 5), and which im-
mediately lead to decomposability.

Proposition 7. Let L be a logic that features at least the Boolean connective ∧
and such that:

(i) χ(p) exists for each p ∈ P ,310

(ii) for each consistent φ, the set JφK has a minimal element, and
(iii) for each p ∈ P , there exists in L a formula χ̄(p) such that either

• Jχ̄(p)K = P \ Jχ(p)K or

• p /∈ Jχ̄(p)K and {q ∈ P | L(q) 6⊆ L(p)} ⊆ Jχ̄(p)K.

Then, L is decomposable.315

Proof. Let φ ∈ L be consistent. We choose a minimal element p in JφK, which
exists by proviso (ii) of the proposition, and we define ψ = χ̄(p) ∧ φ. Clearly,
p /∈ Jχ̄(p)∧φK since p /∈ Jχ̄(p)K. We show that JφK = Jχ(p)K∪ JψK. The inclusion
from right to left immediately follows from the definition of ψ and from the fact
that JφK is upward closed. The converse inclusion is straightforward: if Jχ̄(p)K =320

P \Jχ(p)K, then it follows from the obvious observation that JφK\Jχ(p)K = JφK∩
(P \ Jχ(p)K) = JψK; otherwise, it immediately follows from Proposition 6.

In order to apply the above result to prove decomposability for a logic L,
we now develop a general framework ensuring conditions (i) and (ii) in Proposi-
tion 7. To this end, we exhibit a finite characterization of the (possibly) infinite325

set L(p) of true facts associated with every p ∈ P . (In order to ensure condi-
tion (iii) of the proposition, we will explicitly construct the formula χ̄(p) in each
of the languages considered in Section 5.)

Definition 5 (Characterization). We say that the logic L is characterized by
a function B : P → P(L) iff for each p ∈ P we have ∅ ⊂ B(p) ⊆ L(p) and330

for each φ ∈ L(p) it holds that
⋂
ψ∈B(p)JψK ⊆ JφK. We say that L is finitely

characterized by B iff L is characterized by a function B such that B(p) is finite
for each p ∈ P . Finally, we say that B is monotonic iff L(p) ⊆ L(q) implies
B(p) ⊆ B(q) for all p, q ∈ P .

In what follows, we show that if a logic L features at least the Boolean335

connective ∧ and it is finitely characterized by B, for some monotonic B, then it
fulfils conditions (i) and (ii) in Proposition 7 (see Proposition 10 and Corollary 2
to follow).

Proposition 8. If L is characterized by B, then for each p, q ∈ P , B(p) ⊆ L(q)
implies L(p) ⊆ L(q).340
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Proof. Assume that B(p) ⊆ L(q) and that φ ∈ L(p). As L is characterized by
B,
⋂
ψ∈B(p)JψK ⊆ JφK holds. Since B(p) ⊆ L(q), we have q ∈

⋂
ψ∈B(p)JψK ⊆ JφK,

which means that φ ∈ L(q), as we wanted to prove.

Proposition 9. If L is characterized by B, then for each p, q ∈ P , B(p) ⊆ B(q)
implies L(p) ⊆ L(q).345

Proof. Assume that B(p) ⊆ B(q). As B(q) ⊆ L(q) the result follows by Propo-
sition 8.

Every finitely characterized logic featuring at least the Boolean connective
∧ enjoys the pleasing property that every p ∈ P admits a characteristic formula
in L.350

Proposition 10. Let L be a logic that features at least the Boolean connective
∧ and that is finitely characterized by B. Then, each p ∈ P has a characteristic
formula in L given by χ(p) =

∧
φ∈B(p) φ.

Proof. Assume that p ∈ P . First, we observe that
∧
φ∈B(p) φ is a well-formed

formula, as B(p) is finite. Next, we prove that J
∧
φ∈B(p) φK = p↑ holds, from355

which the thesis immediately follows by Proposition 1(i).
Since B(p) ⊆ L(p), it follows that p ∈ J

∧
φ∈B(p) φK. As J

∧
φ∈B(p) φK is up-

wards closed, we have that p↑ ⊆ J
∧
φ∈B(p) φK.

Towards proving the converse inclusion, let us assume that q ∈ J
∧
φ∈B(p) φK.

Since J
∧
φ∈B(p) φK =

⋂
φ∈B(p)JφK, we have that q ∈ JφK, for each φ ∈ B(p). Thus,360

B(p) ⊆ L(q) holds. From Proposition 8, it follows that L(p) ⊆ L(q) and, by the
definition of upwards closure, we conclude that q ∈ p↑ .

Proposition 11. Let L be a logic that is finitely characterized by B, for some
monotonic B. Then, for each φ ∈ L and q ∈ JφK, there exists some p ∈ P such
that L(p) ⊆ L(q) and p is minimal in JφK.365

Proof. Towards a contradiction, let us assume that there exist φ ∈ L and q ∈ JφK
such that, for each p ∈ JφK, with L(p) ⊆ L(q), p is not minimal in JφK. Notice
that q is not minimal in JφK itself.

Then, there exists an infinite sequence q0, q1, . . . ∈ JφK, with q = q0, such
that L(qi+1) ( L(qi) for each i ≥ 0. As B is monotonic, we have that B(qi+1) ⊆370

B(qi) for each i ≥ 0. Since B(q) is finite, there exists some k ≥ 0 such that
B(qk) = B(qk+`) for each ` > 0. By Proposition 9, L(qk) = L(qk+`) holds for
each ` > 0. This contradicts the fact that L(qi+1) ( L(qi) for each i ≥ 0, which
means that for each q ∈ JφK there exists some p ∈ JφK, with L(p) ⊆ L(q), such
that p is minimal in JφK.375

Corollary 2. Let L be a logic that is finitely characterized by B, for some
monotonic B. Then, for each consistent formula φ ∈ L, JφK has a minimal
element.

Proof. The thesis immediately follows from Proposition 11.
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The next result will be useful in the next section.380

Corollary 3. Let L be a logic that features at least the Boolean connective ∧ and
that is finitely characterized by B, for some monotonic B. Then, each formula
φ ∈ L is represented (uniquely up to equivalence) by a set rep(φ) (in the sense
of Definition 2).

Proof. Let minimals(φ) = {p ∈ P | p is minimal in JφK}. Notice that the385

elements of minimals(φ) are not necessarily pairwise incomparable (there can
exist p, q ∈ minimals(φ) such that p 6= q and p ≡ q).

Now, we define rep(φ) as any subset of minimals(φ) such that (i) elements
in rep(φ) are pairwise incomparable and (ii) for each p ∈ minimals(φ) there
exists some q ∈ rep(φ) with p ≡ q. Intuitively, rep(φ) contains a representative390

element for each equivalence class of minimal elements in JφK modulo ≡. First
of all, we observe that, by Proposition 10, χ(p) exists for each p ∈ P . We show
that JφK =

⋃
p∈rep(φ) p

↑ , from which the thesis immediately follows.

From Proposition 11, we have that each q ∈ JφK belongs to p↑ , for some
p ∈ rep(φ), and thus JφK ⊆

⋃
p∈rep(φ) p

↑ . Moreover, as JφK is upwards closed, we395

get that JφK ⊇
⋃
p∈rep(φ) p

↑ . Therefore, we can conclude that JφK =
⋃
p∈rep(φ) p

↑ ,
which completes the proof.

We summarize the results we provided so far in the following corollary.

Corollary 4. Let L be a logic that features at least the Boolean connective ∧
and such that:400

(i) L is finitely characterized by B, for some monotonic B, and
(ii) for each χ(p), there exists in L a formula χ̄(p) such that either

• Jχ̄(p)K = P \ Jχ(p)K, or

• p /∈ Jχ̄(p)K and {q ∈ P | L(q) 6⊆ L(p)} ⊆ Jχ̄(p)K.

Then, L is decomposable.405

Proof. By proviso (i) of the corollary and by Proposition 10, χ(p) exists for each
p ∈ P (condition (i) in Proposition 7). By Corollary 2, there exists an element
p ∈ P that is minimal in JφK, for each consistent formula φ ∈ L (condition (ii) in
Proposition 7). The thesis immediately follows from Proposition 7, given that
proviso (ii) of the corollary is equivalent to condition (iii) in Proposition 7.410

Remark 1. It is worth pointing out that the Boolean connective ∧ plays a minor
role in (the proof of) Proposition 10 (and thus Corollaries 3 and 4). Indeed, it
is applied to formulae in B(p) only. Thus, such a result can be used also to deal
with logics that allow for a limited use of such a connective, such as the logic
for trace semantics and other linear-time semantics (see Section 5.2).415

As another path towards decomposability, we show the following result,
which we will use in Section 4 to deal with logical settings requiring a special
treatment.
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Proposition 12. If L is a logic that (i) features the Boolean connective ∨
and such that (ii) every φ ∈ L is finitely represented and (iii) a characteristic420

formula exists in L for every process p ∈ P , then L is decomposable.

Proof. Let φ ∈ L be a consistent formula which is not characteristic for any
p ∈ P . We show that φ is decomposable, that is, JφK = Jχ(p)K ∪ JψpK for some
p ∈ P and ψp ∈ L, with p 6∈ JψpK.

By assumption (ii), φ is finitely represented by some set rep(φ) ⊆ P ; by425

assumption (iii), χ(p) exists in L for all p ∈ P ; thus, by Proposition 1(i), we
have:

JφK =
⋃
p∈rep(φ) p

↑ =
⋃
p∈rep(φ)Jχ(p)K.

Since φ is consistent, JφK 6= ∅ and therefore rep(φ) 6= ∅. Pick some p ∈
rep(φ). Notice that |rep(φ)| > 1 otherwise φ would be characteristic for p.430

Thus, using assumption (i), we have:

JφK = Jχ(p)K ∪
⋃
q∈rep(φ)\{p}Jχ(q)K

= Jχ(p)K ∪ J
∨
q∈rep(φ)\{p} χ(q)K.

Since p /∈ J
∨
q∈rep(φ)\{p} χ(q)K, we can conclude that L is decomposable.

In the remainder of the paper we will examine some applications for our
general results; in particular, we will use them to prove characterization by435

primality for several well-known process semantics. First, we consider some
cases that can be dealt with using Proposition 12, and then we analyze semantics
in van Glabbeek’s spectrum.

4. Applications to finitely-represented logics

As a first application of our results, we investigate three kinds of logics:440

1. the set of processes P is finite and the logic L features at least the Boolean
connectives ∧ and ∨;

2. the logic characterizing modal refinement semantics [18];

3. the logic characterizing covariant-contravariant simulation semantics [19].

Note that in case 1 although P itself is finite, it can contain processes with445

infinite behaviours, e.g., when p ∈ P represents a labelled transition system
with loops. To deal with these logics we use Proposition 12 and thus we show
that the logics satisfy its hypothesis.

Proposition 13. Let L be a logic that features at least the Boolean connective
∧ and is interpreted over a finite set P . Then:450

(a) L is finitely characterized by B, for some monotonic B, and
(b) every formula φ ∈ L is finitely represented.

12



Proof. (a) If P is finite, so is L, up to logical equivalence. Let Lfin be a set of
representatives of the equivalence classes of L modulo logical equivalence,
and define Bfin(p) = Lfin(p) = L(p) ∩ Lfin , for each p ∈ P . It is easy to see455

that L is finitely characterized by Bfin , according to Definition 5. Moreover,
Bfin is clearly monotonic.

(b) The claim immediately follows from Corollary 3, making use of Proposi-
tion 13(a) and observing that rep(φ) ⊆ P is finite for each φ ∈ L.

Proposition 14. Every logic L that is interpreted over a finite set P and that460

features at least the Boolean connectives ∧ and ∨ is decomposable.

Proof. By hypothesis, L features the Boolean connective ∨; by Proposition 13(b),
every φ ∈ L is finitely represented; by Proposition 10 and Proposition 13(a),
χ(p) exists in L for all p ∈ P . Finally, by Proposition 12, L is decomposable.

Proposition 15. The logics characterizing modal refinement semantics or covariant-465

contravariant simulation semantics given in [19, 18] are decomposable.

Proof. The claim follows immediately from the definition of the logics and re-
lated results shown in [19, 18], and by applying Proposition 12.

More precisely, for covariant-contravariant simulation, Lemma 2 in [19] yields
the existence of characteristic formulae and Theorem 3 in [19] yields finite rep-470

resentability of each formula.
On the other hand, for modal refinement, Proposition 3.2 in [18] yields the

existence of characteristic formulae and Proposition 4.2 in [18] gives finite rep-
resentability of each formula.

Thus, we have the following theorem, resulting from Theorems 1 and 2, along475

with Propositions 14 and 15.

Theorem 3 (Characterization by primality). Let L be:

• the logic from [18] that characterizes modal refinement semantics,

• the one given in [19] characterizing covariant-contravariant simulation se-
mantics, or480

• any logic that features at least the Boolean connectives ∧ and ∨, and is
interpreted over a finite set P .

Then, each formula φ ∈ L is consistent and prime if and only if φ is character-
istic for some p ∈ P .

5. Application to semantics in van Glabbeek’s spectrum485

Our next task is to apply the result described in Corollary 4 to the semantics
in the linear time-branching time spectrum [6, 7], over finite trees and with a
finite set of actions. All those semantics have been shown to be characterized
by specific logics and therefore inherit all the properties of logically defined
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preorders. We reason about characterization by primality (Theorems 5 and 7)490

by showing that each logic is finitely characterized by some monotonic B, and by
building, for each characteristic formula χ(p), a formula χ̄(p) with the properties
specified in Corollary 4(ii).

Processes. To begin with, we give a formal definition of the notion of process.
The set of processes P over a finite set of actions Act is given by the following495

grammar:
p ::= 0 | ap | p+ p,

where a ∈ Act. Given a process p, we say that p can perform the action a
and evolve into p′, denoted p

a→ p′, iff (i) p = ap′ or (ii) p = p1 + p2 and

p1
a→ p′ or p2

a→ p′ holds. Note that every process p denotes a finite loop-free500

labelled transition system whose states are those that are reachable from p via
transitions

a→, a ∈ Act, and whose initial state is p [5].

We define the set of initials of p, denoted I(p), as the set {a ∈ Act | p a→ p′

for some p′ ∈ P}. We write p
a→ if a ∈ I(p), p 6 a→ if a 6∈ I(p), and p 6→ if

I(p) = ∅. We define traces(p) as follows (we use ε to denote the empty string):505

traces(p) = {ε} ∪ {aτ | ∃p′ ∈ P . p
a→ p′ and τ ∈ traces(p′)}. (1)

For each trace τ = a1 . . . an, we write p
τ→ p′ for p

a1→ p1
a2→ p2 . . . pn−1

an→ p′.
Finally, for each p ∈ P , depth(p) is the length of a longest trace in traces(p).
Behavioural preorders for process semantics. The semantics of processes
is expressed by means of preorders, which, intuitively, classify processes accord-
ing to their possible behaviours. Roughly speaking, a process follows another510

in the preorder (or it is above it) if it exhibits at least the same behaviours as
the latter. The semantic relations in van Glabbeek’s linear time-branching time
spectrum present different levels of granularity: a finer relation is able to dis-
tinguish processes that are indistinguishable by a coarser one. Those semantics
are as follows (see Figure 1):515

• branching time semantics (Figure 1, left-hand side): simulation (S), com-
plete simulation (CS), ready simulation (RS), trace simulation (TS), 2-
nested simulation (2S), and bisimulation (BS);

• linear time semantics (Figure 1, right-hand side): trace (T), complete trace
(CT), failure (F), failure trace (FT), ready (R), ready trace (RT), impossible520

future (IF), possible future (PF), always impossible future (IFT), always
possible future (PFT), impossible 2-simulation (I2), possible 2-simulation
(P2), always impossible 2-simulation (I2T), always possible 2-simulation
(P2T).

In the rest of this section Btime-spectrum denotes the set {S,CS,RS,TS, 2S,BS},525

Ltime-spectrum denotes the set {T,CT,F,FT,R,RT, IF,PF, IFT,PFT, I2,P2, I2T,P2T},
and we let vanG-spectrum = Btime-spectrum ∪ Ltime-spectrum.

The remainder of the section is organized as follows. In Section 5.1, we estab-
lish characterization by primality for the semantics in van Glabbeek’s branching
time spectrum. Then, in Section 5.2, we deal with the ones in van Glabbeek’s530
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Figure 1: Semantic relations in van Glabbeek’s linear time-branching time spectrum (branch-
ing semantics are on the left, linear ones are on the right—the six framed names are introduced
here: these semantics were studied in [6] but no name was assigned to them).

linear time spectrum; at the beginning of this last section, we also give a short
account on the conceptual differences between the two semantics; for a compre-
hensive account, we refer to [6, 7].

5.1. The branching time spectrum

In this sub-section, we focus on the semantics in van Glabbeek’s branching535

time spectrum, originally introduced in [7] and successively generalized in [6],
and their corresponding logical formalisms.

Definition 6 (Branching time semantic relations [6, 7]). For each X ∈ Btime-spectrum,
.X is the largest relation over P satisfying the following conditions for each
p, q ∈ P .540

simulation (S): p .S q ⇔ for all p
a→ p′ there exists some q

a→ q′ such that
p′ .S q

′;

complete simulation (CS): p .CS q ⇔ (i) for all p
a→ p′ there exists some

q
a→ q′ such that p′ .CS q

′, and (ii) I(p) = ∅ iff I(q) = ∅;
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ready simulation (RS): p .RS q ⇔ (i) for all p
a→ p′ there exists some q

a→ q′545

such that p′ .RS q
′, and (ii) I(p) = I(q);

trace simulation (TS): p .TS q ⇔ (i) for all p
a→ p′ there exists some q

a→ q′

such that p′ .TS q
′, and (ii) traces(p) = traces(q);

2-nested simulation (2S): p .2S q ⇔ (i) for all p
a→ p′ there exists some

q
a→ q′ such that p′ .2S q

′, and (ii) q .S p;550

bisimulation (BS): p .BS q ⇔ (i) for all p
a→ p′ there exists some q

a→ q′ such

that p′ .BS q
′, and (ii) for all q

a→ q′ there exists some p
a→ p′ such that

p′ .BS q
′.

For each X ∈ Btime-spectrum, the equivalence relation ≡X is defined as ex-
pected, i.e.,555

p ≡X q ⇔ p .X q and q .X p.

Branching time logics. The languages of the different logics yield the fol-
lowing chain of strict inclusions (Table 1, left-hand side): LS ⊂ LCS ⊂ LRS ⊂
LTS ⊂ L2S ⊂ LBS, corresponding to a chain of formalisms with strictly increas-
ing expressive power. Notice that, as it will appear clear after the definition of560

the satisfaction relation below, some of the languages present some redundancy,
in the sense that they could be replaced with smaller ones, without any loss in
expressiveness. For instance, a disjunction is expressible in LBS using conjunc-
tion and negation, and suitably replacing tt with ff and vice versa. We followed
this approach because we find it helpful to have syntactically larger languages565

corresponding to more expressive semantics.
The syntax of the logics characterizing the semantics in van Glabbeek’s

branching time spectrum is given in the following definition. There, we treat
formulae of the form [a]ψ and 0 as syntactic shorthands for, respectively, ¬〈a〉¬ψ
and

∧
a∈Act[a]ff .570

Definition 7 (Syntax [6, 7]). For each X ∈ Btime-spectrum, LX is the language
defined by the corresponding grammar given below:
LS:

φS ::= tt | ff | φS ∧ φS | φS ∨ φS | 〈a〉φS.
LCS:575

φCS ::= tt | ff | φCS ∧ φCS | φCS ∨ φCS | 〈a〉φCS | 0.
LRS:

φRS ::= tt | ff | φRS ∧ φRS | φRS ∨ φRS | 〈a〉φRS | [a]ff .
LTS:

φTS ::= tt | ff | φTS ∧ φTS | φTS ∨ φTS | 〈a〉φTS | ψTS.
ψTS ::= ff | [a]ψTS.

580

L2S:
φ2S ::= tt | ff | φ2S ∧ φ2S | φ2S ∨ φ2S | 〈a〉φ2S | ¬φS.

LBS:
φBS ::= tt | ff | φBS ∧ φBS | φBS ∨ φBS | 〈a〉φBS | ¬φBS.
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◦ Syntax 9 Monotonic function B for finite characterization
./ Formula χ̄(p)

◦ φ
∃
X ::= tt | ff | φX ∧ φX | φX ∨ φX | 〈a〉φX X ∈ Btime-spectrum

9 BX(p) = B+
X(p) ∪ B−X(p)

9 B+
X(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =

∧
ψ∈Ψ

ψ,Ψ ⊆ BX(p
′
), p

a→ p
′}

S ◦ φS ::= φ
∃
S 9 B−S (p) = ∅

./ χ̄
S
(p) =

∨
a∈Act

〈a〉
∧
p
a→p′

χ̄
S
(p
′
)

CS ◦ φCS ::= φ
∃
CS | φ

∀
CS

◦ φ∀CS ::= 0

9 B−CS(p) = {0 | p
a

6→ ∀a ∈ Act}
./ χ̄

CS
(p) =

( ∨
a∈Act

〈a〉
∧
p
a→p′

χ̄
CS

(p
′
)
)
∨ 0 if I(p) 6= ∅

./ χ̄
CS

(p) =
∨

a∈Act
〈a〉

∧
p
a→p′

χ̄
CS

(p
′
) if I(p) = ∅

RS ◦ φRS ::= φ
∃
RS | φ

∀
RS

◦ φ∀RS ::= [a]ff

9 B−RS(p) = {[a]ff | a ∈ Act, p
a

6→}
./ χ̄

RS
(p) =

( ∨
a∈Act

〈a〉
∧
p
a→p′

χ̄
RS

(p
′
)
)
∨

∨
a∈I(p)

[a]ff

TS ◦ φTS ::= φ
∃
TS | φ

∀
TS

◦ φ∀TS ::= ff | [a]φ
∀
TS

9 B−TS(p) = {[τa]ff | τ ∈ traces(p), a ∈ Act, τa /∈ traces(p)}
./ χ̄

TS
(p) =

( ∨
a∈Act

〈a〉
∧
p
a→p′

χ̄
TS

(p
′
)
)
∨

∨
τ∈traces(p),τa/∈traces(p)

〈τa〉tt ∨
∨
p
τa→p′

[τa]ff

2S ◦ φ2S ::= φ
∃
2S | φ

∀
2S

◦ φ∀2S ::= ¬φS

9 B−2S(p) = {[a]ϕ ∈ L2S(p) | a ∈ Act, ϕ =
∨

p′∈max-succ(p,a)

∧
ψ∈B−

2S
(p′)

ψ}

where max-succ(p, a) = {p′ ∈ P | p a→ p
′

and @p′′.p a→ p
′′

and p
′
<S p

′′}
./ χ̄

2S
(p) =

( ∨
a∈Act

〈a〉
∧
p
a→p′

χ̄
2S

(p
′
)
)
∨ Φ̄(p)

where Φ̄(p) =
∨

a∈I(p)

[a]ff ∨
∨

a∈I(p)

∨
p
a→p′

[a]Φ̄(p
′
)

BS ◦ φBS ::= φ
∃
BS | φ

∀
BS

◦ φ∀BS ::= ¬φBS

9 B−BS(p) = {[a]ϕ ∈ LBS(p) | a ∈ Act, ϕ =
∨
p
a→p′

∧
ψ∈BBS(p′)

ψ}

./ χ̄
BS

(p) = ¬χ
BS

(p) (χ
BS

(p) is characteristic for p within LBS)

Table 1: Syntax, monotonic function B for finite characterization, and formula χ̄(p), relative
to the logics for the semantics in van Glabbeek’s branching time spectrum.

Remark 2. It is important to notice that disjunction does not appear in the585

original formulation found in [7] of the logics characterizing the branching se-
mantics in the spectrum. However, adding it does not affect the expressive
power of these logics with respect to the corresponding semantics, as shown in [6,
Proposition 6.2 at page 42].

We give here the semantics of the logics, by describing the satisfaction re-590

lation for the most expressive one, namely LBS, that characterizes bisimulation
semantics. The semantics for the other logics can be obtained by considering
the corresponding subset of clauses.

Definition 8 (Satisfaction relation). The satisfaction relation for the logic LBS

is defined as follows:595

• p ∈ JttK, for every p ∈ P ,
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• p /∈ JffK, for every p ∈ P ,

• p ∈ Jφ1 ∧ φ2K iff p ∈ Jφ1K and p ∈ Jφ2K,

• p ∈ Jφ1 ∨ φ2K iff p ∈ Jφ1K or p ∈ Jφ2K,

• p ∈ J〈a〉φK iff p′ ∈ JφK for some p′ ∈ P such that p
a→ p′,600

• p ∈ J¬φK iff p /∈ JφK.

We say that a process p satisfies a formula φ ∈ LBS if, and only if, p ∈ JφK.
The following well-known theorem states the relationship between logics and

process semantics that allows us to use our general results about logically char-
acterized semantics.605

Theorem 4 (Logical characterization of branching time semantics [6, 7]). For
each X ∈ Btime-spectrum and for all p, q ∈ P , p .X q iff LX(p) ⊆ LX(q).

We observe that all the logics defined above feature the Boolean connective
∧, as required by one of the assumptions of Corollary 4. In what follows, we
show that every logic meets also the other conditions of the corollary, that is,610

it is finitely characterized by some monotonic B, and for each χ(p) there exists
a formula χ̄(p) such that either Jχ̄(p)K = P \ Jχ(p)K (as it is the case for LBS)
or p /∈ Jχ̄(p)K and {q ∈ P | L(q) 6⊆ L(p)} ⊆ Jχ̄(p)K (which holds in all the
other cases). This yields the characterization by primality for the logics for the
semantics in Btime-spectrum (Theorem 5).615

To this end, we first summarize, in Table 1, both the functions B and the
formulae χ̄(p) for all the branching time semantics (rightmost column), and
then we prove their correctness. In particular, in Lemma 1, we prove the finite
characterization result, while in Lemma 2 we show the correctness of the formula
χ̄(p). We have already pointed out the connection between our function B620

and the notion of characteristic formulae (see Proposition 10). As a matter
of fact, roughly speaking, the definition of BX(p) (with X ∈ Btime-spectrum)
provided in Table 1 somehow correspond to breaking the characteristic formula
of p (within logic LX) into its conjuncts. The same applies for the semantics in
the linear time spectrum we will consider in Section 5.2.625

For the sake of readability, besides including the functions B and the formu-
lae χ̄(p), Table 1 also recalls, in a compact but equivalent way, the syntax of
the different logical formalisms. Roughly speaking, each language consists of an
“existential” and a “universal” sub-language, as highlighted by the definitions
in the second column of Table 1 (φX ::= φ∃X | φ∀X for each X ∈ Btime-spectrum630

apart from simulation). The “existential” sub-language (formulae derivable from
the non-terminal φ∃X) is common to all the logics and so is its definition (top
of Table 1). The “universal” sub-language (formulae derivable from the non-
terminal φ∀X) is what actually distinguishes the various languages: its definition
is provided for each logic in the corresponding row. The operators 〈τ〉 and [τ ]635

(with τ = a1a2 . . . ak ∈ Act∗), occurring in the definition of B for trace simula-
tion (TS), are abbreviations for 〈a1〉〈a2〉 . . . 〈ak〉 and [a1][a2] . . . [ak], respectively
(notice that, in particular, both 〈ε〉ϕ and [ε]ϕ will be treated as ϕ).
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Lemma 1. Let X ∈ Btime-spectrum. LX is finitely characterized by BX , for
some monotonic BX (see Table 1).640

Proof. We detail the case of ready simulation only (the proof for the other cases
can be found in Appendix A.1). For the sake of clarity we recall from Table 1
that BRS is defined as B+

RS(p) ∪ B−RS(p), where

• B+
RS(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =

∧
ψ∈Ψ ψ,Ψ ⊆ BX(p′), p

a→ p′}, and

• B−RS(p) = {[a]ff | a ∈ Act, p
a

6→}.645

For the sake of a lighter notation, we omit the subscript RS, i.e., we write
B (resp., B+, B−, .) for BRS (resp., B+

RS, B−RS, .RS) since there is no risk of
ambiguity.

We show that, for every p ∈ P ,

(i) ∅ ⊂ B(p) ⊆ L(p),650

(ii) for each φ ∈ L(p), it holds
⋂
ψ∈B(p)JψK ⊆ JφK,

(iii) B(p) is finite, and

(iv) for each q ∈ P , if L(p) ⊆ L(q) then B(p) ⊆ B(q).

To begin with, we prove property (iii), which also tells us that B is well-
defined. It is immediate to see that, since Act is finite, so is B−(p) for all p ∈ P .655

We show that also B(p) is finite for every p ∈ P by induction on the depth of
p. When I(p) = ∅ (base case), B(p) = {tt} ∪ B−(p), which is clearly finite. Let
us deal now with the inductive step (I(p) 6= ∅). By the construction of B+(p),
a formula belongs to B+(p) if, and only if, it is either tt or 〈a〉ϕ, where a ∈ Act
and ϕ =

∧
ψ∈Ψ ψ, for some Ψ ⊆ B(p′) and some p′ such that p

a→ p′. By the660

inductive hypothesis, B(p′) is finite, and thus ϕ is well defined. Since Act is also
finite and processes are finitely branching, there are only finitely many such
formulae 〈a〉ϕ, meaning that B+(p) is finite. Therefore B(p) = B+(p) ∪ B− is
finite as well.

In order to prove property (i), we preliminarily observe that tt ∈ B(p) for665

every p ∈ P , and thus ∅ ⊂ B(p). Now, to prove that B(p) ⊆ L(p) holds for
every p ∈ P , we first observe that B−(p) ⊆ L(p) trivially holds, by definition
of B−(p), and then we show that B(p) ⊆ L(p) also holds for every p ∈ P , by
induction on the depth of p. When I(p) = ∅ (base case), we have B+(p) = {tt} ⊆
L(p), and therefore B(p) ⊆ L(p) holds as well. To deal with the inductive step670

(I(p) 6= ∅), let φ ∈ B+(p). If φ = tt, then φ ∈ L(p), and we are done. Assume

φ = 〈a〉
∧
ψ∈Ψ ψ, where a ∈ Act and Ψ ⊆ B(p′) for some p′ such that p

a→ p′.
By the inductive hypothesis, we have that B(p′) ⊆ L(p′), meaning that p′ ∈ JψK
for all ψ ∈ Ψ. Since p

a→ p′, we have that p ∈ J〈a〉
∧
ψ∈Ψ ψK, which amounts to

φ ∈ L(p).675

In order to prove property (ii), we let φ ∈ L(p), for a generic p ∈ P , and we
proceed by induction on the structure of φ (notice that we can ignore the case
φ = ff , as φ ∈ L(p) implies φ 6= ff).
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• φ = tt or φ = [a]ff : it is enough to observe that φ ∈ B(p), which implies⋂
ψ∈B(p)JψK ⊆ JφK.680

• φ = ϕ1 ∨ϕ2: it holds that ϕi ∈ L(p) for some i ∈ {1, 2}. By the inductive
hypothesis, we have that

⋂
ψ∈B(p)JψK ⊆ JϕiK and, since JϕiK ⊆ JφK, we

obtain the claim.
• φ = ϕ1 ∧ ϕ2: it holds that ϕi ∈ L(p) for all i ∈ {1, 2}. By the inductive

hypothesis, we have that
⋂
ψ∈B(p)JψK ⊆ JϕiK for all i ∈ {1, 2}. This implies685

that
⋂
ψ∈B(p)JψK ⊆ Jϕ1K ∩ Jϕ2K = JφK.

• φ = 〈a〉ϕ: by definition we have that ϕ ∈ L(p′) for some p
a→ p′. By

the inductive hypothesis, we have that
⋂
ψ∈B(p′)JψK ⊆ JϕK. We define

ζ = 〈a〉
∧
ψ∈B(p′) ψ. Clearly, ζ belongs to B+(p) (by construction—notice

that ζ is well defined due to the finiteness of B(p′)) and JζK ⊆ JφK (because690 ⋂
ψ∈B(p′)JψK ⊆ JϕK). Hence,

⋂
ψ∈B(p)JψK ⊆ JζK ⊆ JφK holds.

Finally, we show that B is monotonic (property (iv)). Consider p, q ∈ P ,
with L(p) ⊆ L(q). We want to show that φ ∈ B(p) implies φ ∈ B(q), for each φ.
Firstly, we observe that, by L(p) ⊆ L(q) and Theorem 4, p . q holds. Thus, we

have that I(p) = I(q) and, for each a ∈ Act and p′ ∈ P with p
a→ p′, there exists695

some q′ ∈ P such that q
a→ q′ and p′ . q′. We also observe that B−(p) = B−(q),

since I(p) = I(q). In order to show that B(p) ⊆ B(q), we proceed by induction
on the depth of p. If I(p) = ∅, then I(q) = ∅ as well. Thus, we have that
B+(p) = B+(q) = {tt}, and the thesis follows. Otherwise (I(p) 6= ∅), let us
consider a formula φ ∈ B(p). If φ ∈ B−(p), then the claim follows from B−(p) =700

B−(q) ⊆ B(q). If φ = tt, then, by definition of B+, we have φ ∈ B+(q) ⊆ B(q).
Finally, if φ = 〈a〉ϕ ∈ B+(p), then, by definition of B+, there exist p′ ∈ P , with

p
a→ p′, such that ϕ =

∧
ψ∈Ψ ψ for some Ψ ⊆ B(p′). This implies the existence

of some q′ ∈ P such that q
a→ q′ and p′ . q′ (and therefore L(p′) ⊆ L(q′) by

Theorem 4). By the inductive hypothesis, B(p′) ⊆ B(q′) holds as well, which705

means that Ψ ⊆ B(q′). Hence, we have that 〈a〉ϕ ∈ B+(q) ⊆ B(q).

Lemma 2. Let X ∈ Btime-spectrum. For each p ∈ P and χ
X

(p) characteristic
within LX for p, there exists a formula in LX , denoted by χ̄

X
(p), such that

either

• Jχ̄(p)K = P \ Jχ(p)K, or710

• p 6∈ Jχ̄
X

(p)K and {p′ ∈ P | p′ 6.X p} ⊆ Jχ̄
X

(p)K.

Proof. We detail the case of ready simulation only (the proof for the other
cases can be found in Appendix A.2). For the sake of clarity we recall here the
definition of χ̄

RS
from Table 1:

χ̄
RS

(p) =
(∨

a∈Act〈a〉
∧
p
a→p′ χ̄RS

(p′)
)
∨
∨
a∈I(p)[a]ff .715

As we did for the proof of the previous lemma, we omit the subscript RS with
no risk of ambiguity, e.g., we write χ̄ (resp., ≡) for χ̄

RS
(resp., ≡RS).

Let us first show that for every p ∈ P we have p 6∈ Jχ̄(p)K. We proceed by
induction on the depth of p.
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• I(p) = ∅: we have χ̄(p) =
∨
a∈Act〈a〉tt (up to logical equivalence), and720

thus p /∈ Jχ̄(p)K.
• I(p) 6= ∅: obviously, p /∈ J[a]ffK holds for every a ∈ I(p). Moreover, for

every a ∈ Act and every p
a→ p′′, by the inductive hypothesis, p′′ /∈ Jχ̄(p′′)K.

Thus, p′′ /∈ J
∧
p
a→p′ χ̄(p′)K and therefore p /∈ J〈a〉

∧
p
a→p′ χ̄(p′)K for every

a ∈ Act. Hence, we obtain that p 6∈ Jχ̄(p)K.725

Now, let us show that {p′ ∈ P | p′ 6. p} ⊆ Jχ̄(p)K, that is, Jχ̄(p)K contains at
least the elements that are either strictly above p or incomparable with it. The
proof is by induction on the depth of p.

• I(p) = ∅: we have that {p′ ∈ P | p′ 6. p} = P \ {p ∈ P | I(p) = ∅} because
in this case we have that p ≡ 0 and thus q . 0 does not hold for any730

process q with I(q) 6= ∅. It is easy to see that P \ {p ∈ P | I(p) = ∅} ⊆
J
∨
a∈Act〈a〉ttK = Jχ̄(p)K.

• I(p) 6= ∅: let q 6. p. Thus, either I(q) 6= I(p) or there exists some q′, with

q
a→ q′, such that, for every p′, p

a→ p′ implies q′ 6. p′. If it is the case that
I(q) 6= I(p), then either q ∈ J〈a〉ttK holds for some a /∈ I(p), or q ∈ J[a]ffK735

for some a ∈ I(p). In either case, q ∈ Jχ̄(p)K holds.

Otherwise, if there exist a ∈ Act and q′ ∈ P , with q
a→ q′, such that

q′ 6. p′ for every p
a→ p′, then, by the inductive hypothesis, q′ ∈ Jχ̄(p′)K

for every p′ such that p
a→ p′. Thus, q′ ∈ J

∧
p
a→p′ χ̄(p′)K and therefore

q ∈ J〈a〉
∧
p
a→p′ χ̄(p′)K. Hence, we conclude q ∈ Jχ̄(p)K.740

Finally, the following theorem states the main result of this section.

Theorem 5 (Characterization by primality for the branching time spectrum).
Let X ∈ Btime-spectrum and φ ∈ LX . Then, φ is consistent and prime if and
only if φ is characteristic for some p ∈ P .

Proof. The claim immediately follows from Theorem 1, Theorem 2, Corollary 4,745

Lemma 1, and Lemma 2.

5.2. The linear time spectrum

In this sub-section, we focus on the semantics in van Glabbeek’s linear time
spectrum, [6, 7], and their corresponding logical formalisms.

To begin with, we define sets X(p), for X ∈ Ltime-spectrum (defined on750

page 14) and p ∈ P (they were originally defined in [6, 7]). Intuitively, X(p)
(with X ∈ Ltime-spectrum) establishes the granularity of process observations,
and thus the level of detail at which processes are compared. For example,
T(p) contains all traces that p is able to perform; similarly, CT(p) contains all
traces that p is able to perform and that lead to a process where no action755

can be performed. When we move up to semantics in the three diamonds (see
Figure 1), things get a bit more involved: R(p) contains pairs 〈τ, Y 〉 whose first
element is a trace that takes p to a process p′ whose set of initials (actions it
can perform) is exactly Y ; on the contrary, 〈τ, Y 〉 ∈ F(p) denotes the fact that
p reaches p′ through τ and p′ cannot perform any action in Y ; RT(p) contains760

words over the alphabet (Act∪P(Act))∗, that is, σ ∈ RT(p) is a finite sequence
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σ1σ2 . . . σk where each σi is either an action (action elements) or a set of actions
(set elements): action elements identify a trace τ that p can perform, while set
elements represent initials of (some of) the processes reached while performing
τ ; finally, elements of FT(p) differ from the ones in RT(p) in that set elements765

represent actions that cannot be performed (rather than initials). Set X(p),
where X is a semantics in the 2nd or the 3rd diamond, is defined analogously
to its counterpart in the 1st diamond (see Figure 1); the only difference is that
set elements carry information on traces that can/cannot be performed (2nd
diamond) or on processes that are/are not simulated (3rd diamond) rather than770

on actions that can/cannot be performed.
The following observation will be useful later on, when we will finitely charac-

terize the logics characterizing the semantics in the linear time spectrum through
some function B.

Remark 3. We can safely reduce to words in RT(p) and FT(p) whose length775

is bounded by 2 · depth(p) + 1. Indeed, the number of action elements occurring
in any such word σ cannot be greater than the length of a longest trace p can
perform; moreover, two consecutive set elements can be suitably merged into
one: for instance, word a{a}{b} ∈ FT(p) says that p can perform a and reach
process p′, which in turn can perform neither a nor b; the same information is780

captured by a{a, b}, which is also an element of FT(p).
The same observation applies to corresponding sets for the semantics in the

2nd and 3rd diamond, i.e., PFT(p), IFT(p), P2T(p), and I2T(p).

Sets X(p) (for X ∈ Ltime-spectrum and p ∈ P ) are formally defined below.
For every p ∈ P , [p]BS is the equivalence class of p with respect to bisimulation785

equivalence, that is, [p]BS = {q ∈ P | q ≡BS p}; for every Q ⊆ P , we use
[Q]BS to denote the set of equivalence classes of processes in Q with respect to
bisimulation equivalence, that is, [Q]BS = {[p]BS | p ∈ Q}; moreover, we use p↓S
to denote the set of equivalence classes of processes that are simulated by p,
that is, p↓S = {[q]BS ∈ [P ]BS | q .S p}. Notice that p↓S is finite for all p.790

trace (T): T(p) = {ε} ∪ {aτ | ∃p′ ∈ P . p
a→ p′ and τ ∈ T(p′)};1

complete trace (CT): CT(p) = {τ ∈ T(p) | ∃p′.p τ→ p′ and p′ 6→};

ready (R): R(p) = {〈τ, Y 〉 ∈ Act∗ × P(Act) | ∃p′ ∈ P . p
τ→ p′ and I(p′) =

Y };

ready trace (RT):795

• p
ε

—• p for all p ∈ P ,

• p
Y
—• p for all p ∈ P and Y ⊆ Act such that I(p) = Y ,

1T(p) is defined in the same way as traces(p) (cf. equation (1) at page 14); we re-define
it using a different notation to ease the reading and to be uniform with the notation used for
the other linear time semantics.
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• if p
a−→ q, then p

a
—• q, for all p, q ∈ P and a ∈ Act,

• if p
σ
—• q and q

ρ
—• r, then p

σ·ρ
—• r, for all p, q, r ∈ P and σ, ρ ∈

(Act ∪ P(Act))∗,800

• RT(p) = {σ ∈ (Act ∪ P(Act))∗ | ∃q ∈ P . p
σ
—• q};

failure (F): F(p) = {〈τ, Y 〉 ∈ Act∗×P(Act) | ∃p′ ∈ P . p
τ→ p′ and I(p′)∩Y =

∅};

failure trace (FT):

• p
ε

—# p for all p ∈ P ,805

• p
Y
—# p for all p ∈ P and Y ⊆ Act such that I(p) ∩ Y = ∅,

• if p
a−→ q, then p

a
—# q for all p, q ∈ P and a ∈ Act,

• if p
σ
—# q and q

ρ
—# r, then p

σ·ρ
—# r for all p, q, r ∈ P and σ, ρ ∈

(Act ∪ P(Act))∗,

• FT(p) = {σ ∈ (Act ∪ P(Act))∗ | ∃q ∈ P . p
σ
—# q};810

possible future (PF): PF(p) = {〈τ,Γ〉 ∈ Act∗×P(Act∗) | ∃p′ ∈ P . p
τ→ p′ and T(p′) =

Γ};

possible-future trace (PFT):

• p
ε
—•• p for all p ∈ P ,

• p
Γ
—•• p for all p ∈ P and Γ ⊆ Act∗ such that T(p) = Γ,815

• if p
a−→ q, then p

a
—•• q, for all p, q ∈ P and a ∈ Act,

• if p
σ
—•• q and q

ρ
—•• r, then p

σ·ρ
—•• r, for all p, q, r ∈ P and

σ, ρ ∈ (Act ∪ P(Act∗))∗,

• PFT(p) = {σ ∈ (Act ∪ P(Act∗))∗ | ∃q ∈ P . p
σ
—•• q};

impossible future (IF): IF(p) = {〈τ,Γ〉 ∈ Act∗×P(Act∗) | ∃p′ ∈ P . p
τ→ p′ and T(p′)∩820

Γ = ∅};

impossible-future trace (IFT):

• p
ε
—## p for all p ∈ P ,

• p
Γ
—## p for all p ∈ P and Γ ⊆ Act∗ such that T(p) ∩ Γ = ∅,

• if p
a−→ q, then p

a
—## q, for all p, q ∈ P and a ∈ Act,825

• if p
σ
—## q and q

ρ
—## r, then p

σ·ρ
—## r, for all p, q, r ∈ P and

σ, ρ ∈ (Act ∪ P(Act∗))∗,

• IFT(p) = {σ ∈ (Act ∪ P(Act∗))∗ | ∃q ∈ P . p
σ
—## q}.

possible 2-simulation (P2): P2(p) = {〈τ,P〉 ∈ Act∗ × P([P ]BS) | ∃p′ ∈
P . p

τ→ p′ and p′↓S = P};830

possible-2-simulation trace (P2T):
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• p
ε
—••• p for all p ∈ P ,

• p
P
—••• p for all p ∈ P and P ⊆ [P ]BS such that p↓S = P,

• if p
a−→ q, then p

a
—••• q, for all p, q ∈ P and a ∈ Act,

• if p
σ
—••• q and q

ρ
—••• r, then p

σ·ρ
—••• r, for all p, q, r ∈ P and835

σ, ρ ∈ (Act ∪ P([P ]BS))
∗,

• P2T(p) = {σ ∈ (Act ∪ P([P ]BS))
∗ | ∃q ∈ P . p

σ
—••• q};

impossible 2-simulation (I2): I2(p) = {〈τ,P〉 ∈ Act∗ × P([P ]BS) | ∃p′ ∈
P . p

τ→ p′ and p′↓S ∩ P = ∅};

impossible-2-simulation trace (I2T):840

• p
ε
—### p for all p ∈ P ,

• p
P
—### p for all p ∈ P and P ⊆ [P ]BS such that p↓S ∩ P = ∅,

• if p
a−→ q, then p

a
—### q, for all p, q ∈ P and a ∈ Act,

• if p
σ
—### q and q

ρ
—### r, then p

σ·ρ
—### r, for all p, q, r ∈ P and

σ, ρ ∈ (Act ∪ P([P ]BS))
∗,845

• I2T(p) = {σ ∈ (Act ∪ P([P ]BS))
∗ | ∃q ∈ P . p

σ
—### q}.

Definition 9 (Linear time semantic relations [6, 7]). For each X ∈ Ltime-spectrum,
.X is defined as follows:

p .X q ⇔ X(p) ⊆ X(q),
while ≡X is defined as850

p ≡X q ⇔ p .X q and q .X p⇔ X(p) = X(q).

Linear time logics. Unlike the logics for branching time semantics, the linear
time logics do not yield a chain of strict inclusions; their expressive power is
captured by a partial ordering relation, as shown in Figure 1 (right-hand side).

The syntax defining the logics characterizing the semantics in van Glabbeek’s855

linear time spectrum is as follows. Let us recall here the meaning of the following
abbreviations:

• [a]ψ stands for ¬〈a〉¬ψ,

• 0 stands for
∧
a∈Act[a]ff ,

• 〈τ〉 (with τ = a1a2 . . . ak ∈ Act∗) stands for 〈a1〉〈a2〉 . . . 〈ak〉, and860

• [τ ] (with τ = a1a2 . . . ak ∈ Act∗) stands for [a1][a2] . . . [ak].

Additionally, for Y ⊆ Act (resp., finite set Γ ⊆ Act∗), we use 〈[Y ]〉 (resp.,
〈[Γ]〉) as an abbreviation for

∧
a∈Y 〈a〉tt ∧

∧
a∈Act\Y [a]ff (resp.,

∧
τ∈Γ〈τ〉tt ∧∧

τ∈Act∗|Γ\Γ
[τ ]ff), where Act∗|Γ = {τ ∈ Act∗ | |τ | ≤ (maxτ ′∈Γ |τ ′|) + 1}

Definition 10 (Syntax [6, 7]). Let X ∈ Ltime-spectrum, LX is the language865

defined by the corresponding grammar among the following ones:
LT:
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φT ::= tt | ff | φT ∧ φT | φT ∨ φT | ψT

ψT ::= tt | 〈a〉ψT,
LCT:

φCT ::= tt | ff | φCT ∧ φCT | φCT ∨ φCT | ψCT

ψCT ::= tt | 0 | 〈a〉ψCT,
870

LF:
φF ::= tt | ff | φF ∧ φF | φF ∨ φF | ψF

ψF ::= tt | 〈a〉ψF | γF
γF ::= [a]ff | γF ∧ γF,

LR:
φR ::= tt | ff | φR ∧ φR | φR ∨ φR | ψR

ψR ::= tt | 〈[Y ]〉 | 〈a〉ψR,
LFT:875

φFT ::= tt | ff | φFT ∧ φFT | φFT ∨ φFT | ψFT

ψFT ::= tt | [a]ff | 〈a〉ψFT | [a]ff ∧ ψFT,
LRT:

φRT ::= tt | ff | φRT ∧ φRT | φRT ∨ φRT | ψRT

ψRT ::= tt | 〈[Y ]〉 ∧ ψRT | 〈a〉ψRT,
LIF:

φIF ::= tt | ff | φIF ∧ φIF | φIF ∨ φIF | ψIF

ψIF ::= tt | 〈a〉ψIF | γIF
γIF ::= [τ ]ff | γIF ∧ γIF,

880

LPF:
φPF ::= tt | ff | φPF ∧ φPF | φPF ∨ φPF | ψPF

ψPF ::= tt | 〈[Γ]〉 | 〈a〉ψPF,
LIFT:

φIFT ::= tt | ff | φIFT ∧ φIFT | φIFT ∨ φIFT | ψIFT

ψIFT ::= tt | [τ ]ff | 〈a〉ψIFT | [τ ]ff ∧ ψIFT,
LPFT:885

φPFT ::= tt | ff | φPFT ∧ φPFT | φPFT ∨ φPFT | ψPFT

ψPFT ::= tt | 〈[Γ]〉 ∧ ψPFT | 〈a〉ψPFT,
LI2:

φI2 ::= tt | ff | φI2 ∧ φI2 | φI2 ∨ φI2 | ψI2

ψI2 ::= tt | 〈a〉ψI2 | γI2
γI2 ::= tt | ff | [a]γI2 | γI2 ∧ γI2 | γI2 ∨ γI2,

LP2:
φP2 ::= tt | ff | φP2 ∧ φP2 | φP2 ∨ φP2 | ψP2

ψP2 ::= tt | 〈a〉ψP2 | γ∃P2 ∧ γ∀P2
γ∃P2 ::= tt | ff | 〈a〉γ∃P2 | γ∃P2 ∧ γ∃P2 | γ∃P2 ∨ γ∃P2
γ∀P2 ::= tt | ff | [a]γ∀P2 | γ∀P2 ∧ γ∀P2 | γ∀P2 ∨ γ∀P2,

890

LI2T:
φI2 ::= tt | ff | φI2 ∧ φI2 | φI2 ∨ φI2 | ψI2

ψI2 ::= tt | 〈a〉ψI2 | γI2 ∧ ψI2

γI2 ::= tt | ff | [a]γI2 | γI2 ∧ γI2 | γI2 ∨ γI2,
LP2T:
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φP2 ::= tt | ff | φP2 ∧ φP2 | φP2 ∨ φP2 | ψP2

ψP2 ::= tt | 〈a〉ψP2 | γ∃P2 ∧ γ∀P2 ∧ ψP2

γ∃P2 ::= tt | ff | 〈a〉γ∃P2 | γ∃P2 ∧ γ∃P2 | γ∃P2 ∨ γ∃P2
γ∀P2 ::= tt | ff | [a]γ∀P2 | γ∀P2 ∧ γ∀P2 | γ∀P2 ∨ γ∀P2.

Remark 4. LR (resp., LRT, LPF, LPFT) is strictly more expressive than LF895

(resp., LFT, LIF, LIFT). However, we notice that, unlike the other cases, the
embedding of the latter into the former is not succinct in general: translating
LF formulae (resp., LFT) into LR (resp., LRT) ones might cause an exponential
growth (in the size of the set of actions) of the formula size; the situation is even
worse when translating LIF formulae (resp., LIFT) into LPF (resp., LPFT) ones,900

which might cause a doubly exponential growth (in the size of the set of actions
and in the size of the formula). For instance, formula

∧
a∈Y [a]ff ∈ LF (for

Y ⊆ Act) is translated into formula
∨
Y ′⊆Act\Y 〈[Y ′]〉 =

∨
Y ′⊆Act\Y (

∧
a∈Y ′〈a〉tt∧∧

a∈Act\Y ′ [a]ff) ∈ LR, whose size is exponential in the size of Act.

Remark 5. We notice that we allow for larger languages than the ones proposed905

in [6, 7], e.g., we allow for the use of ∧ and ∨ as outermost operator. However,
it is not difficult to see that our logics do not distinguish more processes than
the original ones defined in [6, 7]. We need such extended languages because we
use ∨ as outermost operator in order to define the formula χ̄ (in Lemma 4) and
we need ∧ to apply Corollary 4 (in the proof of Theorem 7).910

The satisfaction relation and semantics associated to logics for the linear
time semantics are the same as the ones for logics for branching time semantics
(see Definition 8).

The following well-known theorem is the linear time counterpart of Theo-
rem 4 for branching time semantics. It states the relationship between logics915

and process semantics that allows us to use our general results about logically
characterized semantics.

Theorem 6 (Logical characterization of linear time semantics [6, 7]). For each
X ∈ Ltime-spectrum and for all p, q ∈ P , p .X q iff LX(p) ⊆ LX(q).

We proceed now to prove our characterization by primality result for the920

above defined logics. Following the same approach adopted in the previous
section for branching time semantics, we show that also the logics considered
in this section meet the conditions of Corollary 4, that is, they are finitely
characterized by some monotonic B, and for each χ(p) there exists a formula
χ̄(p) such that p /∈ Jχ̄(p)K and {q ∈ P | L(q) 6⊆ L(p)} ⊆ Jχ̄(p)K.925

An elucidation is in order: even though, according to Corollary 4, logics are
required to feature (arbitrary) disjunction, we have already observed (Remark 1
at page 11) that the Boolean connective ∧ plays a minor role in (the proof of)
Corollary 4, and thus we can use it to deal with the logics studied in this section,
that allow for a limited use of such a connective.930

In order to finitely characterize the logics for the semantics in the linear time
spectrum, we base our definition of BX(p) on suitably defined finite versions
Xfin(p) of sets X(p) (with X ∈ Ltime-spectrum and p ∈ P ) that carry all
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X=T
Tfin (p) = T(p) (as T(p) is already finite)
formulaT(τ) = 〈τ〉tt

X=CT
CTfin (p) = CT(p) (as CT(p) is already finite)
formulaCT(τ) = 〈τ〉0

X=F
Ffin (p) = F(p) (as F(p) is already finite)
formulaF(〈τ, Y 〉) = 〈τ〉

∧
a∈Y [a]ff

X=R
Rfin (p) = R(p) (as R(p) is already finite)
formulaR(〈τ, Y 〉) = 〈τ〉〈[Y ]〉

X=FT

FTfin (p) = FT(p)≤2·depth(p)+1

formulaFT(σ) =

 tt σ = ε
〈a〉formulaFT(σ′) σ = aσ′, a ∈ Act, σ′ ∈ (Act ∪ P(Act))∗∧
a∈Y [a]ff ∧ formulaFT(σ′) σ = Y σ′, Y ∈ P(Act), σ′ ∈ (Act ∪ P(Act))∗

X=RT

RTfin (p) = RT(p)≤2·depth(p)+1

formulaRT(σ) =

 tt σ = ε
〈a〉formulaRT(σ′) σ = aσ′, a ∈ Act, σ′ ∈ (Act ∪ P(Act))∗

〈[Y ]〉 ∧ formulaRT(σ′) σ = Y σ′, Y ∈ P(Act), σ′ ∈ (Act ∪ P(Act))∗

X=IF
IFfin (p) = IF(p) ∩ (Act∗≤depth(p)+1

× P(Act∗≤depth(p)+1
))

formula IF(〈τ,Γ〉) = 〈τ〉
∧
τ ′∈Γ[τ ′]ff

X=PF
PFfin (p) = PF(p) (as PF(p) is already finite)
formulaPF(〈τ,Γ〉) = 〈τ〉〈[Γ]〉

X=IFT

IFTfin (p) = IFT(p) ∩ [(Act ∪ P(Act∗≤depth(p)+1
))∗]≤2·depth(p)+1

formula IFT(σ) =

 tt σ = ε
〈a〉formula IFT(σ′) σ = aσ′, a ∈ Act, σ′ ∈ (Act ∪ P(Act∗))∗∧
τ∈Γ [τ ]ff ∧ formula IFT(σ′) σ = Γσ′,Γ ∈ P(Act∗), σ′ ∈ (Act ∪ P(Act∗))∗

X=PFT

PFTfin (p) = PFT(p)≤2·depth(p)+1

formulaPFT(σ) =

 tt σ = ε
〈a〉formulaPFT(σ′) σ = aσ′, a ∈ Act, σ′ ∈ (Act ∪ P(Act∗))∗

〈[Γ]〉 ∧ formulaPFT(σ′) σ = Γσ′,Γ ∈ P(Act∗), σ′ ∈ (Act ∪ P(Act∗))∗

X=I2
I2fin (p) = I2(p) ∩ (Act∗≤depth(p)+1

× P([P≤depth(p)+1]BS))

formula I2(〈τ,P〉) = 〈τ〉
∧

[p′]BS∈P ¬χS (p′)

X=P2

P2fin (p) = P2(p) (as P2(p) is already finite)
formulaP2(〈τ,P〉) = 〈τ〉α(P) with α(P) =

∧
[p′]BS∈P χS (p′) ∧

∨
[p′]BS∈P simulated-by(p′)

and simulated-by(p′)=
∧
a∈Act[a]

∨
p′
a→p′′ simulated-by(p′′)

X=I2T

I2Tfin (p) = I2T(p) ∩ [(Act ∪ P([P≤depth(p)+1]BS))∗]≤2·depth(p)+1

formula I2T(σ) =


tt σ = ε
〈a〉formula I2T(σ′) σ = aσ′, a ∈ Act, σ′ ∈ (Act ∪ P([P ]BS))∗∧

[p]BS∈P ¬χS (p) ∧ formula I2T(σ′) σ = Pσ′,P ∈ P([P ]BS), σ′ ∈ (Act ∪ P([P ]BS))∗

X=P2T

P2Tfin (p) = P2T(p)≤2·depth(p)+1

formulaP2T(σ) =

 tt σ = ε
〈a〉formulaP2T(σ′) σ = aσ′, a ∈ Act, σ′ ∈ (Act ∪ P([P ]BS))∗

α(P) ∧ formulaP2T(σ′) σ = Pσ′,P ∈ P([P ]BS), σ′ ∈ (Act ∪ P([P ]BS))∗

Table 2: Instantiations of Xfin (·) and formulaX(·) for all X ∈ Ltime-spectrum. For a set S
and n ∈ N, we let S≤n = {x ∈ S | |x| ≤ n} (we adopt the convention that |x| = depth(x), for
x ∈ P ).

significant pieces of information, in the sense of Proposition 16. Thus, we define
BX as follows: for all X ∈ Ltime-spectrum and p ∈ P935

BX(p) = {tt} ∪ {formulaX(x) | x ∈ Xfin(p)}
where formulaX(x) and Xfin(p) are instantiated as in Table 2. Intuitively,
formulaX(x) is a logical characterization of a process observation x according
to semantics X, as stated by Proposition 17 below. Thus, BX(p) contains,
besides tt, a formula for each element of Xfin(p), meaning that its finiteness940

immediately follows from the one of Xfin(p). The construction of the finite sets
Xfin(p) uses the following notation: S∼n = {x ∈ S | |x| ∼ n} for every set
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S, n ∈ N, and ∼ ∈ {≤,=} (we adopt the convention that |x| = depth(x), for
x ∈ P ), and is based on the following considerations:

(a) Act is finite;945

(b) the set of traces that a process can perform is finite;

(c) even though the set of traces that a process p cannot perform is infinite, it
is characterized by the finite set of minimal traces that p cannot perform,
and the length of the longest trace in such a characterizing set is depth(p)+
1 (e.g., if a process p cannot perform a, then it clearly cannot perform any950

trace that starts with a; even if there are infinitely many such traces, it
is enough to keep track of the fact that a is a minimal trace that cannot
be performed by p); thus, using the notation introduced above, we can
focus on Act∗≤depth(p)+1 = {τ ∈ Act∗ | |τ | ≤ depth(p) + 1} (rather than

full Act∗) when we need to characterize traces that p can or cannot do;955

(d) even though the set of processes that are simulated by a process p is
infinite, it is actually finite up to bisimilarity (i.e., p↓S is finite);

(e) the set of processes that are not simulated by a process p is infinite; how-
ever, using an argument similar to the one from item (c), it is possible to
identify a finite (up to bisimilarity) set of minimal (wrt. depth) processes960

that characterizes it; for a process p, such a set is defined as

P≤depth(p)+1 = {p′ ∈ P | depth(p′) ≤ depth(p) + 1};

(f) as already observed in Remark 3, as far as sets FT(p), RT(p), IFT(p),
PFT(p), I2T(p), and P2T(p) are concerned, we can restrict ourselves to
considering words whose length is bounded by 2 · depth(p) + 1.965

The following two results follow from the definition of the semantics X and
of formulaX(x) in Table 2, and their proofs are omitted.

Proposition 16. For all X ∈ Ltime-spectrum and p, p′ ∈ P , the following
statements are equivalent:

(a) X(p) ⊆ X(p′),970

(b) Xfin(p) ⊆ Xfin(p′), and

(c) Xfin(p) ⊆ X(p′).

Proposition 17. For all X ∈ Ltime-spectrum, p ∈ P , and x ∈
⋃
q∈P X

fin(q),
we have:

x ∈ X(p) if and only if p ∈ JformulaX(x)K.975

Lemma 3. Let X ∈ Ltime-spectrum. LX is finitely characterized by BX , for
some monotonic BX .

Proof. For every X ∈ Ltime-spectrum and p ∈ P , we show that,
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(i) ∅ ⊂ BX(p) ⊆ LX(p),

(ii) for each φ ∈ LX(p), it holds that
⋂
ψ∈BX(p)JψK ⊆ JφK,980

(iii) BX(p) is finite, and

(iv) for each q ∈ P , if LX(p) ⊆ LX(q) then BX(p) ⊆ BX(q).

Let p ∈ P and X ∈ Ltime-spectrum.
Property (iii) immediately follows from the definition of BX(p), since the

set Xfin(p) is finite.985

As for property (i), we observe that tt ∈ BX(p), and thus it suffices to prove
BX(p) ⊆ LX(p). To this end, we need to show that formulaX(x) ∈ LX(p) for
every x ∈ Xfin(p). Intuitively, this is very easy to see: an element x of Xfin(p)
carries information on how p can/cannot evolve; the formula formulaX(x) ex-
press exactly the same information about p, and thus it is satisfied by p. We990

refer the reader to Appendix B, Lemma 6, for a formal proof.
Property (ii) follows from the observation that

∧
ψ∈B(p) ψ is characteris-

tic for p within LX (a detailed proof of this claim is given in Appendix B,
Lemma 7). Indeed, let φ ∈ LX(p). By the definition of characteristic formula
(Definition 1), we have J

∧
ψ∈BX(p) ψK = {q ∈ P | LX(p) ⊆ LX(q)}, and thus we995

have
⋂
ψ∈BX(p)JψK = J

∧
ψ∈BX(p) ψK = {q ∈ P | LX(p) ⊆ LX(q)} ⊆ JφK since JφK

is upwards closed by Proposition 2(i).
Finally, in order to prove property (iv), let q ∈ P be such that LX(p) ⊆

LX(q). By Theorem 6, we have p .X q. By Corollary 5 in Appendix B, we
know that depth(p) ≤ depth(q). Using this property, it is easy to see that1000

X(p) ⊆ X(q) implies Xfin(p) ⊆ Xfin(q). Then, we have p .X q ⇔ X(p) ⊆
X(q)⇒ Xfin(p) ⊆ Xfin(q)⇒ BX(p) ⊆ BX(q).

Lemma 4. Let X ∈ Ltime-spectrum. For each p ∈ P and χ
X

(p) characteristic
within LX for p, there exists a formula in LX , denoted by χ̄

X
(p), such that

(i) p 6∈ Jχ̄
X

(p)K and (ii) {p′ ∈ P | p′ 6.X p} ⊆ Jχ̄
X

(p)K.1005

Proof. First, we define, for X ∈ Ltime-spectrum,
X̄fin(p) =

(⋃
[p′]BS∈[P≤depth(p)]BS

Xfin(p′)
)
\X(p),

and then we define χ̄
X

as follows: for each p ∈ P
χ̄
X

(p) =
∨
x∈X̄fin(p) formulaX(x) ∨

∨
τ∈Act∗=depth(p)+1

〈τ〉tt
Let p ∈ P and X ∈ Ltime-spectrum. We have to show that (i) p 6∈ Jχ̄

X
(p)K1010

and (ii) {p′ ∈ P | p′ 6.X p} ⊆ Jχ̄
X

(p)K.
In order to prove (i), assume, towards a contradiction, that p ∈ Jχ̄

X
(p)K.

Then, we distinguish two possibilities:

1. if p ∈ J
∨
τ∈Act∗=depth(p)+1

〈τ〉ttK, then there is τ ∈ T(p) whose length is

greater than the depth of p, which is a contradiction;1015

2. if p ∈ JformulaX(x)K for some x ∈ X̄fin(p), then, by Proposition 17, we
have that x ∈ X(p), which is in contradiction with x being an element of
X̄fin(p).
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In order to prove (ii), let p′ ∈ P be such that p′ 6.X p. If depth(p′) >
depth(p), then there is a trace τ ∈ T(p′) with length depth(p) + 1, and thus1020

p′ ∈ J
∨
τ∈Act∗=depth(p)+1

〈τ〉ttK ⊆ Jχ̄
X

(p)K. Otherwise (depth(p′) ≤ depth(p)), we

proceed as follows. By Definition 9, X(p′) 6⊆ X(p), and, by Proposition 16 (not
(a) ⇒ not (c)), we have Xfin(p′) 6⊆ X(p). Thus, there is some x ∈ Xfin(p′) \
X(p), which means that x ∈ X̄fin(p). By Proposition 17, x ∈ Xfin(p′) ⊆ X(p′)
implies p′ ∈ JformulaX(x)K and, since x ∈ X̄fin(p), we have p′ ∈ Jχ̄

X
(p)K.1025

Finally, the following theorem states the main result of this section.

Theorem 7 (Characterization by primality for the linear time spectrum). Let
X ∈ Ltime-spectrum and φ ∈ LX . Then, φ is consistent and prime if and only
if φ is characteristic for some p ∈ P .

Proof. The claim immediately follows from Theorem 1, Theorem 2, Corollary 4,1030

Lemma 3, and Lemma 4.

6. Conclusions and future directions

In this paper, we have provided general sufficient conditions guaranteeing
that formulae for which model checking can be reduced to equivalence/preorder
checking, that is, the characteristic formulae, are exactly the consistent and1035

prime ones. We have applied our framework to show that characteristic for-
mulae are exactly the consistent and prime ones when the set of processes is
finite, as well as for modal refinement semantics [18], covariant-contravariant
semantics [19] (the result was known for these last two semantics), and all the
semantics in van Glabbeek’s spectrum [7] and those considered in [6]. Our re-1040

sults indicate that the “characterization by primality” result, first proved by
Boudol and Larsen [18] in the context of the modal logic that characterizes
modal refinement over modal transition systems, holds in a wide variety of set-
tings in concurrency theory. We feel, therefore, that this study reinforces the
view that there is a very close connection between the behavioural and logical1045

view of processes: not only do the logics characterize processes up to the cho-
sen notion of behavioural relation, but processes characterize all the prime and
consistent formulae.

6.1. Applying the theory to conformance simulation

As a future work, we would like to provide a characterization by primality1050

for the logics characterizing conformance simulation (C) [20]. Here, we give
evidence (Proposition 18 below) that Corollary 4 cannot be used to show the
decomposability of the corresponding logic LC (defined below). However, we
are confident that the alternative path to decomposability we provide (through
Proposition 12) might serve the purpose.1055

Conformance simulation [20] is defined as the largest relation .C satisfying:

p .C q ⇔ I(p) ⊆ I(q) and for all q′, a such that q
a→ q′ and p

a→
there exists p′ such that p

a→ p′ and p′ .C q
′.
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The logic LC, characterizing conformance simulation, is interpreted over set
of processes P , defined as in Section 5 on page 14. Its language includes the
Boolean constants tt and ff , the Boolean connectives ∧ and ∨, as well as the1060

modality LaM (a ∈ Act), whose semantic interpretation is as follows:

p ∈ JLaMφK iff p
a→ and p′ ∈ JφK for all p′ such that p

a→ p′.
The semantic clauses for the other operators are given in Definition 8.

Analogously to the case of the semantics in the linear time-branching time
spectrum, the logic LC captures exactly conformance simulation, as stated by1065

the following result.

Theorem 8 (Logical characterization of conformance simulation [20]). For all
p, q ∈ P , p .C q iff LC(p) ⊆ LC(q).

The next result shows that Corollary 4 cannot be used to show the decom-
posability of logic LC and thus to prove its characterization by primality.1070

Proposition 18. LC is not finitely characterized by B, for any monotonic B
(see Definition 5).

Proof. Suppose, towards a contradiction, that LC is finitely characterized by
B, for some monotonic B, and let us define the following processes, for k > 0:
pk =

∑k
i=1 a

ib0.1075

Since I(pk) = I(pk+1) and pk is a subtree of pk+1, it is clear that pk+1 .C pk
holds, for all k (see the picture below to verify the claim for k = 1, i.e., p2 .C p1).

p2 p1

· · .C ·

· · ·

·

a a

b a

b

a

b

On the other hand, pk 6.C pk+1, because the branch ak+1b0 cannot be
matched by any branch in pk, where the longest sequence of consecutive a’s1080

is ak. Thus, we have a non-well-founded sequence of strictly decreasing pro-
cesses . . . �C pk+1 �C pk . . . �C p1.

For all k, pk+1 �C pk implies LC(pk+1) ⊂ LC(pk), which, by monotonicity of
B (Definition 5), in turn implies B(pk+1) ⊂ B(pk). Thus, there exist infinitely
many formulae ψ1, ψ2, . . . , ψk, . . . such that ψk ∈ B(pk) \ B(pk+1) for all k. We1085

show that the formulae {ψk}k≥1 are pairwise different, that is, ψk 6= ψj for each
k 6= j. To this end, let us suppose, towards a contradiction, that there exist j, k
such that j < k and ψk = ψj . By construction, we have that ψj ∈ B(pj)\B(pj+1)
and ψk = ψj ∈ B(pk)\B(pk+1). Since j+ 1 ≤ k, we have that B(pk) ⊆ B(pj+1),
which means that ψk = ψj ∈ B(pj+1), leading to a contradiction.1090

Therefore the sequence {ψk}k≥1 includes infinitely many different formulae.
Since B(p1) contains them all, the hypothesis of finiteness of B(p1) is contra-
dicted, and the thesis follows.
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Appendix A. Proofs for semantics in van Glabbeek’s branching time
spectrum

Appendix A.1. Finite characterization1155

We prove here that logics in van Glabbeek’s branching-time spectrum are
finitely characterized by some monotonic B (condition (i) in Corollary 4).

Lemma 1. Let X ∈ Btime-spectrum. LX is finitely characterized by BX , for
some monotonic BX (see Table 1).

Proof. We consider each semantics X ∈ Btime-spectrum and we show that BX1160

(as defined in Table 1) is such that for each p ∈ P :

(i) ∅ ⊂ BX(p) ⊆ LX(p),

(ii) for each φ ∈ LX(p), it holds
⋂
ψ∈BX(p)JψK ⊆ JφK,

(iii) BX(p) is finite, and

(iv) for each q ∈ P , if LX(p) ⊆ LX(q) then BX(p) ⊆ BX(q).1165

Before considering each semantics separately, we notice that, for every X ∈
Btime-spectrum, we have that tt ∈ BX(p), and thus ∅ ⊂ BX(p). Consequently,
we can focus on showing that BX(p) ⊆ LX(p) holds when proving property (i).

In addition, we find it convenient to partially factorize the proofs of proper-
ties (i) and (iii). To this end, we show that, for every X ∈ Btime-spectrum,1170

if B−X(p) ⊆ LX(p) for all p ∈ P , then BX(p) ⊆ LX(p) for all p ∈ P , and (i ′)

if B−X(p) is finite for all p ∈ P , then BX(p) is finite for all p ∈ P . (iii ′)

Let X ∈ Btime-spectrum.
First, let us assume that B−X(p) ⊆ LX(p) holds for all p ∈ P ; we show

that BX(p) ⊆ LX(p) holds for all p ∈ P as well, by induction on the depth of
p. When I(p) = ∅ (base case), we have B+

X(p) = {tt} ⊆ LX(p), and therefore
BX(p) ⊆ LX(p) holds as well. To deal with the inductive step (I(p) 6= ∅), let φ ∈1175

B+
X(p). If φ = tt, then φ ∈ LX(p), and we are done. Assume φ = 〈a〉

∧
ψ∈Ψ ψ,

where a ∈ Act and Ψ ⊆ BX(p′) for some p′ such that p
a→ p′. By the inductive

hypothesis, we have that BX(p′) ⊆ LX(p′), meaning that p′ ∈ JψK for all ψ ∈ Ψ.

Since p
a→ p′, we have that p ∈ J〈a〉

∧
ψ∈Ψ ψK, which amounts to φ ∈ LX(p).

Now, let us assume B−X(p) to be finite for every p ∈ P ; we show that also1180

BX(p) is finite for every p ∈ P , by induction on the depth of p. When I(p) = ∅
(base case), BX(p) = {tt} ∪ B−X(p), which is clearly finite. Let us deal now
with the inductive step (I(p) 6= ∅). By the construction of B+

X(p), a formula
belongs to B+

X(p) if, and only if, it is either tt or 〈a〉ϕ, where a ∈ Act and

ϕ =
∧
ψ∈Ψ ψ, for some Ψ ⊆ BX(p′) and some p′ such that p

a→ p′. By the1185

inductive hypothesis, BX(p′) is finite. Since Act is also finite and processes are
finitely branching, there are only finitely many such formulae 〈a〉ϕ, meaning
that B+

X(p) is finite. Therefore BX(p) = B+
X(p) ∪ B−X is finite as well.
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As a consequence of (i ′), showing that B−X(p) ⊆ LX(p) holds for all p ∈ P
is enough to prove property (i); similarly, thanks to (iii ′), showing finiteness of1190

B−(p) for all p ∈ P is enough to prove property (iii). We will use (i ′) and (iii ′)
to prove, respectively, properties (i) and (iii) for all semantics.

To keep the notation light, we often omit the subscripts identifying the
semantics as it is clear from the context, e.g., when working out the case of
simulation semantics, we write L, B, and p . q instead of LS, BS, and p .S q,1195

respectively, and similarly for the other semantics.
Case simulation (S). For the sake of clarity we recall from Table 1 that B is
defined as

B(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =
∧
ψ∈Ψ ψ,Ψ ⊆ B(p′), p

a→ p′}.
Since B−(p) = ∅ for all p ∈ P , properties (i) and (iii) immediately follow1200

from (i ′) and (iii ′), respectively. Notice also that property (iii) implies that B
is well defined.

In order to prove property (ii), we let φ ∈ L(p), for a generic p ∈ P , and we
proceed by induction on the structure of φ (notice that we can ignore the case
φ = ff , as φ ∈ L(p) implies φ 6= ff).1205

• φ = tt: the claim follows trivially.

• φ = ϕ1 ∨ϕ2: it holds that ϕi ∈ L(p) for some i ∈ {1, 2}. By the inductive
hypothesis, we have that

⋂
ψ∈B(p)JψK ⊆ JϕiK and, since JϕiK ⊆ JφK, we

obtain the claim.

• φ = ϕ1 ∧ ϕ2: it holds that ϕi ∈ L(p) for all i ∈ {1, 2}. By the inductive1210

hypothesis, we have that
⋂
ψ∈B(p)JψK ⊆ JϕiK for all i ∈ {1, 2}. This implies

that
⋂
ψ∈B(p)JψK ⊆ Jϕ1K ∩ Jϕ2K = JφK.

• φ = 〈a〉ϕ: by definition we have that ϕ ∈ L(p′) for some p
a→ p′. By

the inductive hypothesis, we have that
⋂
ψ∈B(p′)JψK ⊆ JϕK. We define

ζ = 〈a〉
∧
ψ∈B(p′) ψ. Clearly, ζ belongs to B+(p) (by construction—notice1215

that ζ is well defined due to the finiteness of B(p′)) and JζK ⊆ JφK (because⋂
ψ∈B(p′)JψK ⊆ JϕK). Hence,

⋂
ψ∈B(p)JψK ⊆ JζK ⊆ JφK holds.

Finally, we show that B is monotonic (property (iv)). Consider p, q ∈ P ,
with L(p) ⊆ L(q). We want to show that φ ∈ B(p) implies φ ∈ B(q), for each
φ. Firstly, we observe that, by L(p) ⊆ L(q) and Theorem 4, p . q holds.1220

Thus, for each a ∈ Act and p′ ∈ P with p
a→ p′, there exists some q′ ∈ P

such that q
a→ q′ and p′ . q′. We also observe that B−(p) = B−(q) = ∅. In

order to show that B(p) ⊆ B(q), we proceed by induction on the depth of p.
If I(p) = ∅, then B+(p) = {tt} ⊆ B+(q), and the thesis follows. Otherwise
(I(p) 6= ∅), let us consider a formula φ ∈ B(p). If φ ∈ B−(p), then the claim1225

follows from B−(p) = B−(q) ⊆ B(q). If φ = tt, then, by definition of B+, we
have φ ∈ B+(q) ⊆ B(q). Finally, if φ = 〈a〉ϕ ∈ B+(p), then, by definition of B+,

there exist p′ ∈ P , with p
a→ p′, such that ϕ =

∧
ψ∈Ψ ψ for some Ψ ⊆ B(p′). This

implies the existence of some q′ ∈ P such that q
a→ q′ and p′ . q′ (and therefore
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L(p′) ⊆ L(q′) by Theorem 4). By the inductive hypothesis, B(p′) ⊆ B(q′) holds1230

as well, which means that Ψ ⊆ B(q′). Hence, we have that 〈a〉ϕ ∈ B+(q) ⊆ B(q).
Case complete simulation (CS). For the sake of clarity we recall from Table 1
that B is defined as B(p) = B+(p) ∪ B−(p), where

• B+(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =
∧
ψ∈Ψ ψ,Ψ ⊆ B(p′), p

a→ p′}, and

• B−(p) = {0 | p
a

6→,∀a ∈ Act}.1235

For all p ∈ P , if I(p) = ∅, then B−(p) = {0} and 0 ∈ L(p), otherwise
B−(p) = ∅; thus, B−(p) is finite and B−(p) ⊆ L(p). Hence, properties (i)
and (iii) immediately follow from (i ′) and (iii ′), respectively. Notice also that
property (iii) implies that B is well defined.

In order to prove property (ii), we let φ ∈ L(p), for a generic p ∈ P , and we1240

proceed by induction on the structure of φ. Apart from a new base case (φ = 0,
which we deal with below), the proof is the same as in the case of simulation
semantics above.

• φ = 0: it is enough to observe that φ ∈ B(p), which implies
⋂
ψ∈B(p)JψK ⊆

JφK.1245

Finally, we show that B is monotonic (property (iv)). Consider p, q ∈ P ,
with L(p) ⊆ L(q). We want to show that φ ∈ B(p) implies φ ∈ B(q), for each
φ. Firstly, we observe that, by L(p) ⊆ L(q) and Theorem 4, p . q holds. Thus,
I(p) = ∅ if and only if I(q) = ∅, which implies B−(p) = B−(q); moreover,

we have that for each a ∈ Act and p′ ∈ P with p
a→ p′, there exists some1250

q′ ∈ P such that q
a→ q′ and p′ . q′. In order to show that B(p) ⊆ B(q), we

proceed by induction on the depth of p. If I(p) = ∅, then I(q) = ∅ as well.
Thus, we have that B+(p) = B+(q) = {tt}, and the thesis follows. Otherwise
(I(p) 6= ∅), let us consider a formula φ ∈ B(p). If φ ∈ B−(p), then the claim
follows from B−(p) = B−(q) ⊆ B(q). If φ = tt, then, by definition of B+, we1255

have φ ∈ B+(q) ⊆ B(q). Finally, if φ = 〈a〉ϕ ∈ B+(p), then, by definition of B+,

there exist p′ ∈ P , with p
a→ p′, such that ϕ =

∧
ψ∈Ψ ψ for some Ψ ⊆ B(p′). This

implies the existence of some q′ ∈ P such that q
a→ q′ and p′ . q′ (and therefore

L(p′) ⊆ L(q′) by Theorem 4). By the inductive hypothesis, B(p′) ⊆ B(q′) holds
as well, which means that Ψ ⊆ B(q′). Hence, we have that 〈a〉ϕ ∈ B+(q) ⊆ B(q).1260

Case ready simulation (RS). See the proof of Lemma 1 at page 19.
Case trace simulation (TS). For the sake of clarity we recall from Table 1
that B is defined as B(p) = B+(p) ∪ B−(p), where

• B+(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =
∧
ψ∈Ψ ψ,Ψ ⊆ B(p′), p

a→ p′}, and

• B−(p) = {[τa]ff | τ ∈ traces(p), a ∈ Act, τa /∈ traces(p)}.1265

It is easy to see that, for all p, (a) B−(p) is finite, because Act is finite and so
is traces(p), and (b) B−(p) ⊆ L(p) trivially holds, by definition of B−(p). Hence,
properties (i) and (iii) immediately follow from (i ′) and (iii ′), respectively.
Notice also that property (iii) implies that B is well defined.
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In order to prove property (ii), we let φ ∈ L(p), for a generic p ∈ P , and we1270

proceed by induction on the structure of φ. Inductive steps work as in previous
cases; the following additional base case, with respect to previous cases, must
be considered.

• φ = [τa]ff : if φ ∈ B−(p), the property holds trivially. Otherwise, φ /∈
B−(p) implies τ /∈ traces(p) (notice that τa /∈ traces(p): indeed, if τa ∈1275

traces(p) then φ /∈ L(p), thus raising a contradiction). There must be two
prefixes τ ′ = a1 . . . ak and τ ′′ = a1 . . . akak+1 of τ (i.e., τ ′ is the largest

proper prefix of τ ′′—possibly τ ′ = ε and/or τ ′′ = τ) such that p
τ ′−→ and

p
τ ′′

6→. The formula ψ = [τ ′′]ff is such that ψ ∈ B−(p) and JψK ⊆ JφK. The
thesis follows immediately.1280

Finally, we show that B is monotonic (property (iv)). Consider p, q ∈ P ,
with L(p) ⊆ L(q). We want to show that φ ∈ B(p) implies φ ∈ B(q), for each
φ. Firstly, we observe that, by L(p) ⊆ L(q) and Theorem 4, p . q holds. Thus,
we have that traces(p) = traces(q), which implies B−(p) = B−(q); moreover,

we have that for each a ∈ Act and p′ ∈ P with p
a→ p′, there exists some1285

q′ ∈ P such that q
a→ q′ and p′ . q′. In order to show that B(p) ⊆ B(q), we

proceed by induction on the depth of p. If I(p) = ∅, then I(q) = ∅ as well.
Thus, we have that B+(p) = B+(q) = {tt}, and the thesis follows. Otherwise
(I(p) 6= ∅), let us consider a formula φ ∈ B(p). If φ ∈ B−(p), then the claim
follows from B−(p) = B−(q) ⊆ B(q). If φ = tt, then, by definition of B+, we1290

have φ ∈ B+(q) ⊆ B(q). Finally, if φ = 〈a〉ϕ ∈ B+(p), then, by definition of B+,

there exist p′ ∈ P , with p
a→ p′, such that ϕ =

∧
ψ∈Ψ ψ for some Ψ ⊆ B(p′). This

implies the existence of some q′ ∈ P such that q
a→ q′ and p′ . q′ (and therefore

L(p′) ⊆ L(q′) by Theorem 4). By the inductive hypothesis, B(p′) ⊆ B(q′) holds
as well, which means that Ψ ⊆ B(q′). Hence, we have that 〈a〉ϕ ∈ B+(q) ⊆ B(q).1295

Case 2-nested simulation (2S). For the sake of clarity we recall from Table 1
that B is defined as B(p) = B+(p) ∪ B−(p), where

• B+(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =
∧
ψ∈Ψ ψ,Ψ ⊆ B(p′), p

a→ p′}, and

• B−(p) = {[a]ϕ ∈ L(p) | a ∈ Act, ϕ =
∨
p′∈max-succ(p,a)

∧
ψ∈B−(p′) ψ},

where max-succ(p, a) = {p′ ∈ P | p a→ p′ and @p′′.p a→ p′′ and p′ <S p
′′}.1300

By definition, B−(p) ⊆ L(p) for every p ∈ P ; moreover, it is easy to verify
that B−(p) is finite, by induction on the depth on p and by recalling that Act is
finite and processes are finitely branching. Hence, properties (i) and (iii) imme-
diately follow from (i ′) and (iii ′), respectively. Notice also that property (iii)
implies that B is well defined.1305

In order to prove property (ii), we let φ ∈ L(p), for a generic p ∈ P , and
we proceed, as usual, by induction on the structure of φ. With respect to the
previous semantics, we have to consider new formulae of the form ¬ϕ. They
are treated as an additional base case, which, in turn, is handled by means of
(inner) induction on the structure of ϕ.1310

• φ = tt (base case): the claim follows trivially.
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• φ = ¬ϕ (base case): according to the definition of the syntax of L2S,
ϕ must belong to LS. We show that

⋂
ψ∈B2S(p)

JψK ⊆ J¬ϕK holds for all

ϕ ∈ LS. We proceed by (inner) induction on the structure of ϕ (notice
that we can ignore the case ϕ = tt, as φ ∈ L(p) implies ϕ 6= tt).1315

– ϕ = ff : the claim follows trivially.

– ϕ = ϕ1 ∧ ϕ2: then, ¬ϕ is logically equivalent to ¬ϕ1 ∨ ¬ϕ2. Thus,
φ ∈ L(p) implies ¬ϕi ∈ L(p) for some i ∈ {1, 2}. By inductive
hypothesis,

⋂
ψ∈B(p)JψK ⊆ J¬ϕiK and, since J¬ϕiK ⊆ J¬ϕK, the thesis

follows.1320

– ϕ = ϕ1 ∨ ϕ2: then, ¬ϕ is logically equivalent to ¬ϕ1 ∧ ¬ϕ2. Thus,
φ ∈ L(p) implies ¬ϕi ∈ L(p) for every i ∈ {1, 2}. By inductive
hypothesis,

⋂
ψ∈B(p)JψK ⊆ J¬ϕiK for every i ∈ {1, 2}, which means

that
⋂
ψ∈B(p)JψK ⊆ J¬ϕ1K ∩ J¬ϕ2K = J¬ϕK, hence the thesis.

– ϕ = 〈a〉ϕ1: then, ¬ϕ is logically equivalent to [a]¬ϕ1. Thus, φ ∈ L(p)1325

implies ¬ϕ1 ∈ L(p′) for every p′ ∈ P such that p
a→ p′. By the

inductive hypothesis,
⋂
ψ∈B(p′)JψK ⊆ J¬ϕ1K for every p′ ∈ P such

that p
a→ p′, from which it follows

⋃
p′∈max-succ(p,a)

⋂
ψ∈B(p′)JψK ⊆

J¬ϕ1K. We define ζ = [a]
∨
p′∈max-succ(p,a)

∧
ψ∈B−(p′) ψ (notice that

ζ = [a]ff if p
a

6→). If is not difficult to show, by induction on the1330

depth of p, that, for all p, q ∈ P , if p .S q then p ∈ JψK for all

ψ ∈ B−(q). Moreover, we observe that for every p′ such that p
a→ p′,

there is q ∈ max-succ(p, a) with p′ .S q. Therefore, ζ ∈ L(p), because

for all p′ with p
a→ p′ we have that p′ ∈ J

∧
ψ∈B−(q) ψK, where q is

such that q ∈ max-succ(p, a) and p′ .S q. Moreover, we have that1335

ζ ∈ B−(p) (by definition of B−(p)) and therefore
⋂
ψ∈B(p)JψK ⊆ JζK.

By
⋃
p′∈max-succ(p,a)

⋂
ψ∈B(p′)JψK ⊆ J¬ϕ1K, we have JζK ⊆ J[a]¬ϕ1K =

J¬ϕK, and the thesis immediately follows.

• φ ∈ {ϕ1∨ϕ2, ϕ1∧ϕ2, 〈a〉ϕ} (inductive step): the proof is exactly the same
as in the previous cases.1340

Before showing that B is monotonic (property (iv)), we prove, as a pre-
liminary result, that if p ≡S q then B−(p) = B−(q). To this end, we first
prove that if p ≡S q, then for every a ∈ Act and p′ ∈ max-succ(p, a) there
is q′ ∈ max-succ(q, a) such that p′ ≡S q

′. (Notice that, since ≡S is symmet-
ric, this also implies that for every a ∈ Act and q′ ∈ max-succ(q, a) there is1345

p′ ∈ max-succ(p, a) such that p′ ≡S q
′.) Let p, q ∈ P be such that p ≡S q, and

let a ∈ Act and p′ ∈ max-succ(p, a). By p .S q, there is q′ such that q
a→ q′ and

p′ .S q
′. We show that q′ ∈ max-succ(q, a) and p′ ≡S q

′. In order to show the
former, assume, towards a contradiction, that q′ /∈ max-succ(q, a); thus, there

is q′′ such that q
a→ q′′ and q′ <S q

′′. By q .S p, we have that there is p′′ such1350

that p
a→ p′′ and q′′ .S p

′′. Thus, p′′ is such that p
a→ p′′ and p′ <S p

′′, thus
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getting a contradiction with the hypothesis that p′ ∈ max-succ(p, a). There-
fore, q′ ∈ max-succ(q, a). Now, in order to show that p′ ≡S q′, it is enough
to prove that q′ .S p

′ (as we already know that p′ .S q
′). Assume, towards

a contradiction, that q′ 6.S p′ (i.e., p′ <S q′). By q .S p, there is p′′ such1355

that p
a→ p′′ and q′ .S p

′′. Therefore, p′ <S p
′′, thus getting a contradiction

with the hypothesis that p′ ∈ max-succ(p, a). Therefore, q′ .S p
′, which means

q′ ≡S p′. We turn to proving that if p ≡S q then B−(p) = B−(q). By the
symmetry of ≡S, it is enough to prove that B−(p) ⊆ B−(q). We proceed by
induction on the depth of p. If I(p) = ∅ (base case), then I(q) = ∅ as well,1360

and B−(p) = B−(q) = {[a]ff | a ∈ Act}. If I(p) 6= ∅ (inductive step), then let
[a]ϕ ∈ B−(p). We distinguish two cases.

• If a 6∈ I(p), then ϕ = ff and, by q .S p, a 6∈ I(q), which implies [a]ϕ ∈
B−(q).

• If a ∈ I(p), then ϕ =
∨
p′∈max-succ(p,a)

∧
ψ∈B−(p′) ψ. By p ≡S q, we have1365

that for every p′ ∈ max-succ(p, a) there is q′ ∈ max-succ(q, a) with p′ ≡S q
′,

which, by inductive hypothesis, implies B−(p′) = B−(q′). The converse
direction holds as well, that is, for every q′ ∈ max-succ(q, a) there is
p′ ∈ max-succ(p, a) with p′ ≡S q

′, which, by inductive hypothesis, implies
B−(p′) = B−(q′). Consequently, [a]ϕ ∈ B−(q), and we are done.1370

We are now ready to show that B is monotonic (property (iv)). Consider
p, q ∈ P , with L(p) ⊆ L(q). We want to show that φ ∈ B(p) implies φ ∈ B(q),
for each φ. Firstly, we observe that, by L(p) ⊆ L(q) and Theorem 4, p .2S q
holds. Thus, we have that p ≡S q, which implies B−(p) = B−(q) (thanks to
the previous result); moreover, we have that for each a ∈ Act and p′ ∈ P with1375

p
a→ p′, there exists some q′ ∈ P such that q

a→ q′ and p′ .2S q
′. In order to

show that B(p) ⊆ B(q), we proceed by induction on the depth of p. If I(p) = ∅,
then I(q) = ∅ as well. Thus, we have that B+(p) = B+(q) = {tt}, and the
thesis follows. Otherwise (I(p) 6= ∅), let us consider a formula φ ∈ B(p). If
φ ∈ B−(p), then the claim follows from B−(p) = B−(q) ⊆ B(q). If φ = tt, then,1380

by definition of B+, we have φ ∈ B+(q) ⊆ B(q). Finally, if φ = 〈a〉ϕ ∈ B+(p),

then, by definition of B+, there exist p′ ∈ P , with p
a→ p′, such that ϕ =

∧
ψ∈Ψ ψ

for some Ψ ⊆ B(p′). This implies the existence of some q′ ∈ P such that q
a→ q′

and p′ .2S q
′ (and therefore L(p′) ⊆ L(q′) by Theorem 4). By the inductive

hypothesis, B(p′) ⊆ B(q′) holds as well, which means that Ψ ⊆ B(q′). Hence,1385

we have that 〈a〉ϕ ∈ B+(q) ⊆ B(q).
Case bisimulation (BS). For the sake of clarity we recall from Table 1 that
B is defined as B+(p) ∪ B−(p), where

• B+(p) = {tt} ∪ {〈a〉ϕ | a ∈ Act, ϕ =
∧
ψ∈Ψ ψ,Ψ ⊆ B(p′), p

a→ p′}, and

• B−(p) = {[a]ϕ ∈ L(p) | a ∈ Act, ϕ =
∨
p
a→p′
∧
ψ∈B(p′) ψ}.1390

By definition, B−(p) ⊆ L(p) for every p ∈ P ; moreover, it is easy to verify
that B−(p) is finite, by induction on the depth on p and by recalling that Act is
finite and processes are finitely branching. Hence, properties (i) and (iii) imme-
diately follow from (i ′) and (iii ′), respectively. Notice also that property (iii)
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implies that B is well defined.1395

In order to prove property (ii), we let φ ∈ L(p), for a generic p ∈ P , and
we proceed, as usual, by induction on the structure of φ. With respect to the
previous semantics, bisimulation one is characterized by the use of free negation
(formula of the form ¬ϕ, for every ϕ ∈ L). By using the fact that ¬〈a〉ϕ is
equivalent to [a]¬ϕ, it suffices to show how to deal with formulae in the form1400

[a]ϕ, for every ϕ ∈ L; the other cases are dealt with as in the previous cases.
• φ = [a]ϕ: by φ ∈ L(p), we have that ϕ ∈ L(p′) for all p′ such that

p
a→ p′. By the inductive hypothesis,

⋂
ψ∈B(p′)JψK ⊆ JϕK, for each p′ such

that p
a→ p′, from which it follows

⋃
p
a→p′
⋂
ψ∈B(p′)JψK ⊆ JϕK. We define

ζ = [a]
∨
p
a→p′
∧
ψ∈B(p′) ψ (notice that ζ = [a]ff if p

a

6→). Clearly, for all p′1405

such that p
a

6→ p′, it holds p′ ∈ JψK for all ψ ∈ B(p′). Therefore, p ∈ JζK,
which means ζ ∈ L(p). Moreover, we have that ζ ∈ B−(p) (by definition
of B−(p)) and therefore

⋂
ψ∈B(p)JψK ⊆ JζK. By

⋃
p
a→p′
⋂
ψ∈B(p′)JψK ⊆ JϕK,

we have JζK ⊆ J[a]ϕK = JφK, and the thesis immediately follows.
Finally, we show that B is monotonic (property (iv)). Consider p, q ∈ P ,1410

with L(p) ⊆ L(q). We want to show that B(p) ⊆ B(q). Firstly, we observe that,
by L(p) ⊆ L(q) and Theorem 4, p . q holds. Moreover, by the definition of
bisimulation semantics, p . q implies q . p, and thus p ≡ q. It is straightforward
to show, by induction on the depth of p, that if p ≡ q, then B(p) = B(q), hence
the thesis.1415

Appendix A.2. Existence of χ̄(·)
In what follows, we show that it is possible to build, for each χ(p), a formula

χ̄(p), with the properties described in Corollary 4(ii).

Lemma 2. Let X ∈ Btime-spectrum. For each p ∈ P and χ
X

(p) characteristic
within LX for p, there exists a formula in LX , denoted by χ̄

X
(p), such that1420

either

• Jχ̄(p)K = P \ Jχ(p)K, or

• p 6∈ Jχ̄
X

(p)K and {p′ ∈ P | p′ 6.X p} ⊆ Jχ̄
X

(p)K.

Proof. We consider each semantics X ∈ Btime-spectrum in turn. As in the
previous section, for the sake of a lighter notation, we often omit the subscripts1425

identifying the semantics as it is clear from the context, e.g., we write L, χ̄, and
p 6. q instead of LS, χ̄S, and p 6.S q, respectively.
Case simulation (S). For the sake of clarity we recall here the definition of χ̄
from Table 1:

χ̄(p) =
∨
a∈Act〈a〉

∧
p
a→p′ χ̄(p′).1430

Let us first show that for every p ∈ P we have p 6∈ Jχ̄(p)K. We proceed by
induction on the depth of p.

• I(p) = ∅: we have χ̄(p) =
∨
a∈Act〈a〉tt, and thus p /∈ Jχ̄(p)K.
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• I(p) 6= ∅: obviously, p /∈ J〈a〉ttK holds for every a /∈ I(p). Now, for every

p
a→ p′, by induction hypothesis, p′ /∈ Jχ̄(p′)K. Thus, p′ /∈ J

∧
p
a→p′ χ̄(p′)K1435

and therefore p /∈ J〈a〉
∧
p
a→p′ χ̄(p′)K. Hence, we obtain that p 6∈ Jχ̄(p)K.

Now, let us show that {p′ ∈ P | p′ 6. p} ⊆ Jχ̄(p)K. The proof is by induction
on the depth of p.

• I(p) = ∅: we have that {p′ ∈ P | p′ 6. p} = P \ {p′ ∈ P | I(p′) = ∅}. It is
easy to see that P \ {p′ ∈ P | I(p′) = ∅} = J

∨
a∈Act〈a〉ttK = Jχ̄(p)K.1440

• I(p) 6= ∅: let q 6. p. Thus there exists some q′, with q
a→ q′, such that,

for every p′, p
a→ p′ implies q′ 6. p′. Then, by inductive hypothesis,

q′ ∈ Jχ̄(p′)K for every p′ such that p
a→ p′. Thus, q′ ∈ J

∧
p
a→p′ χ̄(p′)K and

therefore q ∈ J〈a〉
∧
p
a→p′ χ̄(p′)K. Hence, we conclude q ∈ Jχ̄(p)K.

Case complete simulation (CS). For the sake of clarity we recall here the1445

definition of χ̄ from Table 1:
χ̄(p) =

(∨
a∈Act〈a〉

∧
p
a→p′ χ̄(p′)

)
∨ 0 if I(p) 6= ∅

χ̄(p) =
∨
a∈Act〈a〉

∧
p
a→p′ χ̄(p′) if I(p) = ∅

Let us first show that for every p ∈ P we have p 6∈ Jχ̄(p)K. We proceed by
induction on the depth of p.

• I(p) = ∅: we have χ̄(p) =
∨
a∈Act〈a〉tt, and obviously p /∈ Jχ̄(p)K.1450

• I(p) 6= ∅: obviously, p /∈ J0K and p /∈ J〈a〉ttK for every a /∈ I(p). Now,

for every p
a→ p1, by the inductive hypothesis, p1 /∈ Jχ̄(p1)K. Thus, p1 /∈

J
∧
p
a→p′ χ̄(p′)K and therefore p /∈ J〈a〉

∧
p
a→p′ χ̄(p′)K. Hence, we obtain that

p 6∈ Jχ̄(p)K.
Now, let us show that {p′ ∈ P | p′ 6. p} ⊆ Jχ̄(p)K. The proof is by induction1455

on the depth of p.
• I(p) = ∅: we have that {p′ ∈ P | p′ 6. p} = P \ {p′ ∈ P | I(p′) = ∅}

because, when I(p) = ∅, q 6. p holds exactly for processes q with I(q) 6= ∅.
It is easy to see that P \ {p′ ∈ P | I(p′) = ∅} = J

∨
a∈Act〈a〉ttK = Jχ̄(p)K.

• I(p) 6= ∅: let q 6. p. Thus, either I(q) = ∅ and I(p) 6= ∅ (or analogously1460

I(p) = ∅ and I(q) 6= ∅), or there exists some q′, with q
a→ q′, such that,

for every p′, p
a→ p′ implies q′ 6. p′. If it is the case that I(q) = ∅ and

I(p) 6= ∅ (respectively, I(p) = ∅ and I(q) 6= ∅), then q ∈ J0K (respectively,
q ∈ J〈a〉ttK holds for some a /∈ I(p)). In any case, q ∈ Jχ̄(p)K holds.

Otherwise, if there exist a ∈ Act and q′ ∈ P , with q
a→ q′, such that q′ 6. p′1465

for every p
a→ p′, then, by the inductive hypothesis, q′ ∈ Jχ̄(p′)K for every

p′. Thus, q′ ∈ J
∧
p
a→p′ χ̄(p′)K and therefore q ∈ J〈a〉

∧
p
a→p′ χ̄(p′)K. Hence,

we conclude q ∈ Jχ̄(p)K.

Case ready simulation: (RS). See the proof of Lemma 2 at page 20.
1470

Case trace simulation (TS). For the sake of clarity we recall here the defini-
tion of χ̄ from Table 1:
χ̄(p) =

(∨
a∈act〈a〉

∧
p
a→p′ χ̄(p′)

)
∨
∨
τ∈traces(p),τa/∈traces(p)〈τa〉tt ∨

∨
p
τa→p′ [τa]ff .

Let us first show that for every p ∈ P we have p 6∈ Jχ̄(p)K. We proceed by
induction on the depth of p.1475
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• I(p) = ∅: we have χ̄(p) =
∨
a∈Act〈a〉tt, and thus p /∈ Jχ̄(p)K.

• I(p) 6= ∅: obviously, p /∈ J〈τa〉ttK holds for every τ ∈ traces(p) and a ∈
Act such that τa /∈ traces(p). Moreover, p /∈ J[τa]ffK holds for every

τa ∈ traces(p). Now, for every p
a→ p1, by the inductive hypothesis, p1 /∈

Jχ̄(p1)K. Thus, p1 /∈ J
∧
p
a→p′ χ̄(p′)K and therefore p /∈ J〈a〉

∧
p
a→p′ χ̄(p′)K.1480

Hence, we obtain that p 6∈ Jχ̄(p)K.
Now, let us show that {p′ ∈ P | p′ 6. p} ⊆ Jχ̄(p)K, that is, Jχ̄(p)K contains at

least the elements that are either strictly above p or incomparable with it. The
proof is by induction on the depth of p.

• I(p) = ∅: we have that {p′ ∈ P | p′ 6. p} = P \ {p′ ∈ P | I(p′) = ∅}1485

because, when I(p) = ∅, q 6. p holds exactly for processes q with I(q) 6= ∅.
It is easy to see that P \ {p′ ∈ P | I(p′) = ∅} = J

∨
a∈Act〈a〉ttK = Jχ̄(p)K.

• I(p) 6= ∅: let q 6. p. Thus, either traces(q) 6= traces(p) or there exists

some q′, with q
a→ q′, such that, for every p′, p

a→ p′ implies q′ 6. p′. If
it is the case that traces(q) 6= traces(p), then either q ∈ J〈τa〉ttK for some1490

τa such that τ ∈ traces(p) and τa /∈ traces(p), or q ∈ J[τa]ffK for some
τa ∈ traces(p). In either case, q ∈ Jχ̄(p)K holds.
If, on the other hand, traces(p) = traces(q), then there exist a ∈ Act and

q′ ∈ P , with q
a→ q′, such that q′ 6. p′ for every p

a→ p′, then, by the
inductive hypothesis, q′ ∈ Jχ̄(p′)K for every p′. Thus, q′ ∈ J

∧
p
a→p′ χ̄(p′)K1495

and therefore q ∈ J〈a〉
∧
p
a→p′ χ̄(p′)K (notice that a ∈ I(p), due to a ∈ I(q)

and traces(p) = traces(q)). Hence, we conclude q ∈ Jχ̄(p)K.

Case 2-Nested simulation (2S). For the sake of clarity we recall here the
definition of χ̄ from Table 1:

χ̄(p) =
(∨

a∈Act〈a〉
∧
p
a→p′ χ̄(p′)

)
∨ Φ̄(p)

Φ̄(p) =
∨
a∈I(p)[a]ff ∨

∨
a∈I(p)

∨
p
a→p′ [a]Φ̄(p′)

1500

Let us first show that for every p ∈ P we have p 6∈ Jχ̄(p)K. We proceed by
induction on the depth of p.

• I(p) = ∅: we have χ̄(p) =
∨
a∈Act〈a〉tt, and thus p /∈ Jχ̄(p)K.

• I(p) 6= ∅: obviously, p /∈ J〈a〉ttK holds for every a /∈ I(p). Next, for every

p
a→ p′, by the inductive hypothesis, p′ /∈ Jχ̄(p′)K. Thus, p /∈ J〈a〉χ̄(p′)K,1505

for each p′ such that p
a→ p′. Therefore p /∈ J〈a〉

∧
p
a→p′ χ̄(p′)K. We are left

with showing that p /∈ JΦ̄(p)K. To this end, observe that p /∈ J[a]ffK for all

a ∈ I(p); moreover, for all p
a→ p′, since p′ /∈ Jχ̄(p′)K holds by the inductive

hypothesis, in particular we have p′ /∈ JΦ̄(p′)K. Thus, p /∈ J[a]Φ̄(p′)K for

each p′ such that p
a→ p′ and p /∈ J

∨
p
a→p′ [a]Φ̄(p′)K. Hence, we obtain that1510

p 6∈ Jχ̄(p)K.
Now, let us show that {p′ ∈ P | p′ 6. p} ⊆ Jχ̄(p)K. The proof is by induction

on the depth of p.
• I(p) = ∅: we have that {p′ ∈ P | p′ 6. p} = P \ {p′ ∈ P | I(p′) = ∅}. It is

easy to see that P \ {p′ ∈ P | I(p′) = ∅} = J
∨
a∈Act〈tt〉K = Jχ̄(p)K.1515

• I(p) 6= ∅: let q 6.2S p. Thus, by definition, either there exists a ∈ Act and

q′, with q
a→ q′, such that, for every p′, p

a→ p′ implies q′ 6.2S p
′, or p 6.S q.
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First, if there exist a ∈ Act and q′ ∈ P , with q
a→ q′, such that q′ 6.2S p

′

for every p
a→ p′, by the inductive hypothesis, q′ ∈ Jχ̄(p′)K for every p′ such

that p
a→ p′. Thus, q′ ∈ J

∧
p
a→p′ χ̄(p′)K and therefore q ∈ J〈a〉

∧
p
a→p′ χ̄(p′)K.1520

Otherwise, if p 6.S q, then there exist a ∈ Act and p′ with p
a→ p′, such that

p′ 6.S q
′ for every q

a→ q′. We show by induction on the depth of q that
if p 6.S q then q ∈ Φ̄(p). If I(q) = ∅, then q ∈ J[a]ffK for some a ∈ I(p)
(notice that I(p) 6= ∅ by assumption) and thus q ∈ Φ̄(p). Now, when

I(q) 6= ∅, by the inductive hypothesis, q′ ∈ JΦ̄(p′)K for every q
a→ q′. Thus1525

q ∈ J[a]Φ̄(p′)K, which implies that q ∈ JΦ̄(p)K. Since p 6.S q by assumption,
we have that q ∈ JΦ̄(p)K. Therefore q ∈ Jχ̄(p)K holds by definition of χ̄(p),
and we are done.

Case bisimulation (BS). We simply define χ̄(p) = ¬χ(p) (χ(p) exists
thanks to Proposition 10) and Jχ̄(p)K = P \ Jχ(p)K holds trivially.1530

Appendix B. Proofs for semantics in van Glabbeek’s linear time spec-
trum

Lemma 5. For all p, q ∈ P such that p .T q, we have depth(p) ≤ depth(q).

Proof. The claim immediately follows from the definition of depth(p) (i.e., depth(p)
is the length of a longest trace in T(p)) and the fact that p .T q if and only if1535

T(p) ⊆ T(q).

Corollary 5. Let X ∈ Ltime-spectrum. For all p, q ∈ P such that p .X q, we
have depth(p) ≤ depth(q).

Lemma 6. BX(p) ⊆ LX(p) holds for every X ∈ Ltime-spectrum and p ∈ P .

Proof. Let X ∈ Ltime-spectrum, p ∈ P , and φ ∈ BX(p). If φ = tt, then the thesis1540

follows trivially. If φ = formulaX(x) for some x ∈ Xfin(p), then we distinguish
the following cases.

• If X = T, then φ = 〈τ〉tt for τ ∈ Tfin(p) ⊆ T(p). Since τ ∈ T(p), it clearly
holds p ∈ JφK, which means φ ∈ LT(p).

• If X = CT, then φ = 〈τ〉0 for τ ∈ CTfin(p) ⊆ CT(p). Since τ ∈ CT(p), it1545

clearly holds p ∈ JφK, which means φ ∈ LCT(p).

• If X = F, then φ = 〈τ〉
∧
a∈Y [a]ff for 〈τ, Y 〉 ∈ Ffin(p) ⊆ F(p). From the

definition of F(p), it immediately follows p ∈ JφK, and we are done.

• If X = R, then φ = 〈τ〉〈[Y ]〉 for 〈τ, Y 〉 ∈ Rfin(p) ⊆ R(p). From the
definition of R(p), it immediately follows p ∈ JφK, and we are done.1550

• If X = FT, then let φ = formulaFT(σ) for σ ∈ FTfin(p); we proceed by
induction on σ.

– If σ = ε, then φ = tt, and the thesis follows trivially;
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– If σ = aσ′, with a ∈ Act and σ′ ∈ FTfin(p′) for some p′ such that

p
a→ p′, then φ = 〈a〉formulaFT(σ′) and formulaFT(σ′) ∈ BFT(p′)2.1555

By the inductive hypothesis, we have that formulaFT(σ′) ∈ LFT(p′),
that is, p′ ∈ JformulaFT(σ′)K. It follows that p ∈ JφK, which equals
to φ ∈ LFT(p).

– If σ = Y σ′, with Y ∈ P(Act) and σ′ ∈ FTfin(p), then φ =
∧
a∈Y [a]ff∧

formulaFT(σ′). By Y σ′ ∈ FT(p′), we have that p ∈ J
∧
a∈Y [a]ffK. By1560

σ′ ∈ FTfin(p), it holds formulaFT(σ′) ∈ BFT(p) and thus, by the in-
ductive hypothesis, formulaFT(σ′) ∈ LFT(p), that is, p ∈ JformulaFT(σ′)K.
It follows that p ∈ JφK, which equals to φ ∈ LFT(p).

• If X ∈ {RT, IFT,PFT, I2T,P2T}, then the proof uses the same inductive
argument as in the previous case, and thus we omit the details.1565

• If X = IF, then φ = 〈τ〉
∧
τ ′∈Γ[τ ′]ff for 〈τ,Γ〉 ∈ IFfin(p) ⊆ IF(p). From the

definition of IF(p), it immediately follows that p ∈ JφK, and we are done.

• If X = PF, then φ = 〈τ〉〈[Γ]〉 for 〈τ,Γ〉 ∈ PFfin(p) ⊆ PF(p). From the
definition of PF(p), it immediately follows that p ∈ JφK, and we are done.

• If X = I2, then φ = 〈τ〉
∧

[p′]BS∈P ¬χS
(p′) for 〈τ,P〉 ∈ I2fin(p) ⊆ I2(p). By1570

the definition of I2(p), 〈τ,P〉 ∈ I2(p) implies that there is some q such that

p
τ→ q and q↓S ∩ P = ∅. From q↓S ∩ P = ∅, it follows that p′ 6.S q for

all [p′]BS ∈ P, which means that q /∈ Jχ
S
(p′)K for all [p′]BS ∈ P. Therefore,

p ∈ JφK, and we are done.

• If X = P2, then φ = 〈τ〉α(P), with1575

α(P) =
∧

[p′]BS∈P χS
(p′) ∧

∨
[p′]BS∈P simulated-by(p′)

and

simulated-by(p′) =
∧
a∈Act[a]

∨
p′
a→p′′ simulated-by(p′′).

By the definition of P2(p), 〈τ,P〉 ∈ P2(p) implies that there is some q

such that p
τ→ q and q↓S = P. It follows that p′ .S q for all [p′]BS ∈ P,1580

which means that q ∈ Jχ
S
(p′)K for all [p′]BS ∈ P. Moreover, by q↓S = P, we

have that [q]BS ∈ P. Since q ∈ simulated-by(q) clearly holds, we conclude
p ∈ JφK, and we are done.

Lemma 7. Formula
∧
ψ∈BX(p) ψ is characteristic for p within LX , for all X ∈

Ltime-spectrum and p ∈ P .1585

2Notice that, while it is clear that σ′ ∈ FT(p′), we are not guaranteed in general that
|σ′| ≤ 2 · depth(p′) holds (which is needed for σ′ to belong to FTfin (p′)). However, it can be
shown that we can always reduce to the case where this holds (see item (f) at page 28 for a
detailed explanation).
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Proof. According to Proposition 1(i), Theorem 6, and Definition 9, it suffices
to show, for all X ∈ Ltime-spectrum and p ∈ P , that J

∧
ψ∈BX(p) ψK = {p′ ∈ P |

X(p) ⊆ X(p′)}.
In order to show the inclusion {p′ ∈ P | X(p) ⊆ X(p′)} ⊆ J

∧
ψ∈BX(p) ψK, let

p′ ∈ P be such that X(p) ⊆ X(p′). By Proposition 16 ((a) ⇒ (b)), we have1590

Xfin(p) ⊆ Xfin(p′). We show that p′ ∈ JψK for all ψ ∈ BX(p). To this end,
consider a generic element ψ of BX(p), which means that ψ = formulaX(x) for
some x ∈ Xfin(p) ⊆ X(p) ⊆ X(p′). By Proposition 17 (left-to-right direction),
we have p′ ∈ JformulaX(x)K = JψK. Since ψ is a generic element of BX(p), the
claim follows.1595

Let us turn now to the converse inclusion. Let p′ ∈ P be such that p′ ∈ JψK
for all ψ ∈ BX(p), which means p′ ∈ JformulaX(x)K for all x ∈ Xfin(p). By
Proposition 17 (right-to-left direction), it holds that x ∈ X(p′) for all x ∈
Xfin(p), that is, Xfin(p) ⊆ X(p′). By Proposition 16 ((c) ⇒ (a)), we have
X(p) ⊆ X(p′), and we are done.1600
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