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Abstract

The success of the current generation of Imaging Atmospheric Cherenkov Tele-
scopes (IACTs) has affirmed the importance of gamma-ray astronomy for modern
astrophysics. This field focuses on the upper end of the electromagnetic spectrum,
with energies in the range of ~50 GeV to hundreds of TeV. Gamma rays, due to their
neutral charge, are not disturbed by deflection from magnetic fields in their journey
across the Universe, and can be traced back through their incoming direction. Thus,
they can address to identify the acceleration processes of high-energy particles close
to their acceleration sites, and also answer to some of the most fundamental physics
issues, like the Lorentz invariance or the mystery of Dark Matter. Currently in the
construction stage, the Cherenkov Telescope Array (CTA) is the next generation
ground-based observatory for gamma-ray astronomy at very-high energies and it
will exceed its predecessors in every aspect, e.g. energy range, sensitivity, field of
view or angular resolution.

The galactic and extragalactic surveys are two of the main proposed legacy
projects of CTA, providing an unbiased view of the Universe at energies above
tens of GeV. Surveys provide an immense service to the researchers community
in the context of an open observatory, since they constitute versatile datasets that
enable the detection of unexpected sources and provide testing ground for new
theoretical ideas. Considering Cherenkov telescopes’ limited field of view (FoV),
the time needed for those science projects is large. The limited duty cycle of about
1000 hours per year of imaging Cherenkov facilities is a strong motivation to try to
reduce the observation time needed for the surveys. The huge number of telescopes
of CTA with respect to existing instruments, will allow taking full advantage of new
pointing modes in which telescopes point slightly offset from one another, like the
divergent mode.

This pointing mode leads to an increase in the field of view of the sub-array
of telescopes with competitive performance compared to normal pointing of the
same sub-array. This type of observation should also improve CTA capacity to de-
tect transient events, such as Gamma-Ray Bursts (GRBs), thanks to the Large Size
Telescope (LST) fast repointing capability and low energy threshold, and the abil-
ity to cover more complex patterns of the sky, like mapping a Gravitational Wave
(GW) probability sky map or GRB large error boxes. A divergent pointing mode
was included in the CTA science requirements document but, apart from a few
publications, up to now it has never been the center of an in-depth study. This the-
sis is devoted to the improvement of the analysis in divergent mode and to study
the performance of this modality for different array configurations and number of
telescopes, in order to investigate if the performance are competitive compared to
normal pointing. To completion of the work and my interest in transient events,
I will also present the data analysis of several GRBs I performed within the tran-
sient group for the Major Atmospheric Gamma-ray Imaging Cherenkov (MAGIC)

XVil



collaboration. The thesis is arranged as follows:

e Chapter 1: An introduction to the high-energy astrophysics field. The differ-
ent gamma ray production mechanisms, together with known and potential

sources expected to emit in this energy range, are described.

e Chapter 2: A summary of the detection techniques employed to measure
highly energetic photons. The IACT technique and the showers development
are described.

e Chapter 3: A description of the CTA project with a focus on the different
telescopes and its scientific goals related to this work are given.

o Chapter 4: This chapter describes the processes needed to derive the array
performance. The programs for the Monte Carlo simulations and also the
pipelines used to process the raw data till the performance are explained.

e Chapter 5: The chapter is devoted to the work done inside the MAGIC Col-
laboration. A brief introduction of the telescopes and how they operate is
given. A summary of the GRB phenomenon and the results of the analysis
performed on 4 of this events are presented.

e Chapter 6: In this last chapter the results obtained for sensitivity studies in
divergent mode are illustrated. The changes brought to the pipeline needed
to perform a divergent analysis are also described, together with the tool
developed for the definition of the pointings.

Xxviii



Chapter 1

High-Energy Astrophysics

Nowadays astronomy covers all the electromagnetic spectrum allowing to study
sources at different wavelengths, from radio waves up to the gamma-ray range,
which represents the final window to explore.

Gamma-ray astronomy is relatively new; it was born in the last decades of the
XX century when, after the Second World War, the deployment of the first gamma-
ray detectors where put into orbit. The extremely energetic processes these detec-
tors observed in the universe could not be explained with conventional thermal
emission. The field of high energy astronomy deals with the study of such non-
thermal processes.

High-energy astrophysics is strictly connected to the particle physics and it is
often referred as astroparticle physics. It offers an exceptional area of research for
fundamental physics and opens questions like the origin of cosmic rays, the prop-
erties of neutrinos, the nature of Dark Matter as well as the nature of gravity, which
may find an answer thanks to the synergy between these two fields. Its rapid de-
velopment has led to the design of new types of experiments, which employ new
detection techniques to observe a wide range of cosmic particles including neutri-
nos, y-rays and charged particles up to the highest energies.

This Chapter is an introduction to gamma-ray astrophysics, describing the mech-
anisms and sources of production of y-rays in the Universe. A brief summary of

other non-electromagnetic messengers will be given too.

1.1 Cosmic rays

In the beginning of the XXth century several experiments were carried out to
measure the variation of ionization under water and in altitude [1]. Cosmic rays
(CR) were finally established as of extraterrestrial origin by Victor Hess in 1912,
when, using balloon flights, he observed a regular increase of the density of ioniz-
ing particles with increasing height. Later in 1925 Robert Millikan coined the term
cosmic rays for this radiation. Their corpuscular nature though was only discov-
ered a few years later and now this term designates high-energy charged particles



originated in outer space, that eventually interact with the Earth’s atmosphere and
initiate extensive air showers (EASs) producing secondary particles. CRs are the
most energetic particles known, they can reach energies up to 10?°eV and their
study is a precious opportunity to understand the composition and evolution of
the universe: which sites and mechanisms are responsible for their acceleration up
to these high energies? However, since CRs are charged particles, they are deflected
and diffused by interstellar magnetic fields and thus produce an isotropic source
of charged cosmic rays reaching the Earth. Hence charged cosmic particles do not
point back to their origin and CRs sources cannot be observed directly through
CR measurements, since they generally loose the directional information during
the propagation. The sources of CRs are still unclear and several candidates, both
galactic and extragalactic, have environments that can accelerate these particles to
those energies. Some of the potential sources include supernovae (SN) remnants,
active galactic nuclei (AGN), quasars, pulsar wind nebulae (PWNe), binary systems
and gamma-ray bursts (GRBs).

1.1.1 Spectrum and chemical composition

Cosmic rays have been deeply studied for more than a century in order to ex-
plain their origin, still under debate, and the processes that could accelerate these
particles to such high energies, far exceeding those reached by the current genera-
tion of particle accelerators. Their energy spectrum, shown in Figure 1.1, extends
from about 10 eV to 10 eV and over more than 24 orders of magnitude in flux.
Below ~ 1GeV CRs have mostly a solar origin, since the solar magnetic field blocks
most of the particles coming from outside the solar system. Above ~ 10GeV the
spectrum follows a broken power law distribution:

T~ E~“ (1.1)

where a represents the spectral index which assumes different values in differ-
ent areas of the spectrum.

The spectrum shows two features, the first, generally called knee, at ~ 4 - 10% eV,
the second, named ankle, is at ~ 3 - 1018 eV. Nowadays, it is widely believed that cos-
mic rays with energies below the knee have galactic origin and above extragalactic.
The knee indicates the energy range where the galactic magnetic field cannot longer
contain the energetic cosmic rays diffusing out of the galaxy, the transition area be-
tween galactic and extragalactic CR particles takes place up to the ankle. After the
knee, the spectral index of the power-law changes from 2.7 to ~ 3 and above the
ankle the spectrum hardens to a & ~ 2.6. In the highest energy end of the spectrum
at ~ 5-10' eV, the interaction of protons with the Cosmic Microwave Background
(CMB) radiation causes the GZK cutoff: it sets the theoretical upper limit on cosmic
ray energy, and was theoretically predicted simultaneously by Greisen (1966) [3]
and Zatsepin and Kuz’'min (1966) [4]. Cosmic rays can be classified in primary and
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Figure 1.1: Energy spectrum of cosmic rays observed at Earth.
From [2]

secondary. The former are originally produced in various astrophysical processes
and are composed mainly of protons and heavier nuclei (98%), with the remaining
2% of electrons [5]. Secondary cosmic rays, originated by the interaction of primary
CRs with the Earth’s atmosphere, include neutrons, pions, positrons and muons.

1.2 Gamma-ray astrophysics

In general, the term gamma rays denotes the electromagnetic radiation above
some 100keV; since they cover a wide energy range to beyond PeV, v-rays are
divided into several energy domains, shown in Table 1.1. This classification also
reflects different techniques for the detection of gamma rays at different energies
(see Section 1.2.2). Being neutral, gamma rays can travel long distances without
being deflected by galactic and extragalactic magnetic fields, providing a useful
tool to trace back CRs sources and investigate their acceleration mechanisms. They
are of particular interest because they are produced in non-thermal processes.

This work is focused on Cherenkov telescopes and will thus primarily be con-
cerned with VHE gamma rays.



Name Energy

Low Energy (LE) < 30MeV

High Energy (HE) 30MeV - 100 GeV

Very High Energy (VHE) 100 GeV - 100 TeV

Ultra High Energy (UHE) gamma rays 100 TeV - 100 PeV
Extreme High Energy (EHE) > 100 PeV

TaBLE 1.1: Energy domains of y-ray astrophysics

1.2.1 Gamma-ray production

Gamma rays can be produced by radiative and collisional processes, in partic-
ular those involving the interaction of high-energy charged particles with nuclear
targets or radiation fields. In this section I will briefly recall the main radiation pro-
cesses, that allow the production of y-rays of such high energies. For more detailed

information, refer to [5].

Synchrotron radiation

Synchrotron radiation is emitted when relativistic electrons are deflected by
magnetic fields and it can be observed over a wide range of energies, from ra-
dio to X-rays. In astrophysics, this is the most common interaction for producing
non-thermal radiation, particularly X-rays. The accelerated relativistic electrons
trace spirals following the magnetic field lines and synchrotron photons are emit-

2
mec” . . .
ted through an angle § ~ —-— directed towards the electron circular motion.
In the context of VHE gamma rays, synchrotron radiation is the usual process
for the generation of seed photons through synchroton self-Compton interactions

(SSC).

Inverse Compton

The Compton effect consists in a transfer of energy and is often expressed as
a change in frequency or wavelength. When a high-energy photon interacts with
an electron, or any other charged particle, the photon transfers some of its energy
to the electron and the result is a scattered photon with lower energy and longer
wavelength.

In the case of a relativistic electron colliding with a low energy photon, the
photon is up-scattered to higher energies at the expense of the kinetic energy of the
electron. This is called Inverse Compton scattering. Most of the VHE -y-ray photons
detected are produced by this mechanism.

Usually two different regimes can be distinguished, the Thomson limit, where
the energy of the photon in the electron rest frame is lower than the electron rest
mass energy, and the Klein-Nishina limit, where the energy of the photon exceed
the rest mass energy of the electron in the electron rest frame:



YE << mec? Thomson regime (1.2)

YE >> m,c? Klein — Nishina regime

where E is the photon energy before the scattering process and 7y is the Lorentz
factor of the relativistic electron. In the Thompson limit the average energy of the
scattered photons is (E,) = %Efyz, with a maximum energy of EI'™* ~ 4+°E.

This type of process becomes important in regions where there is a large density
of photons and it is of great interest for astrophysics studies as it can produce very
energetic photons and thus can explain the emission at high energies of some of the
sources. In the case the photons emitted by synchroton radiation are scattered by
the same electron population that produced them, the process is called synchroton

self-Compton (SSC).

Electron Bremsstrahlung

This process occurs when charged particles are decelerated in an electric field of
an atomic nucleus with a consequent emission of electromagnetic radiation. In as-
trophysics Bremsstrahlung emission might occur when a relativistic electron passes
through a gas or plasma and is suddenly decelerated, resulting in an energy loss.
Since the energy loss is proportional to the inverse of the particle mass, electrons are
most efficient in producing Bremsstrahlung radiation. It is the dominant process
for galactic diffuse y-ray production up to ~ 100 MeV.

Bremsstrahlung occurs when the energy of the charged CR, E = ymc?, is above
a critical energy Eg which depends on the crossed material. Below this value, the
most efficient energy loss mechanism is ionization.

In addition to being an interaction process responsible for electron accelerated
gamma-ray sources, Bremsstrahlung radiation plays an important role in the for-
mation of the atmospheric showers, as will be described in Chapter 2, and it is then

very important for ground-based gamma-ray astronomy:.

Pion decay

Gamma rays can be produced from hadronic interactions as well, and the main
mechanism is the collision of high-energy protons with matter, like the Interstellar
Medium (ISM) gas, which produces almost the same amount of charged (t", 777)
and neutral pions (7°).

While the charged pions decay weakly in muons and neutrinos, the neutral ones
decay in two photons in most of the cases:

= Yy (1.3)



If the kinetic energy of the original hadron is high enough, the photons emitted
are of y-ray energies.

Gamma rays can originate also from the interaction between protons and a sea
of photons, coming for example from synchrotron radiation or from bremsstrahlung
of accelerated electrons. This kind of interaction is called photo-production. It has
a small cross section (fraction of mb) and it is therefore important in environments
where the target photon density is much higher than the matter density.

1.2.2 Detection techniques

Two kinds of gamma-ray instruments exist: space-based and ground-based de-
tectors. These two typologies are complementary. The experimental spectrum of
gamma rays spans indeed 7 decades in energy and about 14 in flux, rapidly de-
creasing towards high energies. The larger is the energy, the larger should be the
effective area, defined as the product of the geometrical area and the detector effi-
ciency. Because of the cost of space technology, the geometrical area cannot however
exceed ~ 1m?. This aspect makes space-based detectors more appropriate for mea-
suring gamma rays in the MeV — mid-GeV energy range. Going to higher energies,
large detection areas are needed and can be deployed only at ground, exploiting
the fact that, for energies above ~ 30 GeV, the so-called electromagnetic air showers
start to become detectable.

1.2.3 Gamma-ray absorption

While traveling from the source to the observer gamma rays can suffer absorp-
tion losses by interaction with cosmic matter and with the low-energy photon fields
[6]. If the absorption by the interstellar and intergalactic matter is negligible due
to the low matter densities, the same does not apply to absorption due to the low-
energy photons of the Extragalactic Background Light (EBL), that can be relevant.
In fact the Universe is almost uniformly filled with photons of the EBL that collide
with VHE <-rays, producing an absorption in the observed spectrum, increasing
with the distance (redshift).

As the name suggests, EBL is, like CMB, a background. While the CMB con-
serves the structure of the Universe at the moment of decoupling of matter and
radiation following the Big Bang, EBL is a measure of the entire radiant energy re-
leased by processes of structure formation that have occurred since the decoupling.

Until now, several different models of EBL have been proposed. The energy
density spectrum of the EBL is characterized by two pronounced peaks. The first
peak, known as the stellar component, is associated with light emitted by stars and it
is redshifted through the history of the Universe. The second one comes from the
re-processing of the starlight by dust and for this reason is called the dust component.

The process which VHE <-rays undergo with EBL is the photon-photon pair
production:
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It is an extremely relevant process for the observation of VHE <-rays of distant
sources. In fact beyond 100 GeV the Universe is not completely transparent to VHE
7-rays and this means that far distant sources cannot be observed.

The effect of the EBL absorption is energy dependent, therefore the original
spectra get distorted and the measured spectrum must be deconvoluted. This at-
tenuation can be described by an optical depth 7, as a function of the energy of the
photon E,, and the redshift z:

Fobs(E/ Z) = int(E)eir(Ev'Z) (15)

where F,; is the measured flux and F,; is the intrinsic spectrum of the source.
The EBL is difficult to measure directly due to strong foregrounds from our
solar system and the Galaxy. Therefore, the observation of distant sources of VHE

v-rays using IACTs provides a unique indirect measurement of the EBL.

1.2.4 Sources of VHE gamma rays

Gamma rays are produced from many different sources, both galactic and ex-
tragalactic, through non-thermal processes. I will briefly give a description of the
sources capable of accelerating y-rays to these energies.

Galactic emitters

Due to their vicinity, galactic sources are often observed as extended objects in
a vast range of wavelengths, and thus provide a unique opportunity to carry out
studies on the morphology of the emission region.

Moreover, the y-ray emission does not suffer absorption of cosmological back-
ground light. This eases the study of galactic sources, since they generally have
luminosities of many orders of magnitude fainter than extragalactic ones.

Supernova remnants: A Supernova Remnant is the structure resulting from a su-
pernova, an explosion of a massive star at the end of its life. When the initial
mass of a star is big enough (mass > 1.5 M), it can collapse in an explosion
which blows out a huge amount of material [7]. In the core a pulsar or a
black hole is formed, depending on the mass of the remaining object, while
the ejected material expands into the surroundings forming a shock wave that
will interact with the interstellar medium (ISM). This forms a forward shock
front compressing and heating the interstellar medium.

Furthermore the interaction of the shockwave creates a reverse shock moving
back into the supernova ejecta. This supernova ejecta is known as the su-
pernova remnant. SNRs are believed to be the main sites for CR acceleration



below 5 PeV, due to the Fermi acceleration processes that occur in the expand-
ing shocks and create gamma radiation [8].

The best known and studied example of such systems is the Crab Nebula.
The brightness and stability of its emission in the VHE -ray regime makes
this source one of the most important sources used as standard calibration
candle for ground-based and satellite experiments.

Pulsars: They are fast rotating neutron stars, emitting electromagnetic radiation
periodically. Pulsars were first discovered through their emission at radio
wavelengths, but they also emit X-rays and gamma rays.

A neutron star is a stellar remnant that is formed due to a gravitational col-
lapse and could be the remaining core after the supernova event. They are
extreme compact objects, that are only supported by the neutron degeneracy
pressure. Their high spin rate, between a few milliseconds and some sec-
onds, is due to the conservation of the angular momentum. Electromagnetic
radiation is emitted along the magnetic axis but, for pulsars, the magnetic
axis is not aligned with the rotational axis. This misalignment causes the
periodic flux variations: the observer only sees an emission from a pulsar
when the beam crosses its line of sight. Several models attempt to describe
pulsars y-ray emission. Gamma-ray emission is predicted to originate either
from particle acceleration and subsequent synchrotron emission near the Po-
lar Cap of the pulsar, or in the Outer Gap regions of the magnetosphere by

inverse Compton scattering.

Galactic Centre: It is impossible to study the Galactic Centre (GC) in visible light

due to the absorption by the interstellar dust, however, it becomes transparent
for certain wavelengths such as radio and gamma rays.
The center of the Milky Way is crowded with many astrophysical sources in
the y-ray band. The most important GC «y-ray emitter candidates [9] are the
super-massive black hole SgrA*, the SNR SgrA East [10] and the Pulsar Wind
Nebula G359.95-0.04.

Binary systems A normal star with an accompanying neutron star, pulsar or black
hole orbiting around a common mass center is a subgroup of binary systems.
The heavy and compact companion can accrete gas and matter from the other
star by its gravitational field. This flow is either turned directly into radiation
(mostly X-rays) or collected in an accretion disc. The accretion releases gravi-
tational potential energy, which heats up the gas to a hot plasma. The plasma
generates very strong magnetic fields making a binary system an excellent
particle accelerator and hence a source for HE and VHE gamma rays.
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Figure 1.2: Extragalactic VHE <-ray sources skymap over-
lapped with the Fermi skymap. Figure from http://tevcat.
uchicago.edu.

Extragalactic emitters

Extragalactic sources are the brightest ones in the Universe and their study
is essential to discover the distant past of the Cosmos. As already explained in
Section 1.2.3, the Universe is not completely transparent to y-rays, and due to their
interaction with the photons of the EBL, y-rays disappear via pair production. This
is especially true in the case of distant sources, for which the flux of VHE photons
reaching the Earth is strongly reduced, lowering the chances of detection. The
current map of extragalactic emitters in the VHE domain above 100 GeV is shown
in Figure 1.2 and most of them are Active Galactic Nuclei.

Active galactic nuclei: Active Galactic Nuclei (AGNs) are galaxies with a super

massive black hole (SMBH) in their center. This super massive black hole
accumulates great amounts of matter due to its huge gravitational attraction,
forming an accretion disk surrounding the SMBH.
AGN s are usually classified into 2 broad types: Radio-quiet and Radio-loud.
Radio-loud emission, originated from the BH, is beamed perpendicular to the
accretion disk plane forming two jet structures accelerating particles to ultra-
relativistic energies and producing electromagnetic radiation in the whole
range of the electromagnetic spectrum. AGNs with their jets pointed towards
our direction are called Blazars and this is the most common class of observed
AGN s in the VHE domain.

Gamma-ray bursts: Gamma-ray bursts (GRBs) are very bright flashes of gamma
rays, that last from fractions of seconds (short GRBs) to minutes (long GRBs)
and occur with a frequency of about 1-2 per day [11]. They arrive from cosmo-
logical distances from random directions in the sky and are among the most
violent and most luminous phenomena in the Universe. The energy released
from a GRB is comparable to the energy our Sun releases in its entire life.



GRBs are characterized from an initial emission, called prompt phase, and are
generally followed by an afterglow, a lower energy, long lasting emission in the
X- ray, optical and radio. This delayed emission can last from days to years,
according to the type of emission.

The two types of GRBs (short and long) have been associated to different
progenitors: short GRBs are assumed to be caused by the merging of very
compact objects, such as neutron stars or black holes, while long GRBs, the
most common ones, are likely caused by massive stars explosions. In fact the
first are located in regions with no star formation, instead long GRBs can be
found in regions of rich star formation.

There are several models describing the GRB phenomenon, the Fireball model
is nowadays the most widely accepted. According to this model GRBs are
produced when the kinetic energy of an ultra-relativistic flow is dissipated.
The GRB itself is produced by internal dissipation within the flow while the
afterglow is produced via external shocks with the interstellar medium. Since
the topic is strongly related to the work described in my thesis, GRBs are
described in detail in Chapter 5.

1.3 Gravitational wave astrophysics

The search for Gravitational Waves (GWs) direct emission has been going on for
several decades, but due to the weakness of the gravitational interactions their de-
tection is very challenging. GWs were predicted by the General Theory of Relativity
proposed by Einstein in 1915, and they can be described as perturbations in the cur-
vature of space-time propagating at the speed of light. These ripples are created by
masses in accelerated motion, and high-energy astrophysical systems have to be in-
volved in their emission: sources must be compact and highly relativistic systems.
Currently, GW direct detection is mainly based on laser interferometry [12], with
the Laser Interferometer Gravitational-Wave Observatory (LIGO) and Virgo Collab-
oration, as the principal operating experiments. LIGO is composed by two almost
identical detectors located in two sites, one in Livingston (LA, USA) and the other
in Hanford (WA, USA). A third interferometer is planned to be installed in India
(LIGO-India). Virgo is placed in Cascina (Italy). The interferometry technique con-
sists in the detection of interferometric patterns generated by gravitational waves
onto free masses. The separation L between two test masses is changed by AL
due to a gravitational wave, resulting in an amplitude related to the GW. So if the
two masses (mirrors) are placed in two perpendicular arms at the same distance L
from a light source, a gravitational wave will change the length of the arms (de-
pending on the orientation of the GW with respect to the detector) and also the
measured light output will change accordingly. The signal of a GW from a binary
black hole (BBH) coalescence was first detected by the two LIGO interferometers
in 2015, and many others have followed in the three observation runs done so far
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([13], [14]). A major milestone was achieved in 2017, when the LIGO-Virgo Collabo-
ration detected the first gravitational wave signal from a binary neutron star (BNS)
coalescence, GW170817 [15], in coincidence with an electromagnetic emission seen
independently, among others, from both the Fermi Gamma-ray Burst Monitor and
INTEGRAL satellites [16]. This observation has confirmed the model according to
which short GRBs can be originated by compact binary mergers of this kind [17]. A
more exhaustive description of this topic and details on its connection to this thesis
are described in Chapter 3.
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Chapter 2

Imaging Atmospheric Cherenkov Tele-
scopes

The Earth’s atmosphere is opaque to electromagnetic radiation with energies
above ~ 3eV (A < 400nm), and so it can be detected directly from the ground only
in the optical and radio bands. As a consequence, direct detection in all other en-
ergy ranges requires detectors to be placed outside the Earth’s atmosphere, usually
on satellites or balloons. Conducting experiments above the atmosphere imposes
restrictions and is costly: in space-based gamma-ray detectors the greater restriction
comes from the size of the detectors and thus on the collection area.

So the detection of VHE <-rays is carried out by ground-based experiments,
although indirectly: only the products generated by the absorption of the gamma
ray in the atmosphere are observed.

A primary particle, either a cosmic ray or a gamma ray, interacting with nuclei of
the upper layers of the atmosphere, initiates a shower of secondary particles called
Extensive Air Shower (EAS). These secondary particles are mainly energetic elec-
trons, positrons and muons which produce flashes of Cherenkov light. In ground-
based detectors the atmosphere is used as a calorimeter and becomes the medium
within which the energetic particle interacts and attenuates.

Imaging Atmospheric Cherenkov Telescopes (IACTs) are ground-based detec-
tors whose aim is to measure the physical properties of primary VHE gamma rays
exploiting the Cherenkov light produced in the atmospheric showers induced by
these gamma rays.

This chapter briefly summarizes the main properties of atmospheric showers
and the subsequent production of the Cherenkov light, the technique used by IACTs
and the main sources of background for this kind of detectors.

2.1 Extensive Air Showers

The first experimental evidences of atmospheric showers are associated to the
name of Pierre Victor Auger. When a cosmic ray enters the atmosphere, it interacts
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with atmospheric nuclei generating a shower of secondary particles. The shower’s
particles are strongly collimated along the direction of the incoming primary par-
ticle because of their relativistic energies. The physical processes involved in the
showers development strongly depend on the nature and energy of the primary
CR.

It is possible to distinguish between:

e clectromagnetic showers, initiated by -y-rays or high-energy electrons;

e hadronic showers, induced by hadrons.
A shower can be characterized by the following main parameters:

o shower axis: flight direction of the primary particle;

¢ longitudinal dimension: distribution of the secondary particles along the

shower axis;

o lateral dimension: distribution of the secondary particles perpendicular to
the shower axis;

e impact parameter: distance of the shower center to the detector at the detector
level.

The differences in these parameters, in the morphology and temporal feature
of the shower development can be used to discriminate between the nature of the
primaries. Therefore, these parameters are crucial for background suppression in
the IACT technique, as CR induced EASs are more frequent than the y-ray induced
ones, constituting the main background in ground-based v-ray astronomy. A view
of the different development between an electromagnetic and an hadronic shower
is shown in Figure 2.1, obtained from Monte Carlo simulations.

2.1.1 Electromagnetic showers

When highly energetic -rays or electrons interact with the atmosphere, elec-
tromagnetic showers are generated. The main physical mechanisms responsible for

secondary particle production are the following:

e pair production, when the v interacting with an atmosphere’s nucleus converts
into an electron-positron pair;

e bremsstrahlung, when an electron or positron deflected by an atmospheric nu-
cleus radiates electromagnetic radiation.

These processes dominate the longitudinal evolution of the shower, while the
multiple scattering of particles in the atmosphere determines its lateral distribu-
tion. An incoming gamma ray initiate an air shower by pair production and each
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Figure 2.1: 7 induced (upper left) and proton induced (up-

per right) shower for a 100 GeV primary event simulated with

CORSIKA [18]. The same showers seen on the transversal
plane are respectively shown in the lower panel.

produced electron-positron pair radiates new photons via Bremsstrahlung decreas-
ing their energy. These new gamma rays generate other pairs of e~ e™, and so
Bremsstrahlung and pair production alternate, giving rise to an EM shower as
shown in Figure 2.2.

When the average energy per e* particle goes below a critical value E, (in air
~ 83 MeV), ionization losses start to dominate as energy decreases and the shower
rapidly dies out. The height above sea level at which this happens is known as
height of the shower maximum (h,,,y), and it is the height at which the number
of particles produced by the EM shower is maximum. This height is inversely
proportional to the logarithm of the energy of the primary gamma ray. The height
can be also estimated considering the depth of the shower maximum (Xj,,) at
which the maximum particles emission is reached, as shown later in Equation 2.4.

It is measured in units of radiation length ! and this occurs when the particles have

IThe radiation length is the mean distance after which the charged particle’s energy is reduced by
a factor e due to bremsstrahlung radiation.
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Primary Gamma-ray

Figure 2.2: Scheme of a gamma-ray induced electromagnetic
air shower illustrating the energy loss process by pair produc-
tion and Bremsstrahlung. Image taken from [19]

an energy equal to the critical energy.

During the shower growth, the number of particles in the cascade increases
but at the same time the energy per particle decreases, both approximately in an
exponential way:

X

E = Egexp X0 2.1)

where E is the average energy per particle, E is the initial energy of the primary
cosmic ray, X is the atmospheric depth and X is the characteristic radiation length.
Because of the very similar radiation lengths and mean free paths 2, the critical enet-
gies for pair creation and Bremsstrahlung radiation occur nearly simultaneously,
although for e*, the maximum number of particles is reached at slightly higher
altitudes.

Heitler introduced in 1944 a simple model, which can describe in good approx-
imation the characteristics of the longitudinal development of an electromagnetic
shower (Figure 2.3).

The model makes two assumptions: the energy is equally distributed between
the produced particles and the radiation length and the interaction length are equal.
In this way the initial energy Ej of the primary -y-ray is halved at every step among
the produced particles, so the amount of particles N in the cascade after n radiation
lengths X is given by

2The mean free path of photons is defined as the distance covered by a population of photons after
which their total number is reduced by a factor e due to electron-positron pair production.
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Figure 2.3: Heitler toy model for the development of electro-
magnetic showers extracted from [20]. Each level corresponds
to one radiation length.

N = 2" 2.2)

while the mean energy per particle is

E, =Ey-27" (2.3)

The maximum number of particles in a shower is ~ Ey/E,, so an approximation
of the number of radiation length at which the shower maximum is reached can be
obtained:

Eg

Xpax = XoIn <Ec> (2.4)

A more accurate approximation of the longitudinal development of an elec-

tron/photon initiated shower, was given again by Greisen in 1960 [3]. Nowadays
most calculations are performed by Monte Carlo methods.

2.1.2 Hadronic showers

The development of hadronic showers is quite different from the electromag-
netic one, because the first interaction with an atmospheric nucleus is governed by
the strong force and produces pions, kaons and other nucleons, depending on the
initial energy of the incoming hadron (Figure 2.4).

As for electromagnetic showers, a simplified model can be constructed also for
hadronic showers in order to understand qualitatively their development (see [21]).
The hadronic radiation length A is usually bigger than that for electrons, A > X,
therefore the hadronic showers are more penetrating and wider than the EM ones.
In particular secondary particles have large transverse momenta, which makes the
shower asymmetric if seen from the plane perpendicular to the shower axis.
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Figure 2.4: Hadronic particle cascade. Image taken from [19]

During the initial development of the shower, until the energy per nucleon is
above the threshold for multiple pion production (~ 1GeV), the strong interactions
are the dominant processes and hadronic particles are created, whereas at the end
ionization and decays become the dominant ones and the shower starts to die out.
The shower can be divided in three parts depending on different interaction with

matter:

1. The interaction of the primary hadron particle with the atmospheric nucleus
gives rise to a multitude of particles such as charged pions and kaons, which

decay into muons, neutrinos and other pions:

nt — pF vy, (1) (2.5)
K* — nt + 70 (2.6)
K*= — u* + v, (1) (2.7)

This goes on until the pion production energy threshold is reached.

2. The muons produced by the meson decay, generally lose energy through ion-
ization and reach the ground with a large fraction of the initial energy due to
the long muon free path. However they can also decay into electrons:

uE — et + (1) (2.8)

3. About one third of the produced pions are neutral, and they almost immedi-
ately ( T ~ 10716 s) decay in two photons

0 — vy
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adding an electromagnetic component to the hadronic shower.

These photons can produce EM sub-showers, which are practically indistin-
guishable from the EM showers initiated by primary photons discussed pre-
viously. However, the most striking background suppression comes by the
fact that -ray showers point back to the source of their primary gamma ray,
while the arrival direction of charged CR initiated air showers is isotropic.

A hadronic shower is therefore characterized by a core, which proceeds along
the direction of the incident primary CR and by a number of sub-showers, both
hadronic and electromagnetic, with high transverse momenta that make the lateral
distribution of the hadronic showers much wider and irregular than the EM ones,
as show in Figure 2.1. This is one of the main features which is used to discriminate
between electromagnetic showers initiated by a gamma ray and hadronic showers
initiated by a CR.

Cosmic e+ and e- initiate EM cascades similar to the primary gamma-ray ones,
thus representing a small fraction of background.

2.1.3 Cherenkov light emission from EAS

The Cherenkov radiation was first discovered by Pavel Alekseevic Cherenkov
in 1934 and a complete theory of this effect was later developed in 1937 by 1. M.
Frank and I. E. Tamm. Due to their work on this radiation phenomenon, in 1958
the Nobel Prize in Physics was given to Cherenkov, Frank and Tamm.

Cherenkov light is produced whenever a charged particle travels through a
medium with a velocity v greater than the speed of light (-, with n refractive in-
dex) in that medium. A coherent wave front is produced by the induced medium
polarization (Figure 2.5).

The total energy loss due to this process is negligible; however, Cherenkov ra-
diation is important due to the possibility to use it in detectors. The emission angle
of the radiation 0c; defines the Cherenkov light cone and can be derived from
geometrical considerations as illustrated in Figure 2.6.

At-4 1
At-Bc — pn

cos B¢y, = (2.9)

The threshold condition for the minimum particle speed required to produce

Cherenkov light in a given medium is B,,;, = %
Ocn, reaches the maximum in case of ultra-relativistic particles, when the particle

velocity tends to the speed of light:

1
B=1 = cosbf* = - (2.10)

A relation for the minimum kinetic energy of particles needed to produce Cherenkov
radiation is then:
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Figure 2.5: Representation of the Cherenkov effect: (a) Sym-

metric polarization induced by a particle moving with velocity

v < cn. The orientation of the medium charges around the

charged particle is symmetric, so no emission of light takes

place. (b) The net polarization due to a charge moving at
v > cn creates a wave of radiation [22].
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Equation 2.11 highlights the essential role of the medium in Cherenkov emis-
sion. In air the refractive index # is close to 1, but its value varies with the altitude:
slightly lower at high altitudes and higher near sea level. At sea level n ~ 1.00029
and thus we expect the maximum emission angle to be 6, ~ 1.4°, slowly decreas-
ing with increasing height. For example, the Cherenkov angle decreases from 1° at
5km to 0.66° at 10 km.

On the contrary, expressing the refraction index as a function of height in Equa-
tion 2.11, it can be shown that the energy threshold to emit Cherenkov light in-
creases with height, and at sea level the energy threshold for electrons, muons and
protons are 21 MeV, 4.4 GeV and 39 GeV respectively.

In case of a vertical air shower, the produced Cherenkov light illuminates typ-
ically a circular light pool, with a radius of ~ 125m if measured at about 10 km
above the sea level [23]. The light pool becomes more elliptic and distorted the
more the impact angle deviates from the vertical incident direction. The view of the
Cherenkov light pool on the ground, Figure 2.7, clearly shows a symmetrical circle
on the ground for a high energy photon induced air shower, whereas the hadronic
shower light pool is not so well defined and the effect of the electromagnetic sub-

cascades are clearly visible. This provides a method of distinguishing hadronic
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Figure 2.6: Geometric representation of the Cherenkov wave-
front. Figure from [22]

from gamma ray initiated showers based on the distribution of light within the fo-
cal plane of the telescope. The area hit by Cherenkov photons is very large but, on
the other hand, the photon density is very low (few photons per m? for a 100 GeV
v-ray induced shower): this is the reason why ground-based telescopes need large
light collection surfaces. Conversely, the lateral distribution of the Cherenkov light
density for hadron induced air showers shows a completely different behaviour
due to the differences in the shower development with respect to the electromag-
netic shower case: it is peaked at small distances to the shower axis and decreases
constantly.

1 TeV photon H 1 TeV proton

800 m

R ~120m

800m

Figure 2.7: Simulated Cherenkov light pool of a shower from
a primary gamma ray (left) and proton (right). Image from K.
Bernlohr.
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2.2 Imaging Atmospheric Cherenkov Technique

One of the most challenging tasks for ground-based experiments in y-ray as-
tronomy is the discrimination between electromagnetic and hadronic showers: most
of the recorded events are induced by primary hadrons, about three order of mag-
nitude more than VHE <y-rays ones. Different techniques were developed, but the
most successful approach so far is the Imaging Atmospheric Cherenkov (IAC) tech-
nique, that is employed to detect gamma rays by collecting the Cherenkov light of
the electromagnetic cascade. Its principle is illustrated In Figure 2.8.

The time-scale of Cherenkov light is very short, just a few ns, so to overcome
this first limitation, cameras equipped with high-speed photon multipliers (PMTs)
are used. In addition to achieve a high sensitivity, a large collection area is required
since the Cherenkov emission is very faint. Large reflecting surfaces are therefore
placed inside the light pool to focus the light on the focal plane of the camera,
which records the intensity and the temporal development of the Cherenkov flash.

The photons, coming from different parts of the shower, will reach the pixels
located in different regions of the camera depending on the angle between the
telescope axis and the incoming photon direction.
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Figure 2.8: Basic observation principle of an IACT. The
Cherenkov photons propagate to the ground at increasing an-
gle with increasing shower development. The Cherenkov light
is collected by the reflector and it is focused onto the focal
plane. Its distance from the center of the camera reflects the
shower impact parameter, i.e. the distance from the telescope
axis (a). The camera is pixelized and the image can be recon-
structed in the camera plane (b). Image adapted from [24]

A linear relation between illuminated pixels in the camera and incoming Cherenkov

photons with an angle 6 can be assumed under parallaxes approximation .

3Since IACT cameras acceptance is limited, the small angle approximation is well justified.
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The longitudinal and lateral development of the shower will thus determine the
image shape in the camera. For gamma-ray events the shape resembles approx-
imately an ellipse, whose edges along the major axis represent the head and the
tail of the shower, while the inner pixels correspond to its core (see Figure 2.8). In
case of a hadron induced shower, the image is broader and more irregular because
of the different shower evolution with more sub showers; it becomes a ring for
muons. The shape, the orientation and light content of the image can be used to
obtain information about the particle producing the air shower, such as the energy,
the incident direction and the particle nature, allowing the selection of the y-ray
induced images.

2.21 Image parametrization

The electromagnetic shower image recorded by the PMTs of the camera can be
parametrized by a set of parameters, called image parameters, originally introduced
by A. M. Hillas [25]. These parameters are related to the distribution of the photons
in the pixels, which constitute the image. Figure 2.9 illustrates how the Hillas
parameters are obtained from the camera images of the Cherenkov air showers.

Shower Source .
Position

______________ S .. <)

Centre of camera

Figure 2.9: Graphical representation of some of the Hillas pa-
rameter described in the text. Credit to J.Watson

The assumption is that a shower image can be parametrized as an ellipse and
each of these image parameters has a specific role in the discrimination against
background events.

In the following the main parameters used in the reconstruction are briefly de-
scribed, see also Chapter 4

Size Total charge, in photoelectrons (phe), contained in the cleaned image. It is
very important in the energy estimation of the primary particle, since in first
approximation, the parameter is proportional to the energy of the primary
-ray if the shower impact point is close to the telescope (< 120m).
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CoG Center of gravity of the image. It consists of the coordinates of the position
in the camera of the weighted mean signal along the X (meanX) and Y axis
(meany).

Lenght Lenght of the semi-major axis of the shower ellipse. This parameter is
correlated to the longitudinal development of the shower.

Width Lenght of the semi-minor axis of the ellipse. It is a measurement of the lat-
eral development of the shower. Since hadron showers have a wider transver-
sal development with respect to gamma ones, this parameter is important
in the discrimination of the nature of the primary. It is usually smaller for

primary photons than for primary hadrons.

Conc(n) Fraction of phe contained in the n brightest pixels with respect to the total
phe of the image (size). It is used to estimate the compactness of the shower
and higher values are expected for y-induced ones.

Number of island Number of isolated active pixels groups in the shower image
that survive the cleaning. It gives an indication of the shower fragmentation.
Hadronic cascades generally show a larger number of islands in comparison
to y-ray induced showers.

Leakage Fraction of signal contained in the external pixels of the camera. This
parameter gives an estimation of the fraction of lost signal in case of a large
impact parameter: high leakage value means that most of the event light is
outside the camera. It allows to reject the event, if the image cannot be recon-

structed correctly.

M3long Gives a measure of the asymmetry in the signal distribution along the
major axis of the ellipse. It is useful to determine where the positions of the
head and the tail of the event shower are.

Alpha Angle between the major axis of the ellipse and the imaginary line connect-
ing the CoG with the real source position in the camera. It is possible to know

« only if the source position is known.

Dist Angular distance between the CoG of the image and the source position in
the camera. It provides an estimator of the impact parameter of the shower.

The last two parameters in the list above, Dist and Alpha, even if still connected
to the physical properties of the shower, are strongly dependent on the expected
position of the source. Instead the Leakge and Number of island are parameters used
to evaluate the quality of the image. If the image is too noisy or not well contained
in the camera is discarded.

Information about the time development of the shower is also taken into account

in the analysis of the image. The arrival time in the image pixels of the Cherenkov
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photons produced at different heights is not the same, because the Cherenkov light
is slower than the particle propagating in the cascade. A discrimination between
the head and the fail of the shower is essential to judge the location of the source.
The head of the image points towards the incident particle direction. It is usually
expected that the head of the image has a higher charge concentration than the fail,
so the distinction between the two can be done using the asymmetry (parameter
Ma3long) of the image along its major axis.

Once the images are parametrized, they can be tagged as hadron-like or -like
through the 7y /hadron separation (see Section 4.3.2) based on the values of their
image parameters. Such an image reconstruction is only possible after the camera
image has been cleaned from noisy and night sky background (NSB) light pixels,
which do not belong to the shower.

2.2.2 Stereoscopic imaging

Individual telescopes provide independent images of the EASs (Figure 2.10).
Ambiguity in the reconstruction could arise especially in key features like the pri-
mary particle direction or the core position. The reconstruction of the event and
consequently the discrimination between gamma-hadron EAS can be improved by
using an array of telescopes. Applying the IACT technique to more telescopes
provides a view of the same shower from a number of different perspectives (stereo-
scopic reconstruction), and so enhances the geometrical shower reconstruction. There-
fore IACT systems usually work in stereoscopic mode, that will also increase the
sensitivity and the collection of photons due to the larger mirror area.

Each individual image from the telescopes carries information of a different
projection of the same shower and their union considerably improves three main
aspects of the analysis: gamma-hadron separation, direction and energy recon-
struction. More telescopes increase the chances of discriminating electromagnetic
cascades from hadronic ones, especially at lower energies where the distinction
is more difficult, and they allow the detection of more Cherenkov photons. This,
along with the improved impact parameter calculation due to the better reconstruc-
tion of the shower direction, causes the enhancement of the energy reconstruction
too.

Furthermore, a stereo trigger system can be implemented if using multiple tele-
scopes. The system stores only those events detected by several telescopes and
allow the rejection of other sources of background, like muons and the local night
sky background. A multi-telescope trigger will reject most muon events, because a
muon creates a ring image close to only one telescope. It improves the rejection of
hadronic induced events, since their Cherenkov light pool is non-uniform and the
arrival time spread of the photons is larger than for gamma-ray induced events. A
stereo trigger leads to a decrease of the trigger threshold of individual telescopes,
raising the collection of photons at lower energy. The energy threshold, like the

collection area, depends on the zenith angle of the observation (see Section 2.3.1).
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Figure 2.10: Illustration of the IACT technique in stereo

mode. A gamma ray triggers an electromagnetic cascade in

the Earth’s atmosphere, which generates Cherenkov radiation

in a pool on the ground. Telescopes within this light pool are

used to form an image of the shower, which allows reconstruc-

tion of the arrival direction of the incident primary photon.
Image from [26].

Other merits of a stereoscopic system are a reduction of dead time and an en-
hanced angular resolution thanks to the better reconstruction of the arrival direc-
tion.

2.3 Background sources for IACTs

Strong backgrounds reduce the sensitivity of the measurements of the Cherenkov
light produced in the EAS induced by 7-rays coming from a given source. The most
important sources of background for IACTs are:

Night Sky Background The Night Sky Background (NSB) is basically the visible
light coming from the diffuse scattered light from stars, clouds, moon light
or artificial sources. These photons can mimic low energy events, creating
accidental triggers easily suppressed in the analysis, but affecting the data
acquisition performance.

Hadrons Hadronic showers constitute the most prominent background of IACTs’
measurements. Hadrons arrive almost isotropically in the atmosphere, there-
fore the background contribution will come from everywhere. It can be highly

suppressed by an image analysis based on the image parameters because of
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the difference mentioned before between hadron and gamma induced show-
ers. The so-called 7y/hadron separation efficiency can be larger than 99%,
however, the hadronic background cannot be completely removed.

Muons They are produced within the shower and they emit Cherenkov photons
along their path through the atmosphere. However, muons are easily recog-
nized because they usually form ring-like images on the camera plane. Still,
Cherenkov light from single high altitude muons with high impact parameter
(>50 m) can simulate y-ray images of low energies and is often difficult to
reject. Stereoscopic observation and image analysis can strongly suppress the
muons contamination.

Cosmic e* Cosmic electrons and positrons with isotropic arrival direction are al-
most indistinguishable from gamma-ray primaries, as they also initiate EM
cascades, identical to those produce by <y-rays.

Diffuse y-rays This is another source of irreducible background composed by both
galactic and extragalactic diffuse 7-rays coming from unresolved sources. It is
very weak compared to the other sources of background, especially at VHE.

Electronic Noise Devices have an intrinsic electronic noise that cannot be elimi-
nated and has to be taken into account when analyzing the data. It is referred
as dark noise and it is present even when the camera is not illuminated. High
electronic noise levels in pixels may be able to trigger the telescope. To sup-
press this noise, electronic needs to be characterized through dedicated data

runs.

2.3.1 Large zenith angle observations

TCherenkov 4 s e
light

Cherenkov
light pool

Figure 2.11: Sketch showing the working principle of large

zenith angle observations: pointing to lower elevations the

Cherenkov light pool increases and so the accessible collection
area. Image from [27]

For observations at large zenith angles (6 > 45°) the EAS development changes,
as it increasingly takes place in the upper layers of the atmosphere, Figure 2.11.
The shower has to cover a larger path to cross the atmosphere and this means a
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larger attenuation, so the light pool on the ground will be larger, but the Cherenkov
photon density at the observation level will be lower. This has a direct impact on
the energy threshold and on the collection area, which then depend on the zenith
angle of the observation. The reduction of Cherenkov light causes an increase in the
energy threshold, with only higher energy showers triggering the telescopes due to
the worst analysis of the images and the loss of discrimination power between
hadronic and EM showers.

A positive effect that compensates the negative ones is the enlarged collection
area of the telescope, which brings a better sensitivity.

Specific studies on observations at very large zenith angles were performed by
the MAGIC Collaboration, see [28] and [29].

2.4 IACTs experiments

The first IACT to see significant signal (from the Crab nebula in '89) was Whip-
ple in Arizona. The second generation of Cherenkov telescopes (HEGRA [30],
CANGAROO and CAT) and the use of the stereoscopic technique improved the
instruments performance. The last decades brought the third generation of tele-
scopes, still operational, VERITAS [31] [32], HESS [33] and MAGIC [34] [35] (see
Chapter 5), with better energy and angular resolution, larger cameras and dish di-
ameters. A summary of the main parameters of the above experiments is shown
in Table 2.1. The Cherenkov Telescope Array will represent the next-generation of
VHE Cherenkov telescopes and will overcome a series of limitations affecting the
current experiments. Both CTA and MAGIC experiments will be described further
in the next Chapters of this work.

N tel. Alt. Ey,  FoV Ang. res. Sensitivity 50h Dish g Mirror area

[m] [TeV] [°] [°] [% Crab] [m] [m?]

Whipple 1 2300 03 26 0.1 15 10 75
HEGRA 5 2200 05 43 0.1 5 3.9 8.5
HESS. 4 1800 01 50 0.1 07 12 107
HESS.II 1 1800 0.02 3.2 0.3 0.7 28 614
MAGIC 2 2231 005 35 0.08 0.7 17 236
VERITAS 4 1268 0.08 35 0.1 0.7 12 110

TaBLE 2.1: Details of current IACTs experiments. Specifications of
the first and second generation of Cherenkov telescopes are also re-
ported to highlight the performance’s progress.
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Chapter 3

Cherenkov Telescope Array

As mentioned in the previous chapter, the Cherenkov Telescope Array is the
next-generation ground-based gamma-ray observatory. It will study the very high-
energy gamma-ray sky in the GeV-TeV regime making significant progress over the
existing Cherenkov observatories. [36] [37].

The aim of CTA is to improve the gamma-ray flux sensitivity by a factor of ten,
with respect to the existing IACTs, in the currently accessible energy domain and
to enlarge the detectable energy range to well below 100GeV and to more than
300 TeV [38].

For energies above 1TeV, CTA will be able to reconstruct the shower direction
to an angular resolution of better than 2 arcminutes and the field of view (FoV) will
be up to 10 deg, i.e. respectively a factor of 5 and over a factor of 2 better compared
to the current instruments.

At lower energies there will be overlap with the energy range of the satellite
instruments, and simultaneous observations with the Fermi Large Area Telescope
are possible. The Fermi all-sky catalogue provides many sources for CTA to target
and while Fermi observations complement CTA down to ~ 100 MeV energies, CTA
will have a sensitivity for short-timescale phenomena that is orders of magnitude
better than that of Fermi, as can be seen in Figure 3.1 where a comparison with the
current gamma-ray telescopes is shown.

To provide full-sky coverage, CTA will deploy more than 100 telescopes between
two sites, one in the northern and one in the southern hemisphere. To achieve
the requirements in energy range and sensitivity, three different telescope types
will operate together, each kind primarily covering a specific energy range: the
Large Size Telescope (LST), the Medium Size Telescope (MST) and the Small Size
Telescope (SST). A more detailed description of each telescope will follow in the
next paragraphs.

The large number of telescopes will allow to operate with separate sub-arrays
simultaneously with a sensitivity of current instruments or better. These can ei-
ther be pointed at one specific known source or perform a survey with a series of

pointings of a larger area of the sky. Furthermore, different pointing directions for
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Figure 3.1: a) Differential flux sensitivity of CTA at selected
energies as a function of observing time in comparison with
the Fermi LAT instrument. b) Differential sensitivities for CTA-
South and CTA-North as a function of energy compared with
the current instruments one.. It is defined as the minimum flux
needed to have five standard deviation detection of a point-
like source in five independent logarithmic bins per decade in
energy. The curves shown give only an indicative comparison
of the sensitivity of the various instruments, as the method of
calculation and the criteria applied are different. Images from
https://www.cta-observatory.org.

different sub-arrays or individual telescopes will be possible: this work in particu-
lar will study the divergent pointing mode (see Chapter 6). These observing modes
will provide a high degree of operational flexibility.

CTA’s southern site will be located near the existing Paranal Observatory in the
Atacama Desert in Chile, and will span the entire energy range of CTA, covering
gamma-ray energies from 20 GeV to 300 TeV. This site, focused mostly on galactic
physics, will host a larger array composed of 4 LSTs to ensure the low-energy reach
of CTA, 15 MSTs to cover CTA’s core energy range and 70 SSTs for the highest
energies.

The northern hemisphere site will be located on the island of La Palma, in the
Canary Islands, at the MAGIC site. The northern array will be more limited in size
and will focus on CTA’s low and mid-energy ranges from ~ 20GeV to 20 TeV. The
site will mainly concentrate on extragalactic physics and transient events and thus
will not host any SST, only 4 LSTs and 15 MSTs.

The proposed telescope array layout of the two sites, shown in Figure 3.2 with
the indication of the telescope positions on the ground, were defined through large
scale simulations in the past years [39]. Since the beginning of the project five
Monte Carlo productions have been generated and analyzed to define and op-
timize the telescope layouts, maximizing the performance while complying with
CTA requirements.

The first two large-scale productions (called prod1 and prod2) had the purpose
to help in selecting the best site location and to explore a wide range of different
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Figure 3.2: Schematics of the proposed baseline layouts of

the northern and southern hemisphere arrays from the the

so-called ‘Production 3b’. LSTs are indicated by open circles,

MSTs by filled squares and STSs by filled circles. Image from
[40]

layouts, from compact ones, focused on low energies, to very extended ones, fo-
cused on multi-TeV energies [41] [42]. The study performed on these productions,
together with other practical constraints, allowed to decide on the sites mentioned
above, showing that sites at a moderate altitude (~ 2000m a.s.l.) would give the
best overall performances.

The third large-scale production (prod3) was generated in order to find the best
telescope positions for the final layouts. The telescope design and camera type
available were also updated to a more realistic and detailed model thanks to the
input coming from the teams building the prototype telescopes in the meanwhile.
This third production was updated in 2017 (prod3b) with small changes mainly in
the telescope positions, especially for the La Palma site because of the restrictions
imposed by the local topography. All the simulations and analysis done in this
work are based on the prod3b layout configuration.

prod3b was followed by prod4, specifically done as support for the unification
process of the SST design (see Section 3.1.3), hence the simulation was performed
only for the Paranal site and didn’t contain the other two telescope types. A new
large MC production, namely prod5, with significantly improved MC model with
respect to prod3b, is now under processing. Its goal is to optimize the final layout for
both sites taking different constraints into account, and to deliver a more realistic
estimation of the CTA performance.

3.1 CTA telescopes

The optical system of a Cherenkov telescope is mostly characterized by its re-
flector with its light collection capability and by the detecting camera, located in the
focal plane, followed by the front-end electronics. To reach the large area needed to
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gather as many Cherenkov photons as possible, the reflecting surface is composed
by many mirrors of the same focal length. The use of tessellated mirrors permits
to reduce the costs. The shape of the reflector is usually parabolic, preferred to a
spherical one because it preserves the arrival time of Cherenkov photons emitted
at a certain altitude, thanks to its isochronous properties. This reduces the time
differences between photons reflected at different spots of the reflector, which also
means an integration of less NSB noise. The downside of a parabolic shape is the
higher construction cost of the single mirrors and the suffering of coma aberration,
which makes the image look extended if looking off-axis. The mirrors are aligned
by independent actuators to correct possible distortions of the telescope structure
and mirror panels. The telescope mirror support frame is altazimuthal and allows
to track a source in the sky moving in the azimuth and zenith directions. The
camera is a crucial element and is composed by a large number of photo-detectors,
which should be most sensitive in the same wavelength range where Cherenkov
light is produced. They convert the Cherenkov light into an electrical pulse, am-
plify it and transmit it to the readout system. The electronics for signal transmission
and triggering should provide a bandwidth compatible with the time duration of
Cherenkov pulses of a few nanoseconds.

As already mentioned, CTA will host different telescope designs and their tech-

nical implementation details are briefly reviewed in the following paragraphs.

3.1.1 Large Size Telescope

The Cherenkov light produced by gamma rays of several tens of GeV is ex-
tremely faint and a large mirror is required to collect enough photons.

LST, inspired on the existing MAGIC and H.E.S.S. II IACTs, is the largest tele-
scope in the CTA array with a 23 m diameter split parabolic mirror. It was designed
specifically to cover the low-energy range of CTA from a few tens of GeV up to
about a hundred GeV. It will also have a very good sensitivity up to several TeV,
which is, however, covered by the Medium Size Telescopes more efficiently. Given
the energy range, the major aims are transients, both galactic and extragalactic, pul-
sars and studies of the Extragalactic Background Light. In fact in the design of the
telescope the study of GRBs was one of the driving goals: despite a mass of ~ 100
tons, LST can repoint by 180° in less than 20 seconds, so as to detect GRB’s prompt
emission.

The proposed baseline option is an array of 4 LSTs for both CTA sites, placed
in a compact configuration with inter-telescope distances of about 150 m. The first
LST prototype (LST1), shown in Figure 3.3, was inaugurated in October 2018 and it
is currently under commissioning operations [43].

The telescope has an altitude-azimuth mount, supported by a tubular structure
made of reinforced carbon fiber and steel tubes, with a parabolic profile and a
focal length f = 28 m, which leads to a FoV of about 4.5°. In order to capture

fainter Cherenkov light, LST has a reflective surface of about 400 m? that focuses
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Figure 3.3: Picture of the first LST prototype in La Palma.

Optical Parameters

Reflector type 1-mirror, parabolic
Focal length 28m

Dish diameter 23m

t/D 1.2
Effective mirror area 370 m?
Pointing accuracy 14 arcsec

Camera Parameters

Camera dimensions (LxHxW) 28mx29mx1.15m
Weight < 2000kg

Number of pixels 1855

Pixel size 0.1°

Field of view 4.5°

Readout rate 7.5 kHz (required) 15 kHz (goal)

TABLE 3.1: Summary of the main LST parameters [43].

the light into a high-sensitivity camera composed by 265 Photo-Multiplier Tube
(PMT) modules, intended to work at very high event rates in order to trigger as
many events as possible. The LST’s main parameters are summarized in Table 3.1.

3.1.2 Middle Size Telescope

MSTs will improve the sensitivity in CTA’s core energy range 0.1-10 TeV down
to a few mCrab. 15 MSTs are foreseen in La Palma and 25 in Chile: they will pop-
ulate the central part of the layouts to improve the background rejection power by
increasing the event multiplicity. The improved cameras and the increased number
of MSTs with respect to the current arrays using similar telescopes, will indeed per-
mit to collect more photons and to improve the angular and energy resolution for
a better background rejection.

As the energy of the primary particle increases, the amount of Cherenkov light
emitted by EASs raises and large telescope reflecting areas are not needed any-
more, so MST optics is based on a modified Davies-Cotton (DC-MST) layout with
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Figure 3.4: DC-MST prototype equipped with FlashCam

in Berlin-Adlershof (left) and SC-MST prototype at the

Whipple Observatory in Arizona (right).  Figures from
https:/ /www.cta-observatory.org

a reflector diameter of 12 m, mirror focal length of 16 m and a PMT camera.

A novel dual-mirror Schwarzschild-Couder Telescope (SCT), that fully corrects
spherical and coma aberrations while providing a large FoV [44], was proposed
as an alternative design with a compact camera based on Silicon Photo-Multiplier
(SiPM) [45]. A prototype of both these designs, shown in Figure 3.4, was built and
tested.

These two configurations are very different from one another, not only regard-
ing the structure and optics design with the SCT having two mirrors, a primary of
9.7 m and a secondary of 5.4 m, but also for what concerns the camera [46]. For the
DC-MST two camera concepts have been developed and tested on the prototype in
Berlin, namely FlashCam [47] and NectarCam [48], equipped with 1764 and 1855
PMT-based pixels respectively. The SCT, instead, has a finer pixelization with 11328
SiPM, capable of recording the shower development with an excellent image reso-
lution and necessary to obtain the improved angular resolution achievable with the
dual-mirror design. The DC-MST is, as for now, the preferred design with still an
uncertainty on the camera type; a summary of its characteristics is visible in Table
3.2.

Both the proposed telescopes will be able to rotate to any point in the sky above
30° in elevation in < 90s. This makes them less suitable than LSTs to detect tran-
sients prompt emission, but because of their larger FoV, they are better suited to
perform a sky survey. Due to their multiplicity, MSTs are also the best candidates
to perform sky survey in the so-called "divergent mode". The analysis done in
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divergent mode is the center of this work and will be covered in Chapter 6.

FlashCam \ NectarCam
Optical design Modified Davies-Cotton
Dish diameter 11.5m
Effective mirror area 88 m?
Focal lenght 16m
Total weight 82t
Field of view 7.5° 7.7°
Number of pixels 1764 1855
Pixel size 0.17° 0.17°

TABLE 3.2: Summary of the main DC-MST parameters.

3.1.3 Small Size Telescope

The flux of y-ray photons at energies > 10 TeV is very small: most of the non-
thermal emission processes producing photons with such high energies are ex-
pected to produce fluxes falling rapidly with the energy, so the rate of VHE photons
will be extremely small. To significantly detect them one has to increase the col-
lection area, since VHE gamma-ray showers produce a large amount of Cherenkov
light over a large area . Therefore the SSTs will be located in the outer parts of the
array, in order to extend its effective area and to collect the maximum number of
VHE photons.

SSTs will be placed only in the southern observatory, focused on galactic physics
and interested in the highest y-ray energies. At these energies the hadronic back-
ground is less predominant because of the steepness of the hadronic spectrum, a
power-law with a 2.7 photon spectral index. The plan is to have 70 SSTs spread
over 4km?, with an inter-telescope distance ranging from 300 m for the inner ones
to more than 500 m for the outer ones in the array. With a field of view > 8° and an
angular resolution of a few arcminutes, the SSTs will provide the highest resolution
survey ever of the sky in this energy domain. This is crucial to understand the
extreme particle accelerators in the Universe, establish the nature of the sources of
galactic cosmic rays up to the knee and look for potential signals of new physics at
the highest energies.

Three different SST implementations, shown in Figure 3.5, have been prototyped
and tested: two dual-mirror designs, SST-2M ASTRI [49], with a prototype in Sicily,
Italy, and SST-2M GCT [50], with a prototype in Meudon, France, and a single-
mirror design, SST-1IM [51], with a prototype built in Krakow, Poland.

All SST cameras are based on detectors utilizing Silicon photomultipliers tech-
nology, which, unlike photomultipliers, can operate during high levels of moon-
light.

Currently, CTA is undergoing a harmonization process with the goal to con-
verge on a single SST design for the production phase. Having only one SST type
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(a) SST-2M ASTRI (b) SST-2M GCT

(c) SST-1M

Figure 3.5: Prototypes for the three SST proposed designs [36].

SST-1M SST-2M GCT SST-2M ASTRI

Optical design Davies-Cotton | Schwarzschild-Couder | Schwarzschild-Couder
Primary reflector diameter 4m 4m 43m
Secondary reflector diameter - 2m 1.8m
Effective mirror area 6.47 m? 7m? 6.5m?
Focal length 5.6m 23m 22m
Total weight 8.6t 8.1t 25t

Field of view 8.9° 9.6° 9.6°
Number of camera pixels 1296 2048 2368

Pixel angular size 0.24° 0.2° 0.19°
Photodetector type SiPM SiPM SiPM

TABLE 3.3: Summary of the main parameters of SSTs prototypes.

is important due to the large number of units to be built, operated and maintained
during the lifetime of the array. To converge on the choice of the best SST proposal,
a dedicated MC production (prod4) was performed: all the three designs were sim-
ulated, together with mixed configurations between ASTRI and GCT structures and
cameras. In late 2019, the CTA Observtory (CTAO) decided that the CTA-SST de-
sign should be based on the ASTRI-CHEC design !. The Compact High Energy
Camera (CHEC) is the camera initially designed for the SST-2M GCT model.

A comparison of the different characteristics between the prototypes can be seen

in Table 3.3, where their main parameters are summarized.

3.2 Scientific goals of CTA

CTAO will be the first open observatory in VHE gamma-ray astronomy: a sig-
nificant fraction of the available observation time will be dedicated to external sci-
entists proposals and the data will be released as public after a proprietary period
of one year [52]. The core program for CTAO proposed by the Consortium will be
mostly dedicated to several Key Science Projects (KSP): Galactic Centre, Extragalac-
tic Survey, Star Forming Systems, Galactic Plane Survey, Transients, Active Galactic
Nuclei, Large Magellanic Cloud Survey, Cosmic Ray PeVatrons, Clusters of Galax-
ies. Together with the Dark Matter Program, they will enhance our knowledge of

https:/ /www.cta-observatory.org /small-sized-telescope-harmonization-process-and-status /
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the high-energy Universe and provide some insight into the open questions of as-
trophysics, theoretical physics and particle physics. To address these themes CTA
will exploit synergies with currently and forthcoming instruments seeking GW and
astrophysical neutrino detection as well as with other photon observatories. Details
on each KSP can be found in the document "Science with the Cherenkov Telescope
Array" [53]. The science goals of CTA can be grouped in three themes:

Understanding the Origin and Role of Relativistic Cosmic Particles

As addressed in Chapter 1, in astrophysical systems like supernova explo-
sions, galaxy clusters or active galactic nuclei, highly energetic particles play
a major role. However, how cosmic rays can be accelerated to the highest
energies and their impact in stars and galaxy evolution has still not been ex-
plained. CRs are believed to be an important regulator in the star formation
process, through the ionization of the ISM material which affects the molec-
ular cloud structure and star formation. With CTA’s high improvement in
spatial, temporal and spectral resolution, it will be possible to better under-
stand CRs acceleration sites and the mechanisms involved (see [54] for a first
quantitatively evaluation of CTA’s capabilities in observing the accelerator
RX J1713.7-3946, a young SNR). There is direct evidence that protons are ac-
celerated in SNRs [55]: with CTA’s Galactic and Extragalactic surveys other
particle acceleration sites could be identified. Known TeV-emitting sources,
such as Pulsar Wind Nebulae, gamma-ray binaries, massive stellar clusters,
starburst and active galaxies will be observed in detail and CTA data will
have a big impact in understanding these systems. CTA should also have the
capability to search for the so far unidentified sources emitting particles at the
PeV energies (PeVatrons) [56].

Probing Extreme Environments

Extreme environments like neutron stars and black holes are usually asso-
ciated with the emission of VHE particles. Supermassive black holes in the
center of active galaxies and stellar mass black holes produce collimated jets
of relativistic particles when accreting surrounding material. The physical
processes involved in the production of these jets are still an open question,
so as the region of the black holes responsible for particle acceleration. The
jets are believed to be sources of Ultra-High-Energy Cosmic Rays and CTA,
together with observations in other wavelengths, will play a key role provid-
ing access to the inner regions of the jets and to their composition at VHE
[57]. A source of high interest is the AGN Sgr A* at the center of our Galaxy.
It is extremely difficult to distinguish its emission, probably coincident with
a TeV source, from the diffuse emission around the Galactic Center, because
of the insufficient angular resolution of the current instruments. This will
be possible thanks to CTA’s improved angular resolution. CTA will map the
central region in high detail and with unprecedented sensitivity.
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Exploring Frontiers in Physics
CTA will also try to address open questions in fundamental physics, such as
the nature of dark matter. There are several observational evidences requiring
that the Universe is dominated by the so-called cold non-baryonic dark mat-
ter. Among the favorite candidates are Weakly Interacting Massive Particles
(WIMPs), which comprise non-baryonic particles with masses mostly in the
range ~ 10GeV - 10TeV. According to the theoretical prediction, the anni-
hilation of such particles should release secondary particles included gamma
rays. The extended energy range and high sensitivity of CTA compared to

existing IACTs, will increase the chances of detecting WIMPs annihilation.

CTA will search for axion-like particles (ALPs) too, and study a possible
Lorentz Invariance Violation induced by quantum gravity effects on space-
time. Axions are a candidate for cold dark matter and are expected to convert
into gamma rays. This coupling would result in an unexpected increase of
the photons flux at TeV energies from sources at high redshift, that would be
detectable by CTA.

In the next paragraphs I will address the topics relevant for this work and that
I have been working on during my thesis: Extragalactic surveys and Gravitational
Waves follow-up, as part of the Transient KSP. GRBs are one of the main targets of
the Transient KSP and are related to this thesis, they will be discussed in Chapter
5.

3.2.1 KSP: Extragalactic survey

Surveys are a systematic and unbiased approach to observe the Universe. Ob-
serving the sky in an unbiased way, allows the discovery of unknown sources and
provides legacy data-sets, particularly important for the relative new domain of
VHE gamma-ray astrophysics. For these reasons surveys are pursued by all major
facilities and also for CTA one of the main operations will be the completion of
both a Galactic Plane Survey and an Extragalactic Survey. The latter consists of a
blind survey of a quarter of the total sky, with three main objectives [58]:

1. Create an unbiased VHE extragalactic source catalogue with an integral sen-
sitivity limit of 6 mCrab above 125GeV.

2. Provide a high-resolution map of the extragalactic sky at gamma-ray energies
between 50 GeV and 10 TeV.

3. Search for unknown and serendipitous VHE phenomena over a large portion
of the sky. The area covered by the Extragalactic Survey will also connect to

the Galactic Plane Survey so that all Galactic latitudes are covered.

The northern CTA site, which is more centered on the middle-low energy range,
will be well suited to perform an Extragalactic Sky Survey: it will detect distant
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VHE sources, which are significantly affected by gamma-ray absorption due to the
EBL especially at the highest energies.

However, both sites are required to access the whole extragalactic sky. Due to
the larger number of MSTs and the presence of the SSTs, the southern array sensi-
tivity above 100 GeV will be better than the northern array (from MC estimations,
see Figure 3.1). In order to compensate for this difference in sensitivity the northern
site needs an exposure time approximately two times longer and thus the idea is to
use both CTA sites for the Extragalactic Survey. It will allow to complete the survey
to the required sensitivity (6 mCrab) within three years.

Such a survey has never been done by Cherenkov telescopes, because of the low
observation duty cycle (night time and moonlight constraints) and limited field of
view. However, thanks to an increased sensitivity to point-like sources and larger
FoV compared to the current generation of IACTs, a VHE CTA survey would im-
prove over the existing ones performed by other experiments like the Milagro and
Tibet air shower arrays [59], or the High Altitude Water Cherenkov (HAWC) [60]
below 10TeV. At energies above this value, EAS array like HAWC or LHAASO
(Large High Altitude Air Shower Observatory) will have a higher sensitivity for
point-like sources [61] [62].

To cover the survey’s area, the array has to perform a huge number of pointings
and their duration is a crucial point in the achievement of the wanted survey depth
(minimum source flux detectable) in the total sky. The biggest restrain comes from
IACTs limited duty cycle and many studies have been carried out to determine the
time needed for different science cases. To reach the target of 6 mCrab for point-like
sources over the 25% of the sky, it is estimated that CTA will need to allocate 1000
hours [53].

These surveys can be performed in various observation modes, in particular, the
large number of high-performance IACTs allows for using non-parallel modes (each
telescope, or a sub-array pointing to a different part of the sky) with an enlarged
FoV.

The proper adaptation of such a mode for a specific telescope array is chal-
lenging. The optimization of the pointing strategy, taking into account numerous
characteristics of an array, e.g. distance between telescopes, field of view, energy
threshold etc., can significantly reduce the observation time needed to achieve a
given sensitivity. A proposed observation mode is the divergent pointing [63],
which could bring benefits to both the Galactic and Extragalactic surveys due to
the immediate increase of the total FoV. The larger field of view would increase
the possibility of a serendipitous detection of a transient source within the observ-
ing area while the array is performing the survey (the possible detection of a GRB
is 2-4 times higher in comparison to the parallel pointing [58]). It is however ex-
pected a worsening in sensitivity with the divergent modality [64]. Yet, if the source
is bright enough even a worse sensitivity would be enough to detect it, allowing
then a possible repointing of the array for a deeper observation. The study of the
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performances of the northern array in divergent mode are discussed in Chapter 6.

3.2.2 Gravitational Waves follow-up

As anticipated in Section 1.3, Gravitational Waves are detected by interferome-
ters. When an event is observed, a low-latency alert is sent to the other observa-
tories via the Gamma-ray Coordinates Network (GCN), so that follow-up observa-
tions can be pursued. The GCN is the main system used to distribute information
on transient alerts to the transient community. The information can be divided in
GCN Notices, which contain the sky positions of the source detected usable by the
observatories interested in performing a follow-up, and GCN Circulars, reporting
about the results of the follow-up observations.

The sky localization of the GW event is done via triangulation. In the case of two
detectors the result is an annulus in the sky if only the timing information is used.
To restrict the localization to only some part of the annulus other informations,
like the consistency of the signal amplitude, can be used. With more than three
detectors, the timing information is sufficient to have a good estimation of the event
localization, even if there is a significant difference in sensitivity between them,
which leads to different accuracies in calculating the position. The sky localization
of GW events detected during O1 and O2 runs of LIGO-VIRGO is shown in Figure
3.6
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Figure 3.6: Sky probability map of all the GW events detected

in O1 and O2. Top: location shared via GCN. Bottom: refined

sky location after offline analysis, which identified three more
events [65].
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CTA will receive, as the currently EM observatories, the localization as a sky
probability density map and will perform electromagnetic follow-up at VHE of the
GW events, which means searching for EM emission inside the sky area provided
by these maps. EM emission is expected from the systems generating the gravita-
tional wave, so follow-ups are important because they could give complementary
information about the source generating the signal.

The problem of follow-up for IACTs, given their limited FoV, is the enormous
localization area provided by the GW probability skymaps, which can be as large as
thousands of square degrees (deg?): the worst sky localization between the eleven
GW events shown in Figure 3.6 is the one of GW170823 with 1666 square degrees
(TABLE III in [66]). CTA North, with the MSTs having the biggest FoV, can reach
at most 50deg?, thus a strategy on the pointing pattern and the time spent per
each pointing which would maximize the probability of detection is needed. More
information about the GW follow-up with CTA can be found in [67].

With respect to other instruments, CTA will be favored in case of follow-up of
GW alerts, due to its telescope multiplicity and larger field of view. Another ad-
vantage could come by performing the follow-up observations in divergent mode.
The gain in field of view would allow to cover a bigger area of the localization
map, reducing the number of pointings needed. Even if the sensitivity is expected
to drop, after a detection alert of the on-site analysis the array could be repointed
and the observation would be performed in parallel mode with better performance.
The work pursued in this thesis will not examine the estimation of the benefit of the
divergent pointing with respect to the standard pointing in the specific case of GW
follow-up, which needs further analyses. It will however serve as starting point for
the necessary analysis that have to be done based on the currently available tools.
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Chapter 4

Derivation of CTA Performance

The estimation of CTA performances is a long process, requiring massive MC
production for the simulation of the shower, a software capable of simulating the
telescope data taking and an analysis pipeline, whose output is the set of the so
called Instrument Response Functions (IRFs). The IRFs describe the response of the
array and strongly depend on the observing conditions and user-defined analysis
parameters, which might be optimized for different science cases. They describe the
reconstructed photon arrival direction (ﬁ’ ), energy (E’) and time (') with respect to
the true quantities, 7, E and t respectively [68]. Given a gamma-ray intensity of
I(p,E',t), the expected event rate as a function of the reconstructed parameters is:

e(p, E 1) = /R(ﬁ/, E'¢|f,E,t)dFdEdt x I(F,E, 1) 4.1)

where R(;;’, E',¥'|p,E,t) describes the response of the instrument to a specific
observation by associating the reconstructed quantities to their true value. It is
generally factorized in effective collection area, point-spread function and energy
dispersion:

R(p',E,¥'|B,E, t) = Auss(P,E,t) x PSE(p'|F, E,t) X Eaisp(E'|p, E, ) (4.2)

where

/PSP(;?/W, E,f)dp =1, / Egisy(E'|PE, ) = 1 4.3)

The background rates as a function of energy and position within the field of
view is included in addition to the IRFs. The estimate of these quantities together
with the sensitivity are the ultimate goal of the study of divergent simulations, in
order to establish its performance with respect to the standard pointing mode.

In order to pursue the key science projects described in Chapter 3, certain stan-
dard, namely CTA requirements, must be fulfilled by all components of the obser-
vatory and they have to be considered in the calculation of the IRFs.
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CTA’s IRFs within different context are publicly available !, for the latest results
see Section 4.4.

4.1 CTA data level

It is relevant to this work to introduce a description of how data are handled in
CTA, more specifically the data processing level definitions and the flow in between.
The data processing levels indicate the progression of the data along the processing
chain; their definition is important to ensure that each telescope adopts the same
processing chain, so that compatibility between them and the pipeline framework
software is guaranteed [69].

RO (raw low-level) Raw waveform data. The content and format of the data is

internal to each device.

R1 (raw common) Waveform data with calibration applied. The calibration is unique
to each camera (camera-wise) and is needed to achieve a common data format
between all telescopes. This and the previous level will exist only at electronic
level and will not be saved.

DLO (raw archived) Data received from the data acquisition software and intended
to be stored in the CTA data center. Here data volume reduction may be
performed on-site to meet storage requirements. These data are the first input
for the analysis pipeline.

DL1 (calibrated) Processed DLO data, calculated telescope-wise. The calibrated
image charge and its characterization through the Hillas parametrization fall
in this data level. This level is handled by the offline data processing pipeline,
of which ctapipe [70] is a prototype. Details about this process are described
in Section 4.3.1.

DL2 (reconstructed) At this stage the information is shower-wise and the one from
individual telescope is not relevant anymore. DL1 products are used to re-
construct shower parameters including energy, direction, and source particle.
This process is performed by the offline pipelines too, and for this work the
prototype pipeline protopipe [71], based on the ctapipe library, was used.
Further information about protopipe can be found in Section 4.3.2.

DL3 (reduced) List of selected events (eg. gamma rays, electrons or protons) with
their set of reconstruction and discrimination parameters. Also associated IRF
and any technical data needed to interpret them are given. Some quality cuts
may be applied, according to the science goal which is being investigated.

RFs: https:/ /www.cta-observatory.org/science/ cta-performance /

44



DL4 (science) Higher-level science data products like spectra, sky-maps and lightcurves,
enabling the analysis of astrophysical sources. They are derived from the CTA
tools designed to support science data analysis. Two prototype have been de-
veloped: Gammapy [72] and ctools [73].

DL5 (high-level) From DL4 data legacy datasets, such as the CTA survey sky maps

or the CTA source catalogue, are generated.

The quantity of data that the telescopes on the arrays will produce is expected
to be of many hundred petabytes per years. Thus a package of software products
to support this big flow of data is needed and each of them would be responsible
for some data level [74]:

e ACADA: The Array Control and Data Acquisition System is the software su-
pervising and controlling the telescopes of the array. The system will manage
the data acquisition and compression of the raw data, as well as the genera-
tion of automatic science alerts. The ACADA also provides the user interface
for the site operators.

e DPPS: The Data Processing and Preservation System will process the ob-

served raw data into low-level science data products.

e SUSS: The Science User Support System will give access to the high-level data
products and to the Science Analysis Tools needed to analyze them.

4.2 CTA simulation tools

Monte Carlo simulations are an essential tool for the design and optimization of
Cherenkov telescopes. They are also required to interpret any VHE data beyond a
detection, so simulations are very important for operation and scientific exploitation
too. Unlike other experiments where the direct observation of y-rays allows a
straightforward calibration in test beams, the IACT analysis needs to rely on MC
simulations to emulate the development of EASs in the atmosphere and the IACTs
response. Starting with the energy, direction and nature of the primary particle, the
cascade is simulated taking into account interactions and decays of the generated
secondary particles, along with their corresponding Cherenkov emitted photons.
Then they are traced in the telescope optics and the response of the camera pixels
is also simulated, reproducing the camera electronics and readout systems. The
simulated data are then used for gamma-hadron separation analysis, direction and
energy reconstruction and performance studies. The final results of this process are
the IRFs introduced at the beginning of the Chapter.

4.2.1 CORSIKA

The air-shower simulation is based on the COsmic Ray SImulations for KAscade
(CORSIKA) code, widely used in the astroparticle physics community and publicly
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available [75]. It is a Monte Carlo program to study the evolution and properties
of EAS in the atmosphere initiated by photons, protons or any light nuclei up to
iron. It was fundamental to learn how to use it in order to produce the simulations
for the divergent pointing mode. Different interaction models can be implemented,
in particular for this work the CORSIKA version used is the 6.990 (same one used
for production prod3b); it uses the EGS4 code for electromagnetic shower genera-
tion and QGSJET-II and URQMD for respectively high (>80GeV) and low-energy
hadronic shower generation. In the later CTA’s production CORSIKA was updated
to version 7.6400, including the hadronic models QGSJET-1I-04, SIBYLL, and EPOS.

The treatment of hadronic interactions is very complex and diverse models ex-
ist that may be activated optionally with varying precision of the simulation and
consumption of CPU time. For an exhaustive description of the models and the
possible customization of the physical parameters, please refer to CORSIKA docu-
mentation 2.

A mandatory extension for IACT simulations is the IACT option, needed to
treat the Cherenkov radiation and to add more functionalities related to Cherenkov
telescopes. The IACT package also allows to configure many physical parameters
affecting the showers development and observed Cherenkov photons, like the ob-
servation altitude or tabulated atmospheric profiles, that include the density, the
atmospheric thickness, and the effective refraction index as a function of altitude.
To simulate a given array, the telescope positions on the ground should be provided
as (xj,Y;,z;) coordinates with respect to observation level, and, in order to consider-
ably decrease the CORSIKA output size, only photons hitting a sphere surrounding
a telescope position are stored. A huge number of showers needs to be generated
to properly estimate the CTA performance, and their computation requires a large
amount of CPU time. To reduce the computing resources required, each shower is
re-used at different random impact points on the ground with respect to the nom-
inal shower core over a ground area with a radius defined by the option CSCAT.
Generally for a performance study gamma, protons and electron are simulated.
For point-like simulations the point of origin is fixed in the center of the field of
view, however the protons and electrons are simulated in a diffuse manner. This
way their point of origin is uniformly distributed across the field of view. This can
be done by specifying a cone around the source position within which the diffuse
particles can come (parameter VIEWCONE).

The large volume of simulations, dominated by those of proton-induced show-
ers needed for background estimations, has motivated the use of the CTA comput-
ing GRID for the massive production of showers and detector simulations. In Table
4.1 an overview of the parameters and number of events used for production prod3b

are reported.

2The latest CORSIKA User’s Guide can be found at https:/ /www.iap.kit.edu/corsika/70.php
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gamma (on-axis) proton electron
ERANGE [TeV] 0.003 =+ 330 0.004 = 600 | 0.003 + 330
NSHOW 2-107 2-10° 1-107
VIEWCONE [deg] 0 10 10
OBSLEV [m] 2147 2147 2147
CSCAT [cm] 10 1400E2 20 1900E2 | 20 1900E2
CWAVLG [nm] 240 + 700 240 + 700 | 240 =700

TaBLE 4.1: Typical parameters describing the MC air shower simu-
lations for the La Palma site at 20 deg Zenith angle. In particular
here are reported: the energy range ERANGE, the number of show-
ers NSHOW, the cone around the primary direction from which the
particles come VIEWCONE (useful for simulation of extended or dif-
fuse emission), the observation level 0BSLEV, the number of times a
shower is re-used together with the maximum scattering of the core
location along the X and Y direction in cm CSCAT, the lower and up-
per limit of the wavelength band for Cherenkov production CWAVLG.

4.2.2 Sim_telarray

In the second step of the CTA MC production, the atmospheric impact on the
Cherenkov light transport as well as the details of the detector response is simulated
with the sim_telarray software, mainly developed by K. Bernlohr for the High En-
ergy Gamma Ray Astronomy (HEGRA) experiment and later on adapted and used
by the H.E.S.S. experiment [76]. The software is highly flexible, each telescope is
configurable independently and consequently, reflector and camera layout, readout
and triggering schemes can be specified just by setting different configuration files.

Starting from the CORSIKA output, containing the arriving Cherenkov photons,
sim_telarray simulates the transport through the atmosphere and the tracing of
the Cherenkov light in the telescope up to its detection in the camera as well as
the response of the camera electronics. The output of sim_telarray is the digitized
pulse shape of the PMTs along with their calibration parameters such as pedestals
or photoelectron conversion factors. It is as similar as possible to the real raw
data format of an IACT, so that it can be directly analyzed from the latter format
or converted into the specific formats of other Cherenkov telescope data analysis
packages.

Regarding the divergent pointing work done in this thesis, the principal issue
was understanding how to change the input cards of sim_telarray, since the point-
ing direction of each telescope had to be modified according to the pointing pattern,
while the default pointing is unique and applied to all telescopes (see Section 6.2).

4.3 CTA analysis pipeline

The final CTA analysis pipeline, that will be used to derive the IRFs, will process
both simulated data and real data recorded by the arrays to produce high-level data.
At the moment it is still under development, therefore other non-CTA software,
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ROOT and C++ based adapted for CTA analysis, are used to study the performance:
the MAGIC Analysis and Reconstruction Software (MARS) [77], main software anal-
ysis used by the MAGIC Collaboration, and EventDisplay used by the VERITAS
Collaboration [78]. Their analysis is also used as cross-check to validate the results
obtained with the pipeline in development.

As for now, the only real data available are the one from the LST prototype,
the only telescope constructed in CTA north site. Therefore, the shown CTA per-
formances are derived from MC simulations done at different Zenith and Azimuth
angles. For each simulation different IRFs are produced at varying observation
time, typically 50 hours, 5 hours, or 30 minutes.

The goal is to abandon these software packages for the next big MC production
and for the analysis of the real data, and to replace them by a unique pipeline.
The proposed concept is to use the pipeline called protopipe, which will exploit
the library of other frameworks: ctapipe for the reconstruction of the events and
pyirf [79] for the calculation of the performance.

So far IACT data are usually stored in ROOT files, readable only by proprietary
software. CTA will be an open observatory, so the data and software have to be
accessible to the astronomy community. For this reason the use of a common data
format (FITS) for CTA data was chosen, that will allow joint analysis with other
astronomical data sets. Moreover the analysis tools are mainly python-based, a
programming language now very popular in data science, due to its extensive li-
brary of statistical and numerical open-source packages.

Currently, the merger of the work-flow in one pipeline is not completed and
the three pipelines are still under development and tested independently, especially
regarding protopipe, used for the data analysis in this work. As for now protopipe
supplies a complete chain from DLO0 to DL3 data.

In the following I will go through the description of the ctapipe framework,
highlighting its major components and methods to perform an event reconstruction.
I will then explain the whole protopipe chain and its spin-off pyirf.

4.3.1 ctapipe

To process and combine in a standardized approach the waveform data coming
from each CTA telescope, the pipeline ctapipe is being developed by the members
of the CTA Consortium [70]. It is intended to be a core library to be used later
on in a full pipeline. The ctapipe framework is mainly written in Python, taking
advantage of widely used open-source packages, such as NumPy [80], SciPy [81],
Astropy [82], Pandas [83] and Matplotlib [84] to cite the most important and so
avoiding the re-implementation of already existing methods.

Its development is being done via GitHub, an open-source system used mainly
in software development for collaborative projects. This system allows an easy and
simple interaction between the code contributors for the discussion of bugs and
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improvement of the code. It also provides a documentation page where tutorials
and examples are placed and can be freely used by other users.

ctapipe is still in evolution and the methods and classes defined in it can rapidly
change or evolve. What I present in the following is referred to version 0.7.0 [85]
on which protopipe v. 0.3.0 [71] is based.

Data Containers

In ctapipe, containers are used to store the data coming from the telescopes,
independently of the camera type. The data are stored in a hierarchical structure
(see Figure 4.1) that recalls the data processing level defined before in Section 4.1.
This allows an easy reading and filling of the correct data level during the data

processing.

ctapipe.containers.ArrayEventContainer:
index.*: event indexing information
r0.*: Raw Data
rl.*: Rl Calibrated Data
dl0.*: DLO Data Volume Reduced Data
dll.*: DL1 Calibrated image
dl2.*: Reconstructed Shower Information
simulation.*: Simulated Event Information
trigger.*: central trigger information
count: number of events processed
pointing.*: Array and telescope pointing positions
calibration.*: Container for calibration coefficients for the
current event
mon.*: container for event-wise monitoring data (MON)

EE A

Figure 4.1: Print result of an event, showing the content of the
top-level container ArrayEventContainer and his hierarchical
structure.

In case of MC data, classes for the simulated event exist, like SimulatedShower

Container where the main information relative to the shower are stored.

EventSource

The class EventSource from the module ctapipe.io is used to read the tele-
scope simulation files and it generates ArrayEvents when iterated over. Since the
data format for camera prototyping was not unique, ctapipe had to be capable
of reading them all. Thus a new EventSource can be created for each type of
event file read. The data reading has been simplified thanks to the helper function
ctapipe.io.event_source, see code snippet 4.1. Given an input URL, it automat-
ically detects the type of file and, if it is compatible with the ones that ctapipe
can read, returns the corresponding class. In case of sim_telarray files, class

SimTelEventSource is called.
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from ctapipe.io import event_source
filename = "example_file.simtel.gz"
allowed_tels = {1,2,3}

max_events = 100

source = event_source(input_url=filename, allowed_tels=allowed_tels, max_events=max_events)

LisTiNG 4.1: Simplified example on how the simtel files are read.
The argument allowed_tels can be used if only certain telescopes
(identified by a number ID) are wanted in the analysis, instead of the
whole array (default option). max_event can be used to read only a
number of events from the specified file. This option is usually used
when tests are performed and it is not needed to read the whole file.
In protopipe these arguments are passed through a configuration
file defined by the user.

Raw data processing

The RO data loaded contain the raw waveforms for each pixel in ADC counts.
Each pixel has a low (LG) and a high gain (HG), with the latter the default one. To
transform the signal from the RO level to the R1 one, low-level corrections such as
pedestal subtraction, timing and flatfield corrections are applied. This is done per
each gain channel and time slice.

Successively when passing to DLO data, gain selection is performed and cali-
bration coefficients are applied to obtain photoelectrons from ADC counts. Here a
data volume reduction is also performed, with the requirement that only ~ 3% of
the pixels are kept, due to the large amount of data that CTA array will acquire.
The algorithms that will be used to discard the noisy pixel and keep the ones with
signal are still under discussion.

At this point the waveform is integrated over time, obtaining one final image
with the number of photoelectrons per pixel along with the peak time after trig-
ger in that pixel. The location of the peak is used as an estimator for the mean
arrival time of the Cherenkov photons. The integration to extract the charge is by
default done using class NeighborPeakWindowSum. In protopipe, based on a MARS
analysis, the TwoPassWindowSum is applied instead. This is the DL1 level image, see
Figure (a) of 4.2.

The passage from data level RO to DL1 (RO — R1 — DLO — DL1) can be simply
done using the class CameraCalibrator, which automatically runs the three calibra-
tion and trace-integration phases of the pipeline with the specified configuration
and fills the 71, dI0 and dI1 containers of the event. If particular configurations are
not specified, the default ones are used. If specific analysis have to be performed,
the classes R1Calibrator, DLOReducer and DL1Calibrator can be used separately
to obtain the same result.

Treating simulated events, the assumption that all telescopes are well cross-
calibrated is done. In case of real observations the calibration of the data is a
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crucial passage that has to be done carefully to compensate environmental effects
like temperature and humidity.

Image Cleaning

Before the full event reconstruction the DL1 image has to be cleaned, since the
pixels still contain noise due to the background light and only those containing sig-
nal from the Cherenkov photons are of interest for the analysis. A double thresh-
old algorithm is used: first pixels with photoelectron (phe) content above a certain
threshold are selected as core pixels, and than neighboring pixels to the core ones
above a second, lower threshold are also selected. This is the so-called tail-cut clean-
ing. The output of the cleaning algorithm is an array of boolean values where the
pixels passing the cleaning are marked with True and the others are marked with
False. The pixels surviving the cleaning can then be used to extract the geometrical
properties of the air shower.

An example of applied image cleaning to an event seen by an MST equpped
with NectarCam can be seen in Figure 4.2.
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Figure 4.2: Example of a DL1 image before (a) and after (c) the
cleaning. The pixels surviving the tail-cut cleaning are high-
lighted in red (b).

Shower Reconstruction

The pixels selected by the cleaning step can now be used to calculate the Hillas
parameters which describe the shape of the Cherenkov emission (see Section 2.2.1).
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The resulting shower image of a gamma is parametrized as an ellipse and its mo-
ments are calculated using the charge of each pixel as a weight (Figure 4.3). This is
computed using the function hillas_parameters (block code 4.2).

from ctapipe.image.hillas import hillas_parameters

camera = event.inst.subarray.tel[tel_id ].camera
image_biggest, mask_reco = self.cleaner_reco.clean_image(pmt_signal, camera)

camera_biggest = camera[mask_reco]
image_biggest = image_biggest[mask_reco]

moments_reco = hillas_parameters(camera_biggest, image_biggest)

L1sTING 4.2: Code snippet to show the application of the cleaning to

the image and its parametrization. image_biggest is the cleaned

image and camera_biggest the associated geometry. They are

filtered with the mask used for the cleaning to speed up the
computation.

The leakage parameter, amount of signal deposited in the border pixels of the
camera, and the number of islands (group of isolated pixels) after the cleaning are
also calculated.

NectarCam

Figure 4.3: Zoom on the pixels that will survive the cleaning
and will be parametrized as an ellipse.

At this point the stereo reconstruction can be performed for each event in order
to find the primary particle incoming direction, the impact point of the shower
on the ground and the height of the shower maximum lateral distribution /4.
This is executed by the class HillasReconstructor implemented in the module
ctapipe.reco, which contains all the functions and classes needed to reconstruct

the physical shower parameters. In a simple stereoscopic reconstruction the images
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of each telescope are projected into a common camera coordinate system, and the
intersection between each pair of major ellipse axes is calculated and averaged to
define the point of origin on the sky. In ctapipe instead two points on the major axis
in the camera are selected for every triggered telescope. One is the center of gravity,
that by definition has to lie on the ellipse’s major axis, the other one is selected at an
arbitrary distance from the c.0.g. along this axis. These two points, defined in the
camera frame, are transformed to a common coordinate frame relative to the local
horizon (sky frame, the pointing direction of the telescopes are known). Thus they
will be defined by altitude and azimuth coordinates. Together with the position of
the relative telescope on the ground, a plane in the 3D space passing through them
can be defined and the intersection between the planes gives the direction of the
recorded shower.

In case of N telescopes used in the reconstruction, N(N — 1) intersections will be
considered and the direction of the recorded shower is estimated by the weighted
average intersection.The planes are first intersected pair-wise with the angle be-
tween each pair as weight. Successively the final reconstructed direction is obtained
from the average of all the found pair-wise directions taking into account the weight
of each plane and the angle between them.

From this method the h,,,;, is estimated too. As mentioned in Section 2.1.1,
huax represents the moment where the amount of produced particles by the EM
shower is maximum and it corresponds to the ellipse’s c.0.g. From the horizontal
frame, c.0.g coordinates are transformed to cartesian ones, and again together with
the telescope position a line passing through them can be defined. hy,y is then
calculated as the closest point to a common intersection between all considered
lines (Figure 4.4).

/>

Figure 4.4: Closest mutual point to intersecting line method.

The impact point is estimated in a similar way by intersecting the major ellipse
lines of each telescope and finding the closest mutual point. In case of simulations
in divergent mode the method had to be adapted, see Section 6.3.

All the transformations and coordinate frames in ctapipe rely on astropy and
the same convention are applied.

At the end of this pipeline the results are saved to disk in HDF5 format [86],
which provides hierarchical binary storage with built-in compression capabilities.
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Next step is the energy estimation and the classification of the particles. At
the time of starting this work the class EnergyRegressor and EventClassifier (no
longer present in the most up to date release v. 0.10.1 of ctapipe [87]) were just
in testing, thus the choice to start using and developing the quite new pipeline

protopipe, which had implemented both these estimations.

4.3.2 Protopipe

As already mentioned, protopipe is a pipeline prototype for CTA based on the
ctapipe library. It has been first developed in the department of astrophysics at
CEA-Saclay /IRFU and in late 2019 was open for development by other members of
the CTA consortium. All the CTA public package is hosted on GitHub. The code is
not stable and still under development. At the moment of writing the last release is
tagged 0.3.0 [71] : a major update will be released soon, bringing important changes
and improvement to the building of the models used for the energy reconstruction
and classification, which I will describe. The pipeline is optimized for point-source
analysis.

The list below gives an overview of the steps performed by the whole pipeline
and the work-flow is illustrated in Figure 4.5:

1. Energy estimator: a table with gamma-ray image information is produced
and used to extrapolate a model for the particle energy.

2. Gamma/hadron classifier: tables for both gamma rays and hadrons with im-
age information are produced and used to build a gamma/hadron classifier.

3. DL2 production: production of tables for gamma rays, hadrons and electrons
with event information after the implementation of the models obtained in

the previous steps.

4. Performance estimation: optimization of the cuts and computation of the
IRFs with consequential estimation of the energy.

download_and_merge.sh
DL — EIO0Y R ]
estimator 9 R

performance.yaml

upload_models.sh

10%/

50% y+40% p + 100% e

DL2 —_
DLO download_and_merge.sh

upload_models.sh
40% y + 60%&
ik _— Classificator classifier.yaml

Figure 4.5: Scheme of protopipe work-flow.
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DL1 data

The event processing to obtain tables with images information (DL1 data), fol-
lows what described in the previous section. The two main classes used are the
EventPreparer class, which loops on the events to provide event and image pa-
rameters, and the ImageCleaner, which cleans the images according to different
options. The algorithms and settings of this part of the pipeline were designed to
mimic the CTA-MARS pipeline, with which a comparison is on-going to validate
the results. Thus for the calibration process the class ctapipe.image.extractors.
TwoPassWindowSum is used to extract the charge and pulse times, while the image
cleaning is performed using as default the class ctapipe.image.cleaning.
mars_cleaning_1st_pass, eventually changeable by the user. The MARS cleaning
selects pixels that pass a three-threshold tail-cuts procedure, so the pixels that will
be retained are:

e pixels that have a signal higher than the core threshold,

e pixels that are neighbors of a core pixel having a signal higher than the bound-
ary threshold,

e pixels that are neighbors to a neighbor core pixel having a signal higher than
the boundary threshold.

The default quality cut on the image selection are set as follows (settings are
user-dependent):

e at least 50 phe,
e image’s center of gravity within 80% of camera radius,
o ellipticity between 0.1 and 0.6,

e at least 3 surviving pixels.

Then the parametrization is done by ctapipe.image.hillas.hillas_parameters,
while the direction reconstruction uses ctapipe.reco.HillasReconstructor with

a minimum number of 2 surviving images per event.

Model training

Supervised learning algorithms [88], like Random Forests (RF, [89]) and Boosted
Decision Tree (BDT,[90]), have been implemented during the last decade to deter-
mine the shower parameters from its image [91] [92]. These methods are used to
estimate a target variable, called label, of an unlabeled event from a set of proper-
ties, features. A model can be created through a training process of a set of labeled

events, like MC events, together with their features. The performance of the model
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Source zample

Figure 4.6: Scheme of a Random Forest operation: n random
subsamples are selected from an original sample; for each sub-
sample, a decision tree is constructed based on a random set
of m features; results from all trees are gathered and averaged.

are evaluated with the help of a test set of labeled events, that has to be indepen-
dent from the training set. The model can then be used to predict unknown labels
in a new set of data not known to the algorithm.

In this case the label is the type of particle, gamma or hadron, or the energy of
the incoming particle. In the former the algorithm is called classification, while in the
latter is called regression. Normally Hillas parameters and other derived variables
are used as features. The model parameters have to be optimized in order to reach
the best performance, and even a small variance between training and test data can
lead to significant different results.

With protopipe it is possible to build estimation models for both particle energy
and gamma/hadron classification using a BDT regressor and a RF classifier both
implemented in the module sklearn.ensemble of the scikit-learn package [93].
These methods are based on the creation of decision trees: tree-structured elements
consisting of a series of splits using classification parameters (Figure 4.6). Trees
start with a root node and then grow with repeating splits and nodes down to the
final nodes, called leaves. A set of nodes and splits resulting in a leaf is called a
branch. An event is classified according to the class label of the leaf at the end of
the tree branch in which it ends up.

In case of the gamma/hadron classifier, the class RandomForestClassifier is
used and parameters showing statistical differences in the shower development be-
tween gamma-ray and hadron induced showers are exploited as features: the sec-
ond moments of the images, width and length, as well as the higher order skewness
(measure of the asymmetry) and kurtosis (measure of the tailedness) are included,
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together with the stereoscopic parameters height of the shower maximum and the
reconstructed energy. The energy is important since the distribution of the discrim-
inant parameters varies a lot with the energy of the particles. The inputs needed in
the starting sample are a MC dataset of simulated gamma-ray events and a set of
only hadronic events.

In the random forest the starting sample for each decision tree is bootstrapped
from the original training dataset. Bootstrapping is a type of resampling where n
samples are randomly selected with replacement from the original dataset contain-
ing n events: it allows to create new sets from a single original sample. The idea
is that if you sample over and over again, your data should approximate the true
population data. The method is commonly implemented when the statistic of the
training dataset is limited and it would be difficult to divide it into as many inde-
pendent sub-samples. The result of the RF is the average of the individual results
of the decision trees and it will represent the probability that the event belongs to
the class of gammas or the class of hadrons. The result covers the range from 0 to
1 (Figure 4.7): with a value of 0 the model estimates that the event is very likely an
hadron one, while with a value of 1 is a signal event.

Some of the main parameters to adjust when using the RF method are n_estima
tors and max_features. The former is the number of trees in the forest. The larger
the better, but also the longer to compute. In addition experience shows that the
results will not significantly improve beyond a critical number of trees. The latter
is the size of the random subsets of features to consider when splitting a node. In
protopipe, max_features is set as the square root of the number of total features,
while the number of trees is set at 200. The settings used are based on the ones in
CTA-MARS analysis and are not yet optimized especially for non-parallel pointing.
In case of parallel simulations a first optimization will follow from the comparison
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Figure 4.7: Example of the RF outcome for the MSTs, where
the created model is applied to the testing set.
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Figure 4.8: Example of the BDT outcome for the MSTs, where
the fit in different energy ranges is shown.

against CTA-MARS.

For the regressor, instead, a decision tree is boosted using the AdaBoost.R2
algorithm [94]. Simple features have been used to feed the regressor to estimate
the energy, e.g. the charge, the width and the length of the images, the impact
parameter and the height of the shower maximum. The method is similar to the RE,
but with the main difference that the decision tree is built using the whole starting
dataset and all the features of interest, which are not randomly chosen. Moreover
the trees are not built in parallel, but in series: in the following trees the weights of
the features are adjusted according to the error of the previous prediction. The core
principle of AdaBoost is to fit the sequence of trees and at the end the predictions
from all of them are combined through a simple majority decision to produce the
final prediction (Figure 4.8).

Another approach for energy reconstruction commonly used by IACT is the use
of look-up tables (LUT) [95], as done in MAGIC analysis. The implementation of
this method is planned in the future release of the pipeline.

In protopipe features and other values to build both the models are passed
through configuration files.

DL2 data and performance estimation

At this point the created models can be applied to the data to analyze and
DL2 tables labeled with shower information such as the direction, the energy and
the score/gammaness are created. The script used to generate them is similar
to the one used for the DL1 reconstruction, and the same parameter values for
the image selection are kept. In this step electron simulations are analyzed too.
They will be added to the background together with protons to introduce some
contamination. The tables are then merged into a unique one, that is used as input
for the performance estimation.
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The module protopipe.perf contains the tools needed to handle the determina-
tion of the best-cutoffs to separate gammas and background (protons + electrons),
produce the IRFs and estimate the sensitivity with the help of Gammapy [96]. One
contribution I did to the code together with Gaia Verna is the implementation of
the functionality of pyirf to perform these operations, and accordingly changing
protopipe variable notation. A new script that produces a DL3 file was introduced
and a jupyter notebook is used to read this file and plot the performances. In
the script the possibility of using the bootstrap method to evaluate the errors was
added. In this case the number of bootstrap is defined in the configuration file
performance.yaml and the average value together with its standard deviation are
used as final value for the IRFs. These additions are not part of the master reposi-
tory on GitHub cited for the analysis, but will be included in the next stable release
of protopipe. The old scripts based on Gammapy functionality will be discarded.
Thus all the final steps of the analysis were performed on a personal git branch.

In this thesis, the total MC data sample is split randomly following the same
scheme adopted for the testing of the parallel simulation:

e training energy: 10% gammas
e training classification: 40% gammas, 60% protons

e data for analysis: 50% gammas, 40% protons, 100% electrons

4.3.3 pyirf

As mentioned above, pyirf [79] aims to provide functions to calculate IRFs and
sensitivity for IACTs. The package is a prototype and a spin-off of the analog sub-
process of the pipeline protopipe. It is still under development and changes to the
source code, hosted on GitHub, are expected. Most functions need DL2 event lists
as input and the main information needed in the DL2 tables with the appropriate
units are:

o true_energy (TeV): True energy of the simulated shower

e reco_energy (TeV): Reconstructed energy of the simulated shower
e reco_alt (deg): Reconstructed altitude of shower origin

e reco_az (deg): Reconstructed Azimuth of shower origin

e pointing_alt (deg): Altitude of the FoV center

e pointing_az (deg): Azimuth of the FoV center

e true_alt (deg): True altitude of the shower origin

o true_az (deg): True Azimuth of the shower origin
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e multiplicity: Number of telescopes used in the reconstruction
e gh_score: Gamma/hadron classification output

e weight: Event weight

Currently, pyirf allows calculation of the usual factorization of the IRFs men-
tioned at the beginning of this Chapter. Their implementation follows the definition

given in the data formats for gamma-ray astronomy documentation >:

Effective Area It is a measure of the collection area of the telescope and is com-
puted as a function of the true energy. It describes the efficiency of the instru-
ment to detect y-rays. The events which are considered are the ones passing
the threshold of the best cutoff plus the angular cuts. The effective area in-
creases with the energy and reaches a plateau at the highest energies.

Energy Dispersion It is defined as the ratio between the reconstructed energy Er
and the true energy Er. It is represented by the width and the average of the
distribution of the energy dispersion matrix. The events considered are the
ones passing the threshold of the best cutoff plus the angular cuts.

Point Spread Function The PSF describes the probability of measuring a gamma
ray of a given true energy and true position at a reconstructed position. So it
describes the response of the detector to a point source. It is derived from MC
simulation, but it can be also estimated from the observation of point sources,
like AGNSs.

Background rate The background rate is calculated as the number of background-
like events per second, reconstructed energy and solid angle. The current
version is computed in radially symmetric bins in the FoV.

The computation of point-source flux sensitivity and functions to calculate event
weights, that are needed to translate a set of simulations to a physical flux for calcu-
lating sensitivity and expected event counts, are also implemented. Flux sensitivity
is defined as the smallest flux an IACT can detect with a certain significance, usu-
ally 50 according to the Li&Ma likelihood ratio test [97], in a specified amount of
time.

4.4 prod3b results

CTA IRFs and high-level analysis software are public and usable by any user,
even outside the CTA collaboration. IRFs were performed for both the North and
South site and the full arrays shown in Figure 3.2 are considered. The analysis were
evaluated for a point-like gamma-ray source located at the center of the FoV of each

3https:/ / gamma-astro-data-formats.readthedocs.io/en/v0.2/
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camera and with nominal telescope pointing. For each site the IRFs available are
for 20°, 40°, 60° Zenith angle, for 0° and 180° Azimuth angle (pointing direction
towards North and South respectively). The optimal cuts depend on the duration
of the observation, therefore the IRFs are provided for three different observation
times: 30 min, 5 hours and 50 hours. The plots presented in Figure 4.9 are the ones
available at the CTA official site.
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Figure 4.9: Results from the prod3b for both the North (left
column) and South site (right column) [40].
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Chapter 5

GRBs analysis with the MAGIC tele-
scopes

While working in the Analysis and Simulation Working Group of CTA to derive
the best pointing mode for GRB transients, I joined the transient working group of
the MAGIC Collaboration to study these phenomena with current IACTs. Indeed,
the group task is the analysis of transients, unpredictable astrophysical events ex-
hibiting short-time scale variability.

This chapter is then structured as follows: in Section 5.1 a brief introduction to
the MAGIC telescopes is given. The data analysis chain based on the proprietary
software MARS is also described. Section 5.2 introduces the GRB phenomenon. In
the last Section 5.3 the results of the analysis I performed of some GRBs observed
by MAGIC is shown.

5.1 The MAGIC telescopes

The Major Atmospheric Gamma ray Imaging Cerenkov telescopes are located
at the Roque de los Muchachos Observatory on the Canary island of La Palma,
the same site where the CTA Northern array is being built (Figure 5.1). The first
telescope MAGIC I was built after the HEGRA experiment dismantling and is op-
erative since late 2003. The telescope was designed to have the largest reflector
(17m diameter) at that time, in order to achieve a lower energy threshold of below
50GeV and to close the gap between space and ground-based gamma-ray obser-
vations, a primary goal for the MAGIC collaboration. Another goal was to catch
transient events, such as Gamma-Ray Bursts, thus the light weight design for a fast
repointing. In 2009 a twin telescope, MAGIC I, started to be operative.

5.1.1 Hardware and systems

The telescopes have an alt-azimuth mount, with a parabolic dish of 17 m diam-
eter, their total weight is about 60 tons. The parabolic shape, as mentioned before,
preserves the arrival time of Cherenkov photons allowing to minimize the time
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Figure 5.1: The two MAGIC telescopes. Image taken from
https:/ /magic.mpp.mpg.de

spread of the Cherenkov light reflected into the camera and reducing the time win-
dow to extract the signal and thus a smaller noise integration. This brings to a
better signal to noise ratio.

The mirrors had originally a ~ 85% reflectivity and, depending on their location
in the dish, have a slightly different curvature to match the parabolic profile. An
Active Mirror Control (AMC) hardware and software allows mirror adjustments as
a function of the zenith angle of the observation, to compensate distortions of the
telescope structure. The optical Point Spread Function (PSF) of the instrument can
be checked by images of bright stars projected on a dedicated lid in the center of
the camera.

The cameras of both MAGIC telescopes have 1.5m diameter and a FoV of ~
3.5°. Each camera is equipped with 1039 PMTs grouped into clusters of 7 to form
a modular unit [34]. The cameras status can be checked and controlled for each
telescope through the Camera Control softwares, CaCol and CaCo2, which interact
with the central control program of the telescope.

Most of the components and subsystems of the telescopes can be operated via
this central control software named SuperArehucas (SA). The program, written in
LabView, provides a graphical user interface for the operators and automatizes
most of the complex tasks during observations, see Figure 5.2.

The weather phenomena can heavily affect the performance and accuracy of
the telescopes, thus during data taking the atmospheric conditions are monitored
with a Light Detection And Ranging (LIDAR) system. This instrument measures
the transmission profile of the atmosphere by recording the back-scattered light of
a laser shooting in the direction of the observation [99]. A Pyrometer that measures
the intensity of infrared radiation in the FoV of the telescopes is also used. It gives
an indication of the cloudiness of the sky. Additional information like temperature,
humidity and wind speed are collected by other small instruments. All weather
informations are gathered in the weather station monitor that provides feedback
during the data taking.

The MAGIC telescopes can operate both in "mono" (only one telescope operates)
or in stereo mode. The event recording is regulated by a standard trigger system:
a digital coincidence trigger logic, where each pixel in a N next-neighbor group
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Figure 5.2: SuperArehucas graphical user interface. On the left

is well visible the information regarding the camera, while on

the right side all other subsystem details are reported. Figure
from [98]

has to pass a certain signal threshold simultaneously [100] [101]. In stereo mode
also the coincidence of both telescopes is required. The trigger system has multiple
levels with defined conditions that have to be fulfilled by the event in order to be
registered:

1. LO trigger, first level where an individual threshold to each pixel is applied;

2. L1 trigger, next-neighbors to the selected pixels are defined. The number of
neighbors N can change, generally 2, 3 or 4 are the most common choice;

3. L3 trigger, called also stereo trigger, where, in case of stereo observations, a
coincidence windows for the time difference between the light flashes hitting
both telescopes has to be taken into account.

A second analog trigger is also available, called Sum Trigger-II [102], which al-
lows to trigger fainter events.

In case of a triggered event, the readout system sends the sampled signals to
the Data Acquisition system (DAQ) [103]. The events are then saved in binary files
and stored on disk.

5.1.2 Data taking

As mentioned, the night conditions during observations can influence the data
taking and so the final performance of the telescopes. Several safety limits for op-
erations regarding the weather and the hardware are implemented. Outside these
limits the telescopes can not operate, in order to avoid damages to the telescopes

components. The main ones are:
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e Humidity has to be less than 90%;

e wind gusts < 40 km/h and mean wind speed < 50 km/h;

e No rain;

e average PMT current < 30uA and individual PMT current < 47uA;
e mean humidity inside camera < 60%;

e Zenith angle > 1.5°.

MAGIC can also observe in moon conditions, stopping operations only on full
moon nights. Particular filters and settings are used in this case to preserve the
hardware components. In a year, MAGIC duty cycle is ~ 18%, if no lost time
due to bad weather or technical time is considered. Moon observations allow to
expand the duty cycle up to 40%, even if with a higher energy threshold due to the
increased NSB.

Generally the MAGIC telescopes observe in the so-called wobble mode [104]. In
this mode the observed source is not pointed directly, but two to four opposite
positions with a certain offset from the source are tracked alternately for 20 minutes
or less each (Figure 5.3). The advantage is that the "OFF observations", used to
evaluate the background, are taken simultaneously with the "ON data". It saves
observation time and ensures that OFF data are taken under the same conditions as
the ON one. For point-like sources an offset of 0.4° is used, but it can change based
on the nature of the source.

A second observation mode is the "ON mode". In this case the telescopes point
directly to the source, whose position lies right in the camera center. However, ad-
ditional OFF observations have to be performed under similar Azimuth and Zenith
conditions. Usually this modality is used to take OFF data that will be useful for
the following data analysis.

Figure 5.3: Wobble observation pattern in the case of 1 OFF
region (left) and 3 OFF regions (right). The black circle repre-
sents the center of the camera. Image from [27].
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5.1.3 Data analysis chain

Data taken by the MAGIC telescopes are analyzed with the Magic Analysis and
Reconstruction Software (MARS) [77], written in C++ on top of RO0OT. MARS is a full
chain providing all procedures and methods needed to complete a whole analysis,
from the reading of raw data to the high level analysis products.

To start an analysis the input data generally needed are: observed data, data
collected during the observation in which the gamma-ray signal is thought to be
present; OFF data, no signal is present here and they will be used to estimate the
background; MC data, for the estimation of the instrument response.

The shower simulations are done with a customized version of the software
CORSIKA, already described in the previous Chapter, while the telescope response is
simulated with two software packages called reflector and camera. The MC files are
updated in case of changes in the hardware configuration or performance of the
telescopes, like for example loss of mirror reflectivity due to dust.

The analysis chain, summarized in Figure 5.4, can be divided in several executa-
bles:

1. merp, converts the data into ROOT format,

2. sorcerer, performs the calibration,

3. star, for the image cleaning and parametrization,

4. superstar, for the calculation of the stereo parameters,

5. coach, for energy reconstruction and gamma-hadron separation training,

6. melibea, for the gamma-hadron separation and the estimation of the event

energy and stereo direction,

7. odie, flute, caspar, generate final products like detection plots, energy spec-

tra and skymaps respectively.

All the programs configurations and settings needed for the analysis are passed
through input cards, that can be modified according to the science case require-
ments. I will not enter in the detail of the analysis done by each program, that can
be furthered in [77]. However, the concept and many of the techniques used are
similar to the ones in the data analysis for CTA described in the previous Chapter.

In standard conditions, the analysis is performed from superstar data, that can
be retrieved by the MAGIC data center located at the Port d'Informacié Cientifica
(PIC) in Barcelona. The previous steps are automatically performed by the OnSite
Analysis (OSA) system. However, in the case of analysis in moon or other partic-
ular conditions, or if hardware problems happened during the observations, the
analyzer can start from a lower level stage. This can happen especially in GRBs

analysis.
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Figure 5.4: Scheme of MAGIC analysis chain. Figure from [27].

In case of a GRB alert, MAGIC has an automatic telescopes repointing procedure
during which the DAQ is not stopped. The first subrun of the observation is then
classified under the name of the source that was tracked before. This subrun needs

to be treated separately, and the analyzers have to start from the calibration data.

5.2 Gamma-Ray Bursts

In the following I will give a general description of the Gamma-Ray Burst (GRB)
phenomenon, briefly introduced in Section 1.2.4.

5.2.1 Historical overview

GRBs are the most luminous events in the known universe. They manifest as
flashes of hard X and soft  radiation, lasting from a few milliseconds up to hun-
dreds of seconds. The first GRB was discovered by accident by the Vela satellite
mission in 1967 [105], and in the following two decades satellite missions and sev-
eral theoretical models tried to unfold the nature of GRBs.
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A first break through came with the Burst and Transient Source Explorer (BATSE)
instrument, launched in 1991 as one of the four main instruments onboard the
Compton Gamma-Ray Observatory (CGRO). During its nine years mission, BATSE
detected an avarage of one GRB per day, discovering that their distribution is
isotropic, i.e., they are evenly distributed in the sky as shown in Figure 5.5 [106].
This provided the first hint for GRBs cosmological origin, disfavoring them as galac-
tic sources.

BATSE Gamma-Ray Bursts

Figure 5.5: The isotropic distribution of the GRBs ob-
served by BATSE during its mission. Image from
https:/ /asd.gsfc.nasa.gov/

Until then only the prompt phase (gamma-rays emission) of GRBs was known,
and no counterparts at any other wavelength could be associated.

Studies on the distribution of the prompt emission duration suggested the sep-
aration of the GRBs in two classes (Figure 5.6) [107]: short (Tog < 2s) and long (Tgo >
25s) GRBs, where Tyg denotes the time interval in which the detector collects from
5% to 95% of the total fluence.

This changed with the second milestone: the discovery by the BeppoSAX satel-
lite, launched in 1996, of the afterglow phase, the X-ray counterpart of the GRB. The
afterglow of GRB970228 was detected after almost 8 hours by the Narrow Field
Instrument BeppoSAX X-ray detectors, improving its positioning accuracy up to
~ 4arcmin [109]. 21 hours later an optical afterglow of GRB970228 was observed
too [110]. Many other afterglow detections followed together with follow-up ob-
servations in optical, radio and infrared wavelenghts. These observations led to
the localization of the host galaxy and to the measurement of the GRBs redshift,
confirming their extragalactic origin. Knowing their distances, the intrinsic power
released could be calculated too (~ 10°%ergs—1).

The interest in GRB’s physics grew through the years and several X-ray and
gamma-ray instruments were lunched, such as the INTErnational Gamma-Ray As-
trophysics Laboratory (INTEGRAL) in 2002, the Neil Gehrels Swift Observatory
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Figure 5.6: Tog duration distribution of the GRBs presented in
the third catalog of BATSE [108].

(Swift) in 2004, the Astro-Rivelatore Gamma a Immagini Leggero (AGILE) in 2007,
and the Fermi Gamma-ray Space Telescope (Fermi) in 2008. For ground-based ob-
servatories like MAGIC, H.E.S.S, VERITAS and CTA such instruments are needed

to give the trigger for transient events.

5.2.2 Prompt emission

The prompt emission is the first phase of a GRB and its duration is defined by
the Top parameter. As said, this parameter separates the GRBs in two populations,
short and long, with the short ones showing harder spectra than the long ones.
This means that the ratio between high energy and low energy photon counts is
larger for short GRBs. GRBs temporal properties are irregular: each light curve
is different from one another and no coherent behavior can be found. However
the short variability times that can be observed in the light curves suggest that
the emission region has to be very compact. This raised the so-called compactness
problem in 1975, a first argument for the outflows of GRBs to be relativistic [111].

GRBs non-thermal spectrum is usually fitted with the Band function [112], two
power-law functions smoothly connected at a break energy:

(tooer)" exp(— ;) (

E < (& —
N(E) = («—PB)Eq1a—p E _\B
[ T00keV ] exp(ﬁ_“)(m) E> (a—B)Eo

(5.1)

where N(E)dE is the number of photons in the energy bin dE, while the un-
known parameters are the low-energy (x) and high-energy (p) spectral slopes, Ey
the break energy and A the normalization factor. The Band function, however,
comes from empirical considerations and not all GRBs’ spectra can be fitted with
it. Several studies during the years have proved that additional components can
contribute to the prompt emission spectrum [113]. A smoothly broken power-law
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function, a cutoff power-law function or a simple power-law function in case of
high energy data can be added to better fit the spectra.

The energy power spectrum (vF,, where F, is the flux density spectrum) is usu-
ally represented as E?N(E). The typical spectral energy distribution (SED) is a
peaked function with E,.; = (2 + a)Eo.

The Fireball model

Different models tried to describe the main properties of GRBs emission. Nowa-
days the commonly accepted is the Fireball model, first presented by Paczynski and
Goodman in 1986 [114]. The model came from the compactness problem: the typi-
cal GRB released energy of the order of ~ 10° erg and its short time variability of
~ 10ms, imply that the emission region has to be very compact. However, a high
density of energetic photons in a small region suggests a high opacity to gamma
rays; the majority of the photons should be absorbed by pair production processes.
Yet, they are detected and the observed spectrum of GRB is non-thermal, which
means the source must be optically thin. This can be explained if photons are emit-
ted by a source moving with relativistic velocities towards the observer. With a
relativistic expansion the energy of the photons at the source is lower, reducing the
number of available photon-pairs that can pair-produce. In this case a lower limit
on the required Lorentz factor for an optically thin fireball can be found and is set
at T > 10'%/(4+20) > 100, where « is the photon’s index of the observed gamma
rays. For a more detailed explanation and the calculation required, please refer to
[115] and [11].

According to the model, a central engine, a compact object like a black hole or
a millisecond magnetar, emits a fireball of electrons, positrons and gamma rays,
plus possible baryons. The engine might be produced either by the merging of
two compact objects or by the collapse of a massive star. The fireball expands and
undergoes an acceleration phase. As it moves outwards, it cools with the inter-
nal energy of the photons adiabatically transformed into bulk kinetic energy of the
outflow [116]. This is the phase were the prompt emission is produced. However
a pure radiation fireball cannot generate the observed non-thermal prompt emis-
sion spectra. If a small amount of baryons is present, the fireball’s energy will be
transferred to the kinetic energy of baryons [117]. The interaction of baryons with
the surrounding medium results in relativistic shocks generating high-energy par-
ticles and magnetic fields, allowing the energy to be radiated through synchrotron
and/or inverse Compton processes producing non-thermal spectra. This is based
on the assumption that the dissipation process is done by shocks generated by the
outflow. Two types of shocks are possible: internal and external shock.

The internal shocks are within the moving ejecta, while the external ones occur
when the ejecta is decelerated interacting with the interstellar medium (ISM). The

internal shock model easily accounts for the high temporal variability of the prompt
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emission and its non-thermal spectrum. The external shock, instead, explains the
multi-wavelenght afterglow radiation.

This scenario allows to explain most of the properties observed in the prompt
and afterglow emission. Moreover it is independent from the nature of the central

engine originating the fireball.

5.2.3 Afterglow

As mentioned above internal shocks convert part of the kinetic energy of the
tireball into radiation producing the prompt gamma-ray emission. After, the fire-
ball starts to decelerate and the generated external shocks propagate into two direc-
tions: into the external medium (forward shock) and into the outflow itself (reverse
shock) [117]. The reverse shock generates the prompt optical emission, while the
forward shocks weeps up and accelerates the ISM producing the afterglow emis-
sion. The afterglow is observed up to days/months after the prompt emission as a
long fading multi-wavelength emission in the X-ray, optical and radio bands. From
the optical information of the afterglow the redshift can be determined and so the
burst distance. The radiative mechanism responsible for the afterglow emission is
assumed to be the synchrotron emission.

5.2.4 Progenitors

Studying the GRBs observational features and their host galaxies, hypothesis on
the nature of GRB progenitors can be done. A hint about the different nature of the
progenitors for short and long bursts came from the duration distribution of the
GRB prompt emission. The existence of two populations of GRBs was suggested
by the bimodal distribution of their Tog (Figure 5.6).

The fast variability seen in GRB light curves suggests that the progenitors are
compact objects. Moreover the central engine should be able to release a great
amount of energy and generates a collimated outflow accelerating it to relativistic
velocities. Different models were developed to explain the different types of GRBs,
the main two categories being massive stars and binary systems of compact objects.

The connection between long GRBs and the death of massive stars came empir-
ically from observations that linked GRBs to supernova Ic type [118] [119]. Super-
novae Ic are believed to be produced by the collapse of Wolf-Rayet stars which lose
their hydrogen and helium envelopes prior to the explosion. Moreover resolved
host galaxies of long GRBs are typically star forming galaxies.

Most of the short GRBs have instead host galaxies with little star formation, or
their position is at edges of the hosts [120]. These observations suggest that the
short GRBs progenitor is related to the merger of compact objects, such as a system
composed of a neutron star and a black hole (NS-BH) or a neutron star binary (NS-
NS). This was confirmed by the detection of the gravitational wave event GW170817,
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possibly associated to the merger of two NS, and the independent detection in the
same sky region of the short GRB170817A [16] (see Figure 5.7).
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Figure 5.7: Multi-messenger detection of GW170817 and

GRB170817A. In the top 3 panels the light curves of the GRB

seen from Fermi/GBM and INTEGRAL. In the bottom panel
the time-frequency map of GW170817 [16].

5.2.5 HE and VHE emission

High-energy emission from GRB has been firstly detected in a few cases with
the EGRET instrument. Before, the highest energy of the detected photons was
less than 100 MeV. Indeed usually GRBs emission is detected in the keV-MeV en-
ergy band. A significant event was GRB940217, which triggered both BATSE and
EGRET. This GRB showed a high energy emission significantly long (~ 5400s), dur-
ing which 28 gamma rays were observed, with a 18 GeV photon detected by EGRET
~ 4500s after the trigger. As can be seen in Figure 5.8, 18 photons were detected
when the low-energy emission was already over. This event was an important hint
to the long and delayed GeV emission with respect to the low-energy one and set
also the ground for the possible presence of additional spectral components to ex-
plain the HE emission. A second burst, always detected by BATSE and EGRET,
that showed clearly that the high-energy component had different features with
respect to the low-energy one, was GRB941017 [121]. The Band model is not suffi-
cient to describe the low and high-energy spectra together anymore. An additional
component or a cutoff are needed.
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the range 25-150 keV in black. The horizontal green line is the
time when EGRET was occulted by the Earth [122].

The launch of more advanced satellites like Fermi with the Large Area Telescope
(LAT) and Gamma-ray Burst Monitor (GBM) on board, opened new possibilities
in the study of HE GRB emission. Two LAT catalogs [123] [124] were released
covering more than 10 years of data taking. The GRBs analysis confirmed that the
high-energy emission recorded by LAT above > 100 MeV starts significantly later
with respect to the low emission observed with GBM and lasts longer.

These observations led to the suggestion that the external forward shock is re-
sponsible for the high-energy emission via synchrotron process during the early
afterglow. The forward shock high-energy emission explains the luminosity ob-
served during the late afterglow phase [125] [126].

Until 2019, no detection of GRBs at VHE from a IACT was performed. On Jan-
uary 2019 the MAGIC telescopes, triggered by an alert from Swift-BAT, reported
a significance > 200 for GRB190114C in 20 minutes of observation and at an en-
ergy greater that 300 GeV [127]. Always in 2019, the H.E.S.S. collaboration an-
nounced other two detections: GRB180720B detected with a significance of 5¢ and
GRB190829A with a > 50 confidence level. Both observations started long after the
trigger, 10 hours for GRB180720B [128] and 4 hours for GRB190829A [129].

5.3 GRBs analysis

As member of the transient working group of MAGIC, I performed several GRB
analyses. In the following the results for GRB140430A, GRB190106B, GRB191004A
and GRB200125B are shown. The only one with redshift measurement is GRB140430A.
Its redshift could be determined to be 1.6 thanks to the Very Large Telescope (VLT)
observations. No VHE signal was detected from any of the these GRBs. For each
GRB the following plots are shown:

e 02 plot obtained from odie. The blue points are the ON data while the OFF
ones correspond to the grey filled histogram. A label is also shown in the plot
with the information on the observation time, the total ON, OFF and excess
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events and the value of the significance calculated according to the Li&Ma
formula [97].

o test statistic (TS) skymap obtained from caspar specifying the coordinates of
the GRB.

e TS value distribution plot, showing the data compatible with background
emission in a red line (null hypothesis distribution) and the distribution from

the taken data in white circles as markers.

e significance plot, divided in 4 subplots showing the evolution in time of the
significance, the excess events number, the background events number and

the signal to noise ratio.

The plots are obtained applying to the ON data low energy cuts on several pa-
rameters, especially on size and hadronness, for signal search. Currently three sets
of standard cuts are used in three energy ranges: Low Energy (LE), High Energy
(HE) and Full Range (FR). The LE cuts are the looser ones. Applying different cuts
results in a slightly different final sensitivity.

For comparison the 62 plot and the skymap for an observation of the Crab
nebula are also shown where the red points are the ON data (Figure 5.9).
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Figure 5.9: a) Example of a 62 plot and b) a skymap for Crab
nebula data.
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Figure 5.11: 62 plot, significance evolution in time and TS
skymap for GRB190106B. GRB190106B was triggered by Fermi-

GBM at 20:47:10.
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Figure 5.12: 62 plot, significance evolution in time and TS
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triggered by Swift-BAT at 18:07:02 UT.
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triggered by Fermi-GBM at 20:43:31 UT.
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Chapter 6

Divergent Mode Sensitivity

In order to optimize a new pointing mode, simulations and analysis must be
done to prove the benefits. The work to investigate the CTA northern site per-
formance in the case of divergent observing mode is presented in this Chapter.
The values and parameters required to perform such Monte Carlo simulations and
analysis, together with the programs used, will be illustrated. Part of the work
illustrated here was already published in [130].

6.1 Introduction

As introduced in Section 3.2, the divergent pointing has been considered by the
CTAO for tasks as survey or GW follow-up as an alternative observation mode to
the nominal one, referred to as “parallel mode”, where all telescopes point to the
same position in the sky. Due to the large number of telescopes with respect to
the existing experiments, CTA will be the first IACT array able to use the divergent
mode.

The performance of an array of telescopes operating in sky-survey mode de-
pends upon the field of view of the system and the time of observation needed to
achieve a given signal significance level, i.e. its sensitivity. In the standard pointing
scheme, sky surveys are performed with telescopes pointed into the same direction
of the sky. However, in such a case the FoV of the system is highly limited by the
FoVs of the individual telescopes.

The overall FoV of a telescope array can be significantly enlarged by slightly
deviating the pointing direction of each telescope according to its position in the
array. This is the idea on which the divergent mode is based: telescopes are inclined
into the outward direction by an angle increasing with the telescope distance from
the array center (see Figure 6.1).

The performances of the array can vary a lot according to the pointing pattern.
Thus, the pointing directions should be chosen in order to maximize the size of the
field of view while maintaining a certain average telescope multiplicity (number of
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telescopes looking at the same part of the sky), crucial parameter for the quality of
the shower reconstruction.

The chosen telescope pointings will

affect the angular resolution, the energy

resolution and the sensitivity, that have
N\ /1\ }\ /1\ . . .
L to be studied in order to decide on the
optimal divergent mode configuration.
b) The requirements that have to be ful-
N A 7 filled are driven by the science case.
\/ /S /L NN\ \

: N Other patterns with a mix of paral-
M lel and divergent pointing may be con-
sidered: groups of telescopes, such as
Figure 6.1: a) Standard pointing, b) diver- Pair or triplets, having the same point-
gent pointing. Adapted from [131]. ing directions but divergent within one
another. They have not been investi-

gated in this thesis, but are possible and should be considered in future works.

Two preliminary studies of this pointing mode based on the first CTA Monte
Carlo productions using only SSTs and MSTs have been presented in the past (see
[64] and [131]).

In [64] an array of 18 MSTs and 56 SSTs was studied and the considered pattern
lead to a FoV of 14°. The work showed that, compared to a normal pointing of the
same array, a gain of 1.5 in sensitivity and a factor 2.3 in time, could be achieved
in survey mode. In the second work, the authors have shown that the divergent
mode could be more convenient with respect to the normal pointing mode for
source detection, reaching a better flux sensitivity. The study was carried on with
an array of 23 MSTs and it was shown that the time needed to perform a scan on
a fixed sky area of 20° x 12° at a given sensitivity is smaller by a factor of ~ 2
with respect to the parallel mode. Even though the angular and energy resolutions
are up to a factor of about two worse when compared to the normal pointing, an
increase in flux sensitivity is important for the survey science project, especially for
the extragalactic one.

These works were carried out using the prodl simulation (see Chapter 3), in
which the number of telescopes, their characteristics and the construction site were
still undefined. Thus this PhD work intended to continue and update the results of
those works, taking advantage of the improved MC models and implementing the
non standard analysis into the official reconstruction pipeline. The basis set from
this work will allow to perform further and deeper analyses of the simulated data
for the divergent pointing.

The analysis were performed with the use of the programs described in Chapter
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6.2 Simulations

When undertaking simulations on the scale required for CTA, a very large num-
ber of showers needs to be simulated in order to have adequate statistics at the
detection and post-analysis stages. At the start of this thesis, the work was more
focused in finding the best pointing configuration and adapting the pipeline for the
analysis, thus, due to time and processing convenience, the performed simulations
were smaller in size if compared to the big production, as prod3. For the analysis
shown later, I only used data simulated on the full northern array for both the par-
allel and the different divergent configurations since I am most involved in the LST
Collaboration and interested in the extragalactic sky.

Gamma rays were simulated from a point-like test source with the direction
defined by Zenith angle = 20° and Azimuth angle = 180° measured with respect
to the magnetic North. Protons and electrons were simulated as diffused. All the
settings of the CORSIKA simulations are the same as the ones reported in Table 4.1
used for the prod3 production, except for the number of showers NSHOW. Table 6.1
summarizes the simulated dataset for each of the pointing configurations (pointing
patterns in Appendix A).

All the simulations, after some tests at the INFN computing facility in Trieste,
were performed using the GRID.

gamma proton electron
Energy range | 3 GeV - 330 TeV | 4 GeV - 600 TeV | 4 GeV - 600 TeV
# shower 10 2-10* 2-10°
# re-use 10 20 20
# files 1000 1000 500
# tot particles 10 4-10° 2-10°

TABLE 6.1: For each of the different pointing configurations, the num-
ber of files per particle that were simulated are reported. Each file
has a number # of shower and each of them is re-used # times.

Regarding sim_telarray (see Par. 4.2.2), all the configurations and parame-
ters were kept the same as in the parallel simulation. The only change was in the
configuration file used as input, where the pointing directions of each telescope
were added. This can be done specifying the telescope_theta and telescope_phi
parameters (block code 6.1), which represents the Zenith and Azimuth angle re-

spectively.

#ifndef TELESCOPE

# define TELESCOPE 0

#endif

#if TELESCOPE == 0
telescope_phi = ... % array azimuth
telescope_theta = ... % array zenith angle

#elif TELESCOPE == 1
% Take constant global config values from one of the telescope config files
# include <CTA-ULTRA6-LST.cfg>

telescope_phi = ... % telescope 1 azimuth

telescope_theta = ... % telescope 1 zenith angle
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#elif TELESCOPE == 5

#  include <CTA-ULTRA6-MST-NectarCam.cfg>
telescope_phi = ... % telescope 5 azimuth
telescope_theta = ... % telescope 5 zenith angle

. (each telescope separately) ...
#endif

LisTING 6.1: Extrapolation of part of the input card where the
pointing of each telescope is specified together with its camera
configuration file.

For a divergent simulation those two values have to be individually set through
the configuration file.

A key passage was defining the direction of the telescope identified by the ID
= 0. This actually denotes the general array pointing (code 6.1). In case of parallel
on-axis studies, it matches with the source position that has been simulated, instead
for divergent analysis the single telescope pointings diverge from it.

The array pointing is set as a global parameter thanks to these two lines in the

sim_config.c file:

array —>azimuth = default_setup.telescope_phi;
array —>altitude = 90. — default_setup.telescope_theta;

In parallel mode the direction is set for all the telescopes through the command
line and thus the array pointing will have the same value, but that is not true
anymore for the divergent case. So the definition of the "fake" telescope with ID =
0 is essential, otherwise the array pointing will be defined by the coordinates Az
= 0° and Alt = 90° as default. This would arise problems in the later analysis of
the data, when the offset parameter, that establishes the separation between the
reconstructed direction and the simulated one, is calculated: its value would be too
big and no data would pass the quality cut imposed.

The rest of the telescope configurations are position-independent, all the direc-

tions are self generated to achieve the desired divergent viewing pattern.

6.2.1 Pointing tool

The choice of the pointing pattern is a crucial step. At the beginning of the
work, presented in [130], the pointings were chosen with a simple script, where
only an "offset” parameter was used, in order to have some test configurations to
start with and investigate the event reconstruction in divergent mode.

Later, with the help of Thomas Vuillaume of the Laboratoire d’Annecy de
Physique des Particules, I started working on a new pointing tool. The idea was
that, once defined the value of the "divergence" parameter, from the ground posi-
tion of the telescopes the script calculates the pointing directions and other infor-
mations, such as the telescope multiplicity and the geometrical hyper field of view
(HFoV). The HFoV represents the total area covered by all the telescopes FoV.
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The tool, written in python, is divided in 3 modules: telescope.py, pointing.py
and visualization.py.

telescope.py contains the classes Array and Telescope, where all the tele-
scopes and the array properties are defined. For example, a telescope is defined
by its ground position, focal length and camera radius, then other properties such
as the field of view and the pointing, if an object is specified, can be established
(see snippet code 6.2).

class Telescope:

_id =0

def __init__(self, x, y, z, focal, camera_radius):
self.x = x.to(u.m)
self.y = y.to(u.m)

self.z = z.to(u.m)

self.focal = focal.to(u.m)
self.camera_radius = camera_radius.to(u.m)
self.alt = u.Quantity (0, u.rad)

self .az = u.Quantity (0, u.rad)
Telescope._id += 1

self.id = Telescope._id

def point_to_altaz(self, alt, az):
self.alt = alt.to(u.rad)
self.az = az.to(u.rad)

@property
def position(self):
return np.array ([ self.x.to(u.m).value, self.y.to(u.m).value, self.z.to(u.m).value]*u.m)

def point_to_object(self, object):
object: numpy.array ([x, y, z])
GT = np.sqrt (((self.position — object) *x 2).sum())
alt_tel = np.arcsin((—self.z.value + object[2]) / GI)

az_tel = np.arctan2((— self.y.value + object[1]), (- self.x.value + object[0]))
self .point_to_altaz(alt_tel x u.rad, az_tel % u.rad)

LisTING 6.2: Some of the functions defined inside the Telescope
class.

The same for the class Array, where all the positions and pointings of the tele-
scopes are taken into account and the information of the array’s barycenter is also
added (code snippet 6.3). Moreover, here is defined the function divergent_pointing,
that updates the pointing of the telescopes with a given parameter div (divergence),
as shown in the block code 6.6. Two simple functions to display the array in 2D and
3D are also implemented. In 2D different projections can be chosen.

class Array:

def __init__(self, telescope_list):
self.telescopes = telescope_list
@property
def positions_array(self):
return np.array ([ tel.position for tel in self.telescopes])
@property
def pointing_vectors(self):
return np.array ([ tel. pointing_vector for tel in self.telescopes])
@property
def barycenter(self):
return self.positions_array.mean(axis=0)

L1sTING 6.3: Main functions of the Array class.

85



Inside the module pointing.py, instead, the functions to define the telescopes
pointings can be found. The same reference frame as simtel_array has been

adopted in the code:

e X is pointing North

Y is pointing West

Z is pointing upward

Az is taken clock-wise from X (towards Y) and between -180 and 180 degrees
o Alt is taken from ground (towards Z) between -90 and 90 degrees

To implement the "umbrella mode", where the divergence angle increases with
the distance from the array center, we defined a parameter called div. With the set

of only this parameter the pointing pattern of the array can be defined.
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“600400. 6700[? §F “600400.
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Figure 6.2: Example of the array pointing for three different

values of the parameter div in case of a source at (Alt,Az) =

(70°,180°). The plots are the output of the function display_3d
defined inside the class Array.

The parameter div can go from zero to one, where the value zero corresponds
to the parallel pointing, while the value one means maximal divergence. Figure 6.2
clarifies the situation.

Consider for simplicity the barycenter B of the array at coordinates (0,0,0) of the
defined system and a telescope T at a distance of 1 m from it (see Figure 6.3). We
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define a point G on the z axis such that the line passing through G and T forms an

angle a with the parallel direction P.

Figure 6.3: Concept used to define the divergent pointing from
a parallel one for a telescope.

The divergence of the telescope pointing P’ can be controlled through the angle
«. This implies that an « value should be defined for each telescope. To avoid this
and control the divergence with a single parameter for the whole array, we defined
div = sin(a). Therefore, the distance between G and the barycenter B is given by:

1

- tan(arcsin(div)) (6.1)

GB]

In this way the parallel pointing corresponds to div = 0 (x = 90°), the maximum
divergence to div = 1 (v = 0°).
So once defined the value of the div parameter and computed the pointing

vector ', the G position can be computed (code snippet 6.4).

def pointG_position(barycenter, div, alt_mean, az_mean):
norm = _norm_div(div)
Gx = barycenter[0] — norm = np.cos(alt_mean) = np.cos(az_mean)
Gy = barycenter[1] + norm = np.cos(alt_mean) =% np.sin(az_mean)
Gz = barycenter[2] — norm * np.sin(alt_mean)
return np.array ([Gx, Gy, Gz])

LisTING 6.4: Evaluation of the position of G for the pointing as

implemented in the code. The function takes as input the coordinates

of the barycenter, the div value and the mean pointing altitude and
azimuth in radians from which to diverge.
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A normalization has to be introduced to take into account the different position
of the telescopes from the barycenter of the array. To generalize the formula 6.1, it

can be written:

_ f
rori = tan (arcsin(div)) (62)

where f is the scale factor, defined as the telescope distance from the barycenter
divergence angle

(o}

at which div =
Now the telescope distance from G can be calculated and thus its divergent
pointing directions (code snippet 6.5).

def tel_div_pointing(tel_position, G):
GT = np.sqrt(((tel_position — G) *x 2).sum())
alt_tel = np.arcsin((tel_position[2] — G[2]) / GT)
az_tel = np.arctan2 ((tel_position[1] — G[1]), (tel_position[0] — G[0]))
return alt_tel , az_tel

L1sTING 6.5: Function that computes the divergent pointing to a point
G for a telescope updating its previous values. It takes as input the
telescope T and also G position.

Finally, all these implementations are brought together by the function divergent_
pointing defined in the Array class: simply passing the div parameter and the
source position, the pointing of all telescopes of the array is updated with the di-
vergent one.

from . import pointing

def divergent_pointing(self, div, alt_mean, az_mean):
if div==0:
for tel in self.telescopes:
tel.point_to_altaz (alt_mean, az_mean)
else:
G = pointing.pointG_position(self.barycenter, div, alt_mean, az_mean)
for tel in self.telescopes:
alt_tel , az_tel = pointing.tel_div_pointing(tel.position, G)
tel.point_to_altaz (alt_telxu.rad, az_telxu.rad)

LisTING 6.6: Function that computes the divergent pointing of all
telescopes of the array given a parameter div.

In the last module visualization.py all the functions and methods for the vi-
sualization of the computed divergent directions are implemented. At the moment
skymaps and FoV multiplicity plots are supported. Moreover informations about
the average multiplicity and the area covered by the hyper field of view are printed.
These informations were obtained through different methods of the python pack-
age Shapely, which allows the manipulation and analysis of geometric objects in
the Cartesian plane.

I chose to analyze five different configurations, which approximately corre-
spond to x1.5, x2, x3, x4 and x5 times the nominal field of view in parallel pointing.
The nominal field of view is defined by the MSTs, having a larger FoV with respect
to the LSTs. In Table 6.2 the values for all the five divergent configurations tested
are reported. The same values, in the case only the MSTs or the LSTs sub-array
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is considered, are also reported. All the plots regarding these configurations are

shown in the Appendix A.

parallel | cfgl.5 | cfg2 | cfg3 | cfgd | cfg5

HFoV (deg?) | 465 | 69.62 | 93.70 | 140.3 | 186.37 | 233

Overall average | o | 1065 | 506 | 538 | 4.05 | 324
multiplicity

MSTs average | 1002 | 744 | 497 | 374 3
multiplicity

LSTs average 4 341 | 298 | 241 | 205 | 18
multiplicity

LSTs HFoV (deg?) | 145 17 | 1947 | 24.04 | 2832 | 32.38

TaBLE 6.2: Comparison of the values for the hyper field of view and
telescope’s multiplicity between the parallel pointing and the five
divergent configurations simulated.

6.3 Analysis

In order to analyze the divergent simulations, the low-level pipeline ctapipe
had to be adapted. With respect to the parallel simulations, the difference in the
analysis of the MC data is mainly at reconstruction level. Once implemented the
new features, the later analysis from DLO to DL3 can be easily performed by the
standard chain. The problems encountered during the testing have been solved
with minor changes in the code, or with modification in the simulations, like the

one regarding the pointing_array in simtel_array mentioned before.

6.3.1 Divergent reconstruction in ctapipe

This part of the work was carried out together with the colleague Thomas Gas-
paretto [132] of the University of Trieste.

To perform an analysis of divergent events, modifications to the class HillasRecon
structor in ctapipe were required. The changes concern mainly the impact point
reconstruction. The reconstruction of the height of the maximum of the shower
(hmax) and its direction instead, needed only minor corrections. As presented in
Section 4.3.1, in the event reconstruction method two points in the camera frame
are transformed to two points in the sky frame. Together with the position of the
telescope on the ground, the two points define a plane in the 3D space. From the
pair-wise intersection between the planes of the considered telescopes the direction
can be reconstructed. Since the planes are created for each telescope separately us-
ing its pointing direction, it also applies in case of divergent data. The same concept
is used for the estimation of the /.

The reconstruction of the impact point, instead, is done in the TiltedGround-
Frame, a plane perpendicular to the array pointing direction. Once reconstructed in
this frame, the impact point is projected into the GroundFrame and the comparison
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Figure 6.4: Example of the use of the virtual telescope. The
first two images show the same event seen in divergent and
parallel mode (in the virtual telescope). The last image on the
right shows the superimposition of the two ellipses, where the
blue one is the one with the corrected psi angle and the red
one is the ellipse in parallel mode. Images by T. Gasparetto.

with the MC position can be done. To perform the reconstruction the Hillas param-
eter called psi is used: it is the angle between the major-axis of the ellipse and the
X axis of the camera (see Figure 2.9) and it gives information about the rotation of
the ellipse in the camera frame. This angle is used to define a line passing through
the telescope position and the intersection of all the lines coming from each tele-
scope gives the impact point in the TiltedGroundFrame. In the divergent mode, the
telescope pointings do not coincide with the array pointing, therefore the camera
planes of each telescope are not parallel to the TiltedGroundFrame.

To resolve the issue, when computing the psi angle, the ellipse is projected into a
virtual telescope that has the same pointing as the array (Figure 6.4). It corresponds
to how the event would have been observed in the camera if the pointing was like
the standard parallel mode.

In this way psi is corrected accordingly to this virtual camera frame parallel to
the TiltedGroundFrame, and when computing the impact point through the function
estimate_core_position, the corrected psi is used. The correction is implemented
in the function initialize_hillas_planes of the class HillasReconstructor.

The method has been tested on the first sample of divergent simulations and

the improvement in the reconstruction is proved (see Figure 6.5).

6.3.2 Results

As anticipated in Section 4.3, I performed the analysis of the simulations defined
in Table 6.1 with the use of protopipe. A different script and its associated file,
where the user can change the value of the parameters according to the analysis’
type, takes care of each part of the analysis.

For the reconstruction of the events the values used in the quality cut for the
image selection are: at least 50 phe and 3 surviving pixels, image’s center of gravity
within 80% of camera radius and ellipticity between 0.1 and 0.6. Moreover at least
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Figure 6.5: Results of the impact point reconstruction for the

same event before (left) and after (right) the correction to the

psi angle. The blue cross represents the reconstructed posi-
tion, while the orange cross the MC one.

3 telescopes have to be triggered to consider the event for the reconstruction and
the picture threshold, the boundary and the minimum number of neighbors in
the cleaning were set as 6, 3, 2 for the LSTCam and 8, 4, 2 for the NectarCam
respectively (see Section 4.3.2 on cleaning).

For every simulated configuration, the models for the energy reconstruction and
the gamma/hadron separation have been generated using a part of the data; the
remaining data have been used for the analysis of DL2 data. The percentage of
data used in each step is the default one, already mentioned in Section 4.3.2. For
the analysis were used 50% of the gammas, 40% of the protons and 100% of the
electrons in the original dataset. The remaining percentage was used for the mod-
els. This separation is not optimized for the divergent configuration: the one which
gave the best results in the analysis of the parallel one was used. It is suggested as
default in protopipe’s documentation, but it has to be further investigated.

Regarding the models, it can be seen from the plots in Appendix B that, espe-
cially at low energy, the statistic is very low and the created models are prelim-
inary. As expected they worsen with increasing divergence, also because of the
lower statistics. A deep study on the best parameter to use in the regressor and
classifier has to be performed, together with a better comprehension of the needed
statistic in the divergent pointing simulations.

The last part of the analysis is the computation of the performances. The script
implemented in protopipe was missing features like the calculation of the errors,
and it didn’t contain all the CTA requirements. For this reasons, together with
Gaia Verna, PhD student at Aix-Marseille Université, I implemented a new script
based on pyirf functions to calculate the DL3 data. pyirf is actually a spin-off
of the protopipe performance module: it has been further developed to reach the
requirements of the observatory. In the new script we implemented the bootstrap
method, already mentioned in Section 4.3.2, for the computation of the errors asso-
ciated to the different results. The number of bootstrap iterations to be performed
can be set by the user in the configuration files, where also the MC information of
the number of simulated event is stored.
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Another small addition was the implementation of a cut based on the multi-
plicity. Multiplicity refers to the number of telescope images used to reconstruct
an event. By default is set to 4 (changeable from the configuration file). The file
obtained from the script can now be used to plot the performances and for this
purpose a jupyter notebook was created.

The plots obtained for the five divergent configurations are shown in Appendix
B. These simulations have low statistics, especially if compared to the parallel one;
therefore, in order to have a better comparison I simulated a bigger production
for the configuration 2. The parameters for the simulation were kept the same as
the other productions, but a higher number of files was produced: 4170 files for
gammas, 8808 for protons and 2044 for electrons in total. For this simulation I also
performed an analysis of the threshold layout, namely the minimal array formed
by 4 LSTs and 5 MSTs. The results are shown in the following.

Even with small statistics, the analysis shows a performance worsening with
increasing divergence, as expected. As it was shown in [130] for the angular res-
olution, a higher telescope multiplicity improves the performance over the whole
energy range, so in further studies a more selective cut could be considered and
investigated even if at the expense of a lower number of events.

Before computing the IRFs, direction and gamma/hadron (/h) separation cuts
are applied to the data. The analysis in pyirf is optimized on the EventDisplay
analysis, thus the used values could not be the best choice for this particular case
and should be optimized in further studies. A series of theta cuts on the gamma
direction, defined as the 68% containment of the gammas with respect to the orig-
inal direction, are calculated and using these the 7 /h ones can be computed too.
Once the y/h cuts are defined, the theta cuts are re-calculated a second time but
only on the data passing the 7 /h cuts. The data with the applied cuts can now be
used to compute the IRFs and the sensitivity of the array. Constraining the analysis
to include only the best events, enables an accurate and reasonable prediction of
the array performance to be calculated.

In all the plots the analysis of a parallel configuration is shown as a reference
curve and I also added the CTA performance curve already present by default in
ctaplot !, a package that provides reconstruction quality-check plots for IACT such
as CTA. This simulation is the one provided for the benchmark of the protopipe
pipeline in the comparison with the CTA-MARS based analysis. It was analyzed
with the same configuration values of the divergent one. The data are plotted

versus estimated energy to make it comparable to the reference curve.

Angular resolution

The angular resolution of an array is defined by the reconstruction quality of
a point-like source. I only consider on-axis point source simulations; the results
would be different when considering off-axis observations of extended sources.

Thttps:/ /github.com/ cta-observatory / ctaplot
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When implemented, the angular resolution is typically defined as the angular dis-
tance within which 68% of the events are contained, relative to the true direction.
By default is calculated per each true energy bin, however the results shown in Fig-
ure 6.7 are plotted versus the reconstructed energy since the reference results are
only available in units of estimated energy.

As expected the threshold layout in the energy range covered by the MSTs has
a worse angular resolution due to the lower telescope multiplicity. In both cases
the parallel configuration performs better than the divergent one at high energies,
probably due to the low statistics of highly energetic events.

A similar information comes from the point spread function, that represents the
spatial probability distribution of reconstructed event positions for a point source.
It gives the angular separation between true and reconstructed directions. In Figure
6.10 a 2D polar representation of the radially symmetric PSF is shown.

Effective area

The sensitivity performance of a Cherenkov telescope is proportional to its effec-
tive area. The effective area is given by the acceptance probability of the telescope
multiplied by the simulated area, where the acceptance probability is defined as
the number of events remaining after the analysis divided by the overall statistics
of the simulated events:

Agsf = NZSVE’“W Asim (6.3)
sim

The number of selected events is much lower than the amount of triggered
events, due to the noise removal and background suppression. Moreover quality
cuts (angular and direction) could be applied in the computation, lowering even
more the considered events. In this analysis the effective area is calculated per
true energy bin. As expected, the effective area increases with the energy due to
increasing Cherenkov light yield of the showers (Figure 6.8). The trend seems in line
with the parallel configuration. This is however not true for the threshold layout,
where again the effect of less MSTs can be seen. All the quality cuts are applied in
the computation and this implicates a decrease in the effective area, especially for
low and high energies. At low energies, this could be due to the cut on image Size,
while for high energies the number of events passing the cuts is limited mostly
by the leakage cut as the shower images are often not fully contained within the
camera FoV.

An improvement in the recovery of these images could come by the analysis
of truncated images: applying specific quality cuts several images, that normally
would be discarded, could be recovered, increasing the statistic at the highest en-
ergy. This work is still ongoing and is developed by Gaia Verna [133].
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Energy resolution

The energy resolution provides an estimation of the goodness of the energy
reconstruction. In pyirf it can be calculated in two different ways: as the 68%
percentile of the relative distance between the true and estimated energy, or using
the interquartile range. The latter is defined as half of the width of the central
interval between the 75% and 25% percentile, thus is simply calculated as half the
difference between the upper and lower quartiles. The second definition is the
default option and it was used in the analysis, because at very-high and low energy
a gaussian distribution is not expected due to the low-event statistic and worse
event reconstruction respectively. The energy bias is always defined as the median
of the relative distance distribution.

As can be seen in Figure 6.9, the resolution improves with increasing energy
and remains relatively constant like in the reference parallel analysis. However
in general the energy regression seems to perform worse than the reference. The
energy resolution is determined after both direction and gamma-selection cuts to

the data set are applied.

Background rate

The background rate is calculated as the number of background-like events per
second, reconstructed energy and solid angle. It is calculated after gamma-selection
cuts and it is scaled accordingly to the number of simulated events. The plot can be
seen in Figure 6.11. The two curves are very similar, the divergent one has a higher
rate at lower energies. At high energy the trend of the parallel curve is probably
due to the selection of the cuts.

Sensitivity

The sensitivity is defined as the minimum flux detectable with n sigma signifi-
cance in a certain time. The definition is related to the concept of detection signifi-
cance of a point source. Usually a detection correspond to a significance level of at
least 5 ¢ in 50 hours of observations. To calculate the significance of an observation

formula 17 from [97] is used.:

1 +0C Ngn NO
S— \/21\10,1 (=5 +fo)No £In[(1 +a)(M)] (6.4)

where Ny, and Nss are the number of signal-like events for the ON and OFF
observations respectively. a = t,,/t,fs represents the ratio between the effective
time of the ON and OFF region, and it is the scaling factor between the two. This
implies that the number of background events is Ny, = Nysf - &, and the number
of signal events is Nsjonst = Non — & - Nosr. In pyirf when N,;, < a- Nysf, the
significance is set to zero instead of the negative values that would result from
evaluating the formula.
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Three conditions are required for the sensitivity in the analysis:

o At least ten weighted signal events;
e The weighted signal must be larger than 5% of the weighted background;

e At least 5 sigma are required.

If the conditions are not met, the sensitivity will be set to undefined (nan). The
reference time (50h) is also incorporated by appropriately weighting the events
before calculating N,, and N,¢s. The sensitivity, calculated according to the Li&Ma
likelihood ratio test, can be seen in Figure 6.6. For the baseline layout the sensitivity
seems to match the parallel one, doing even better in the core range after 1 TeV. It
gets worse at higher energy. The trend follows the one seen in the effective area.

Minimal Flux Satisfying Requirements for 50 hours

,,,,,,

(a) Baseline layout. (b) Threshold layout.

Figure 6.6: Sensitivity curve for the baseline (a) and threshold
(b) layout for 50h of observation.
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(a) Baseline layout. (b) Threshold layout.

Figure 6.7: Angular resolution for the baseline (a) and thresh-
old (b) layout.
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(a) Baseline layout. (b) Threshold layout.

Figure 6.8: Effective area after the optimized event selection
has been applied for the baseline (a) and threshold (b) layout.
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Figure 6.9: Energy resolution as function of reconstructed en-
ergy for the baseline (a) and threshold (b) layout.
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(b) Threshold layout.

Figure 6.10: Point Spread Function for the baseline (a) and
threshold (b) layout.
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Chapter 7

Conclusions

The study carried out for this thesis has been mainly centered in the context
of the Cherenkov Telescope Array, the next-generation observatory for ground-
based very-high-energy gamma-ray astronomy. The work, focused on the analysis
pipeline, has spanned from the generation of the dataset to the low-level analysis
of the raw data, finishing with the high-level simulations using the Instrument Re-
sponse Functions to determine the capabilities of CTA for a specific observation
mode, called "divergent pointing". CTA will be the first IACT array able to use the
divergent mode due to the large number of telescopes that will be built in both
sites with respect to the existing experiments. This new type of observing mode
has several advantages: the prospect to survey the sky in a more efficient way, to
increase the detection probability of VHE transients not driven by alerts, such as
serendipitous detection of gamma-ray bursts even in the prompt phase, and to map
very-large and non-circular sky regions, like the probability sky maps given by the
gravitational wave interferometers.

The divergent pointing mode is considered an important task by several groups
of the CTA Consortium due to its wide application to different science cases. Thus,
it is important to know the performances of the array in divergent pointing in order
to make it a feasible observing mode for future scientific proposals carried on in
the Observatory. As pointed out in [63], with ~ 25 MSTs a HFoV of 20° x 20° can
be covered with an average of 2-3 telescopes observing an event and with uniform
exposure. With an exposure of ~ 4 hours, a sensitivity of 20mCrab at E > 100 GeV
can be reached and 1/4 of the sky can be covered in about 100 hours. This is 4 times
less than the total time needed in parallel mode at the same sensitivity. The study
showed also that the time to complete the survey is smaller in divergent mode as
long as the HFoV is more than 10° x 10°. However at the cost of worsening the
energy and angular resolution. Similar results were obtained from more recent
works, showing that for a survey there could be a gain in both sensitivity and time
up to a factor 2, always at the expense of the angular and energy resolution.

All these studies highlighted the promising results of the divergent pointing, but
also the missing of a dedicated pipeline to continue them. Therefore the first aim
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of my work, conducted within the CTA Analysis and Simulation Working Group,
was the adaptation of the data processing pipeline to this new observing mode.
Some major changes were implemented into the low-level processing framework
(ctapipe) to achieve this, and the various tests performed confirmed the validity of
the modifications done.

Keeping in mind that the used pipeline is still in development, especially the
high-level analysis, the preliminary results obtained seem to agree with the pre-
vious studies, showing a worsening of the angular and energy resolution that in-
creases with the divergence of the configuration. The maximum geometrical HFoV
reached is given by the configuration 5 with ~ 230 deg? (average telescope multi-
plicity 3), which is a factor of two lower than the HFoV given by studies considering
the southern array (25 MSTs vs 15 MSTs). The minimal threshold of 10° x 10° men-
tioned in these studies could be fulfilled by the configuration 2 with ~ 94 deg® or
3 with ~ 139 deg?, but the achievement of the required sensitivity has to be more
thoroughly studied. A deeper study to optimize the machine-learning models for
the energy reconstruction and the 7y/h separation is also needed, together with a
better comprehension of how the statistic affects the outcomes. In the next version
of the pipeline, the models will automatically separate the data in train and test sub-
sets. They will be trained on diffuse gammas instead of point-like ones, improving
the realistic description of photo data taking. Moreover in this work protons and
electrons were simulated as diffuse using the standard settings, but in the case of
divergent pointing, the effective field of view is expected to increase. Thus, in the
future analyses it should be checked if the simulated diffuse radius in the MC of
protons and electrons should have been increased accordingly, to make sure there
are no edge effects in the background estimation. Regarding the background rates
observed in the last chapter, an ulterior step would be to check how many of these
events are protons and which are electrons. Electrons will most likely be an irre-
ducible background, while proton suppression could probably improve via analy-
sis. The results achieved in this work are the most up-to-date concerning this type
of pointing and the work carried out will set a starting point for further and deeper
analysis of the simulated data for the divergent pointing. Yet, this preliminary
study suggests that the CTA north site can not reach the requirements in divergent
mode. A further step would be to perform a similar analysis for the southern array;,
more suitable for this mode due to the high number of telescopes that would assure
a higher minimal multiplicity and also an increase in the maximum HFoV reach-
able if compared to the northern site. In addition, with the first LST at the ending
of its commissioning phase, joint observations with the MAGIC telescopes could be
performed, offering a great opportunity to take "divergent data". Of course to use
these data for scientific purposes, other issues, like for example the time tagging
of the events, should be first solved. However it would be useful for testing the
goodness of the implemented divergent reconstruction on real data. If LST would
point slightly offset with respect to MAGIC, the data could be used to study LST
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off-axis performance too.

A second goal of the work was the testing and validation of the protopipe
pipeline. I worked together with the group developing the pipeline to help in
the debugging of the analysis and making sure that it can be used to produce In-
strument Response Functions, not only for the divergent pointing. I focused in
particular on the high-level analysis, implementing the method needed for the cal-
culation of the IRFs and the array sensitivity. Comparisons with the EventDisplay
and CTA-MARS pipeplines are being done and will help in the fine-tuning of the
final pipeline. With the next telescopes being built in the near future, protopipe,
together with pyirf and ctapipe, will be the software used to analyze the coming
data and its development is of crucial importance.
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Appendix A

Pointing tool plots

In the following plots relative to the pointing pattern (Chapter 6) are displayed
for each configuration.

The first plot (a) of each figure is the skymap in sky coordinates of the configu-
ration. The red circles represent the MSTs FoV, while the darker ones are the LSTs
FoV. The center of each FoV is labeled with the associated telescope ID.

The second plots (b) are the scatter plots of the telescope FoV multiplicity. The
first two plots represent the single LSTs and MSTs sub-arrays with maximum mul-
tiplicity 4 and 15 respectively, while the third one is the scatter plot of the whole
array with 19 telescopes.

The last plots (c) are a chart where the HFoV is plotted against the multiplicity.
Again the plots relative to the LSTs and MSTs sub-array are shown together with
the one for the whole array.

At the end in Figure A.6, similar plots for the parallel configuration are shown

for comparison.
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array (below).

Figure A.1: Configuration x1.5.
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Figure A.2: Configuration x2.
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Figure A.3: Configuration x3.
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Figure A.4: Configuration x4.
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Figure A.5: Configuration x5.
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Figure A.6: Parallel configuration.
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Appendix B

Performance studies plots

In each of the following figures, the outcomes of the diagnostic performed on
the classifier model of each configuration are shown. Following these plots, the
results obtained using those gamma/hadron cuts for the angular resolution, the
collection area, the energy resolution, the background rate, the PSF and the sensi-
tivity are reported.

For the diagnostic the Receiver Operating Characteristic (ROC) curve and the
score distribution are shown. The ROC curve is used to evaluate the classifier
output quality. The true positive rate (TPR) represents the gammas correctly rec-
ognized and classified as gammas, while hadrons classified as gammas are rep-
resented by the false positive rate (FPR). So the best classifier is the one which
provides the maximum TPR for the minimum FPR. Typically the ROC curve shows
the probability of false alarm on the x-axis and the probability of detection on the
y-axis. This means that the top left corner of the plot represents the perfect point
(even if not very realistic) with a false positive rate of zero and a true positive rate
of one. So a larger area under the curve (AUC) represents usually a better result.
The "steepness" of the ROC curve is also important, since it is ideal to maximize the
true positive rate while minimizing the false positive rate. From the score distri-
bution of the classification process, instead, can be seen how the events have been
tagged in different energy range. The two populations (gammas and protons) are
not well separated in most of the cases and often protons have a high gammaness
value (probability to be a gamma).

At the end in Figure B.6, the results of the classification of the configuration 2
bigger production are also shown. The corresponding performances are presented
in Chapter 6.
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