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Abstract

We first study the linear eigenvalue problem for a planar Dirac system in the open half-line and describe the
nodal properties of its solution by means of the rotation number. We then give a global bifurcation result for
a planar nonlinear Dirac system in the open half-line. As an application, we provide a global continuum of
solutions of the nonlinear Dirac equation which have a special form.
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1 Introduction

In this paper we give a global bifurcation result (Theorem 4.3) for a nonlinear Dirac system in R? of

the form
JZ 4+ P(x)z =Xz +S(x,2)z, >0, NER, 2z=(u,v)cR? (1.1)
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tions NoDEA 22 (2015), 263-299. The final authenticated version is available online at: http://dx.doi.org/10.1007/s00030-
014-0282-1; https://gate.bib.uniud.it:2068/article/10.1007/s00030-014-0282-1.
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where

J:
-1 0

and P(x),S(x,z) are continuous symmetric matrices, for every > 0 and z € R2. We will be interested
in solutions z of (1.1) belonging to the space

Do ={z € L*(0,400) : z € AC(0,+00), J2' + P(-)z € L*(0,+0c0)}.

In particular, the solutions are convergent to zero at zero and at infinity. This choice is strictly related
to the spectral properties of the linear operator 7z = Jz' + P(z)z and to the possibility of considering
self-adjoint extensions of T (see Section 3).

When P has the form

V@) V)

P(z) = Py, (2) = § , x>0, (1.2)
RV 1Y)

the differential operator z — Jz' + P(-)z coincides with the radially symmetric Dirac operator with
or without anomalous magnetic moment (cf. [15, 18, 23, 24] and Section 4.2). In this context V €
C1(0, +00) represents an electrostatic potential, 1, € R an anomalous magnetic moment and k € Z\ {0}
(see [23]). For a comprehensive treatment of linear and nonlinear Dirac systems, we refer to the paper
by M. Esteban [14]. As it is explained in detail in Section 4.2, nonlinear systems of the form (1.1) arise,
for some S, when one is interested in solutions of a nonlinear Dirac PDE which have a special form (cf.
(4.49)).

The study of global bifurcation problems for second order equations in unbounded intervals was initiated
in the 70s by C. Stuart [22] and N. Dancer [7, 8]. More recent results have been given by P. Rabier-C.
Stuart [16], S. Secchi-C. Stuart [20], the first and second author [4] and the authors [5].

In [4] it is considered the particular case when the r.h.s. of (1.1) (and the function S) is regular at zero.
We are now able to avoid this restriction and, as a consequence, to treat the physically relevant Dirac
operator.

Having in mind a bifurcation result, a comprehensive knowledge of the linear eigenvalue problem

JZ +P(x)z=MXz, >0, AR, z=(u,v)€R? (1.3)

is necessary. More precisely, we have to study the existence of eigenvalues and their "nodal properties”.
To this end, in Subsection 2.1, assuming (P1), (P2), (Ps) for the matrix P, we first describe (Lemmas 2.6
and 2.13) the behaviour of the solutions of the linear system (1.3) when 2 — +oc and z — 07. Asin [4],
we apply the Levinson theorem [13] on the asymptotic properties of solutions of linear equations and,
by means of a suitable change of variables, we manage to treat the singularity at zero as well. Using the
results of Subsection 2.1, we develop in Subsection 2.2 an oscillatory theory for nontrivial solutions of
(2.1) based on the study of the asymptotic behaviour of the angular coordinate 6 in the phase-plane (cf.
the book by J. Weidmann [24]). It is interesting to observe that, contrary to the case of second order
equations, in case of planar Dirac-type systems the angular coordinate is not, in general, an increasing
function of . However, we are able to guarantee (Propositions 2.16 and 2.17) that the limits

O(+o00,A) = lim O(z,A), 60(0)= lim 6(z,\) (1.4)

T—+00 z—0+



exist and are finite. We can thus give the definition of

rot (2) = M’ (1.5)
™
the rotation number of a solution z to (1.3). Roughly speaking, the unboundedness of the interval and
the singularity at zero do not prevent solutions to perform only a finite number of rotations around the
origin (as in the regular case). A nontrivial phase-plane analysis leads then to some useful continuity
properties of the angular function near zero and infinity (Propositions 2.21 and 2.22).
In Section 3 we study the spectral theory for the linear operator formally defined by

72 =Jz' + P(z)z, z > 0. (1.6)

More precisely, standard arguments from [24] ensure that 7 is in the limit point case at infinity and
at zero and that there exists a unique self-adjoint realization Ag (cf. (3.2)) of 7 having (when P has
the form (1.2)) essential spectrum oess(Ag) = (—o0, —1] U [1,+00). Then, the (nontrivial) question of
characterizing eigenvalues of Ag is tackled by the results of Subsection 2.2. Finally, we give results on
the existence and accumulation of eigenvalues of Ay at the boundary of the interval (—1,1) which are
based on the oscillatory behaviour of the solutions for a value of A corresponding to one of the extrema
of the essential spectrum; similar results can be found in the case of second-order differential operators
in the book by N. Dunford-J. Schwartz [12] and in case of Dirac operators (without any knowledge of
the nodal properties of the corresponding eigenvalues) in the paper by H. Schmid-C. Tretter [18].
Taking advantage of all the results described above, in Subsection 4.1 we give a global bifurcation result
(Theorem 4.3) for system (1.1). Due to the fact that we are dealing with an unbounded interval, we face
a lack of compactness; this difficulty is overcome by applying an abstract bifurcation result due to C.
Stuart [22]. A more precise description of the continuum emanating from eigenvalues of odd multiplicity
of the linear operator 7 is then performed (as we did in [4]) in Theorem 4.8; to this aim, we develop a
continuity-connectivity argument based on a linearization approach and on the properties of the rotation
number of a solution to (1.1) (cf. (4.5), (4.33) and Proposition 4.7).

Finally, in Subsection 4.2 we consider the partial differential equation

3 3
iY==V (el ria 3 0 2y — 3 el (B0, 050, 2 € B, a R, (11
Jj=1 Jj=1
where ¢ : R? — C*, V € C((0,+0),R) and v € C((0,+),R) satisfy suitable assumptions, (-,-)
denotes the scalar product in C* and a; (j = 1,2,3) and 3 are the 4 x 4 Dirac matrices (see Subsection
4.2). Set
3 o)
How:iZaj%—ﬁw, V¢ € HE(R?) C L3(R?). (1.8)
j=1 J
It is well-known (cf. the book by B. Thaller [23]), that there exist suitable subspaces of L?(S?) s.t. the
restriction of the linear operator Hy — V' + ia « - VV to each of these subspaces can be represented
by an ordinary differential operator of the form 7. A remark on the physical meaning of the partial
wave subspaces can be found in Remark 4.10 in Section 4.2. It is interesting to observe (on the lines
of a paper by F. Cacciafesta [3]) that there are nonlinear terms F({f,))B in (1.7) which leave the
above described subspaces invariant. These appear, among others, in the so-called Soler model and are
the most interesting from a physical point of view (cf. [17],[21]). On the same lines, we refer also to
the contributions by M. Balabane-T. Cazenave-L. Vazquez [2], Y. Ding-B. Ruf [10], J. Ding, J. Xu, F.
Zhang [9], Y. Dong-J. Xie [11] and references therein.



Our contribution (Theorem 4.11) provides the existence of a global continuum of solutions of the non-
linear PDE (1.7) which have a special form (i.e. which belong to one of the above mentioned subspaces).
To the authors’ knowledge, Theorem 4.11 is the first global bifurcation result for a nonlinear Dirac-type
equation of the form (1.7). In the particular case V = 0, M. Balabane-T. Cazenave-A. Douady-F. Merle
[1] gave a multiplicity result for solutions (having prescribed nodal properties) to a system of ODEs of
the form (4.51). For multiplicity results via critical point theory for the nonlinear Dirac PDE, we refer
to Theorem 3.3 in [14] (in case V' = 0) and to the paper by Y. Ding-B. Ruf [10] (for a potential that
includes the Coulomb case). On the other hand, in the particular case of linear Dirac-type systems of
ODEs, H. Schmid-C. Tretter [18] have given results for the eigenvalue problem for some special choice
of the potential V.

In what follows, we will denote by M g the set of symmetric 2 x 2 matrices.
2 Linear Dirac systems

In this Section we consider a linear system of the form
J +P(x)z=MXz, >0, NcR, z=(u,v)cR? (2.1)

by a solution of (2.1) we mean a function z € AC)..(0,+00) satisfying (2.1) almost everywhere in
(0,+0c0). In the next Sections we will be interested in solutions z € L?(0,+o00) or z € H*(0,+0c0);
hence, in describing the solutions of (2.1) we will point out, when possible, if they belong to L?(0, +00)
or to H*(0, +00).

We assume that P € C((0,+00), M2) and we denote by p;; its coefficients, as usual. For each pair of
real numbers p— < p™, let us consider the class P, of continuous maps P : (0, +o00) — M ;*2 satisfying
the following conditions:

(P1) There exists g > 1 such that

w0
lim P(x) = =: Py (2.2)
r—r+00 0 M+
and
“+o0
/ | Rao (2)]|% dar < o0, (2.3)
1

where Ry (z) = P(z) — Px, for every z > 1.

(P2) There exist 3 > 1, P* € M2 and qo > 1 such that

lim 2’ P(z) = P* (2.4)
r—0+
and
L
— || Ro(2)]]%° dx < 400, (2.5)
0 zP

where Ry(z) = 2°P(z) — P*, for every z € (0,1).



(P3) The matrix P* satisfies
det P* < —1/4 iff=1 (2.6)

det P* <0 if 8> 1. (2.7)

In what follows, we write A = (u=, u™).

Remark 2.1 1. We observe that assumption (Ps2) implies that (2.1) has a singularity for v — 07;
indeed, from (2.4) and the fact that P* is not the zero-matriz (since its determinant is negative in any
case), we deduce that

pij(gc)wz—ﬁ7 r— 0" (i,7=1,2)
and, in particular, that p;; ¢ L*(0,1).
(2) Let us also observe that, for a particular choice of P, the differential operator given in (2.1) coincides

with the radially symmetric Dirac operator with or without anomalous magnetic moment (cf. [15, 18,
23, 24] and Section 4.2); indeed, this is the situation when P has the form

V@) V()
P(z) = Py, (z) = , x>0, (2.8)

K@ 14V

where V. € C1(0,+00) is an electrostatic potential, p, € R is an anomalous magnetic moment and

ke Z\{0} (see [23]).

Let us assume that V satisfies the following conditions:

V(@) = 2 4 Ryoo(2), aue >0,
v (2.9)
2 Ry,0o = 0(1), 2Ry, =0(1), x = +o0
and N
Viz) = Ifo + Ryp(z), ao >0, (2.10)
where
ag=1, zRyo=o(1), z— 0",
"1 :
if po =0 / ;|va,o(a:)|q dr < +o0, ¢ > 1, (2.11)
0
Ve <k?—1/4
and
™Ry =o(1), z*T'Ri,=0(1), 20T,
1 1"
a0 3 [ e R ) e < e, g 2 1 (212)
0
Yo # 0.



Under these conditions, assumption (Py) is satisfied with = = +1; indeed, we obviously have

k
—1+V($) 7 —uaV’(x) —-1 0

lim P r) = lim =
T—~400 V,k:,ua( ) T—+00 k

L paV' () 1+V(z)

Moreover, the matriz R in (2.3) is given by

Roo(z) = , Ya>0;
k
—— — HaV'(2) V(z)

from (2.9) we deduce that V, Ry« € L(1,+00), for every ¢ > 1/ax, and Ry, € LP(1,+00), for
every p > 1/(aee + 1), while we plainly have k/x € L*(1,400), for every s > 1. By observing that all
the functions V, Ry,e, Ry, o, k/T go to zero at infinity, we conclude that (2.3) is satisfied with g =
/(oo +1).

As far as (P3) and (Ps3) are concerned, a crucial role is played by the constants vy and ., as it is
evident from the assumptions on V. Indeed, let us first discuss the case p, = 0; in this situation, taking
ag=1and B =ag=11in (2.4), we have

P* = lim .’L‘va]%o(a:‘) =

r—0t
—z+zV(x) —k Y —k
= lim =
e 0t —k x+zV(x) -k
and
—z+zV(x) — o 0

Ro(z) = zP(x) — P* =
0 x4+ 2V (x) — v

Hence, from (2.10) and (2.11) we infer
1 1 / / 1 / ’ /
/ - [|Ro(x)||? do < 29 *1/ (7' + 29 YRy o(2)|7) dr < +oo,
0 0

concluding that (2.5) holds true with qo = ¢'. Moreover, the last relation in (2.11) guarantees that (2.6)
is fulfilled.

Suppose now p, # 0; taking f = g+ 1 in (2.4), we have

P* = lim $a0+1PV,k,ua(x) =

x—0+
—g@otl gtV () k™ — a1V () 0 Ha®0Yo
20T\ g _ oz TV () oo tl 4 paotly () a0 0



and

—gotl 4 gaotly (g) —kz® — pax® TV (2) — pa oo
Ro(z) = 2T P(2)—P* =
—kx® — p,x® TV (1) — pacoyo oot 4 paotly(z)

Now, let qo > max(q”, ag); from (2.10) and (2.12) we infer

| 1 1
/ |x°‘0+1|q0 dr = / ——————dx < 400
0 C

o+l ) 2(@o+1)(1—qo)

1 1
1 xd0
|| e V@ e < 207 [T G e Rua(a)) de < oo

1 1
1 1
/0 ZaorT [Fa[" do = [R[® /0 ZTF (1 _qo)ap 0% < 0

1
1
/ rao+1 | - ﬂawaoJer/(x) — HaCgY0|" dx =
0

1
1
= |Ma|qo/ paotl |$%+1R§/,0($)|q”|$a0+1R§/,0($)|q0_q” dr < +00,

concluding again that (2.5) holds true. Moreover, the last relation in (2.12) guarantees that (2.7) is
fulfilled.

The fact that P € P,,, and in particular the fact that P satisfies (P3), is related to the spectral properties
of the operator T : z — Jz' + P(x)z; indeed, as we will see at the beginning of 3, condition (Ps) implies
that the operator T is in the limit point case at x = 0. As a consequence, it admits a unique self-adjoint
realization (cfr. (3.2)); in the particular case of the operator associated to (2.8), with the Coulomb
potential

V(z)=—=, Vx>0, v<0, (2.13)

condition (Ps) is satisfied for a larger range of values of v when u, # 0. This means that the presence
of an anomalous magnetic moment has a regularizing effect on the radial Dirac operator (cf. also [23,
Sect. 5.3.2].

2.1 Asymptotic estimates

In this subsection we describe the behaviour of the solutions of (2.1) when 2z — +o0c or & — 07; this will
be the consequence of some general results on the asymptotic properties of solutions of linear equations
(see e.g. [13]). As a first step, let us consider a system of the form

W =CNu+U(x,\Nu, z>1, €A (2.14)

where C(A) and U(x, A) are 2 x 2 matrix, for every A € A and z > 1. We have the following result:



Proposition 2.2 ([18, Th. 1.5.2, Th. 1.8.1, Th. 1.8.2]) Let us suppose that for every A\ € A the matriz
C(X) has two real eigenvalues oy, < 0 < o and let uy , ul be the eigenvectors associated to oy and
0';'\_, respectively. Moreover, let us assume that

lim Uz, \) =0, VA€A, (2.15)

r—r+00

and that there exists ¢ > 1 such that
+oo
/ U (2, \)[[? de < 400, ¥ A€ A. (2.16)
1

Then, for every A € A system (2.14) has two linearly independent solutions ui x and us x satisfying

up A (z) = (uy + 0(1))e> E=DFHITgia®de gy 4oy
(2.17)
uz A (x) = (uy —|—0(1))3";r(:1071)+f1m L NN

where, for 1= 1,2, we have
gia =0 ifq=1
(2.18)
gix € LY(1,400) ifg>1.

PROOF. Let us note that when ¢ = 1 the result follows from [13, Th. 1.8.1]. Therefore, assume that
q > 1; from [13, Th. 1.5.2, Th. 1.8.2] we immediately deduce that (2.17) is satisfied with some functions
gix, 2 =1,2, A € A, such that

0 ifg=1
gix = M (2.19)
9i,m,\ if q > 1,
m=1
with M such that 2M~1 < ¢ < 2M and
Gimx € LV (1, +00), Vm=1,... M. (2.20)

Now, assumption (2.15) implies that
im ¢gima(z)=0, VYm=1,...,. M, Ae A, i=1,2
r—r+o0
(see also formula (1.5.27) in [13]). Hence, for every : = 1,2, A € A and m =1,..., M we have
Gi,mx € LQ/2m71(1,—|—oo) = Gimx € LY(1,+00).
This implies that ¢; » € L(1,400), for every ¢ = 1,2 and A € A. [ ]
Now, let us observe that

f S Lp(1,+OO)7 p>1 = ‘/JE f(t) dt’ < Hf”Lp(x_ 1)1/p’7 Vax>1, (221)
1

where p’ is the conjugate exponent of p; noting that in this case 1/p’ < 1, from Proposition 2.2 we
obtain the following result:



Proposition 2.3 Under the assumptions of Proposition 2.2, for every A € A we have

IETOO upa(xz) =0 (2.22)
and
Jim luz,x(2)]| = +oo. (2.23)

Moreover, if ¢ > 1 in (2.16), then there exists x1 > 1 such that

a;(x—1)+/ gt < D@ -1), Ve (2.24)
1

Using Proposition 2.2 and Proposition 2.3 we are able to prove some asymptotic results on the solutions
of (2.1) when z — +o00 or x — 0%. We start with the study of (2.1) when z — 400 (cf. also [4]);
assume then x > 1.

Let us first observe that (2.1) can be written as
Z' = Byz + Q(x)z, (2.25)

where
By =J'(\ld - Py), Q(x)=JPx —P(z)), Va>0.

This form corresponds to (2.14) with C'(A\) = By and U(z, A\) = Q(xz), for every x > 1, A € A; note that
assumptions (2.2) and (2.3) imply that (2.15) and (2.16), with ¢ = ¢, hold true. Moreover, if A € A,
setting Ay = (u™ — A)(A — ), then B, has the real eigenvalues ++/A; in this situation we denote
by b1 = (A—put,V/Ay) and by x = (1™ — X\, /A)) the eigenvectors of By associated to the eigenvalues
—+/Ay and /Ay, respectively.

Therefore from Proposition 2.2 and Proposition 2.3 we deduce the following results:

Proposition 2.4 For every A € A system (2.1) has two linearly independent solutions z1 x and za x
satisfying
21a(x) = (bra 4 0(1))e”VAAE—DH a1 dt gy 4o
(2.26)
zox(x) = (box 4 0(1))eVBAE=DH[T 92(0dt gy | o0

where, fori=1,2, we have
(2.27)
gi € L% (1,400) if goo > 1.

Lemma 2.5 Assume that A € A and let z1 » and z2 » be the solutions of (2.1) given in Proposition 2.4.
Then

xgr—il-loo z1a(x) =0 (2.28)
and
i (i@ = lim[(z22)(x)] = +oc. (2.20)

Moreover, z1 » € H'(1, +00).



PROOF. The relations (2.28) and (2.29) immediately follow from (2.22) and (2.23). In particular (2.29)
comes from the fact that neither component of by ) vanishes.

Moreover, from (2.24) we deduce that there exists K; » > 0 such that
lza(@)l] < Kipe V30 v >0
this implies that 21,5 € L?(1,+00). Now, from the differential equation we deduce that
Jzi)\(x) =Xz a(x) — P(x)z1 0 (2), Va>1;
since P € L*°(1,+00), we infer that J2{ , € L?(1,+00) and then 21 x € H'(1, +00). [ |

Arguing as in the proof of [4, Lemma 2.3], we obtain the following result:

Lemma 2.6 Assume that A € A and let z = (u,v) be a nontrivial solution of (2.1). Then either

111)1;1_100 u(x) = xgrfoov(x) =0 (2.30)
or
i () = lim_[o(a)] = +oc (231)

Moreover, z € H*(1,+00) if and only if (2.30) holds true and there exists v > 0 such that z = vz y,
where z1 ) is given in Proposition 2.4.

Now, let us study the behaviour of the solutions of (2.1) when  — 0T; assume then that € (0,1).
For every 3 > 1 let us consider an invertible function ¢z € C*((1,+00), (0,1)) such that

lim ¢p(t) =0 and tlir{1+ ¢a(t) = 1. (2.32)

t—oo
The change of variable x = ¢g(t) transforms (2.1) into
w' = —J ' P($p ()¢ (t)w + AT s (t)w, (2.33)
where w(t) = z(¢p(t)), for every t > 1. With a suitable choice of ¢z system (2.33) can be reduced to a
system of the form (2.14):
Lemma 2.7 Assume 8 =1 in (P2) and let
ppt) =et Vix>1.
Then (2.33) reduces to a system of the form (2.14) with
C=C\)=J"'P Ut =J (Role ") — \e! 1), (2.34)

for everyt > 1 and \ € A.

10



Lemma 2.8 Assume 3> 1 in (Ps) and let
pp(t) =tV vi>1.
Then (2.33) reduces to a system of the form (2.14) with

1 1
C=C(\) = ﬁrlp*, U(t,\) = ﬁJ’l(RO(t’l/(ﬁ’l)) — XA/ D1q), (2.35)

for everyt > 1 and \ € A.

The proofs of Lemma 2.7 and Lemma 2.8 are straightforward and therefore they are omitted.

Now, set A* = —det P* and observe that the matrix C' given in (2.34) or (2.35) has the eigenvalues
oF = +VA*if B=1and o = £V/A*/(3 — 1) if B > 1; in what follows, we will denote by w} and w}
the eigenvectors of C associated to o*.

Moreover, from (2.4) and the definition of Ry we deduce that the function U given in (2.34) or (2.35)
satisfies (2.15). Finally, let us note that (2.5) implies that (2.16) is satisfied with ¢ = qo; indeed, when
8 =1 we have

+oo +oo % +oo % P
/ [|U(t, M)]|% dt < [/ ||R0(elft)\|q° dt} + A {/ ed0(1-1) dt} =
1 1 1
| W )"
T A s
0o q q0
0

On the other hand, if § > 1 we deduce that

+o0 1 400 % +o0 % 7
/ U (t,\)]|% dt < ———r [/ ||R0(t71/(6*1))‘|q0 dt} +A {/ t—Ba0/(8-1) dt} —
1 (B—1)® 1 1

1 19 ! % 51 % qo0
:B—l{[(ﬁ_l)/o =5 |[Bo(@)I[* dm} +/\( q0> } < +o0.

Therefore, we can apply Proposition 2.2 and Proposition 2.3 to (2.33), with ¢ as above, and obtain
the following results:

Proposition 2.9 For every A € A system (2.33), with ¢g as in Lemma 2.7 or Lemma 2.8, has two
linearly independent solutions wy x and ws x satisfying

wiA(t) = (Wi + o(1))e” VA E=DHMorale)ds ¢y 4o

(2.36)
wa () = (wh + o(1))eVA E=DH 2a() ds -y s 4o
if 6=1 and
wi(t) = (wh + o(1))e” T G- gualdds 4y oo
(2.37)

\/7*
wa A (£) = (wh + o(1))e T DT o2 ds gy o,

11



if 8> 1, where, for i =1,2, we have

gix=0 if o =1
(2.38)
gix € qu(l, —‘rOO) Zf qo > 1.

Lemma 2.10 Assume that A € A and let wy  and wa y be the solutions of (2.33) given in Proposition
2.9. Then

t—13+moo wia(t) =0 (2.39)
and
i flws x(5)] = +oc. (2.40)
Moreover, the solution wy, x satisfies
+oo
/ lwi A(®)]|* ' dt < +o0, if B=1 (2.41)
1
and
+oo
/ wiA(B)]2 75D dt < 400, if B> 1. (2.42)
1

PROOF. Let us note that (2.39) and (2.40) immediately follow from (2.22) and (2.23).
As far as (2.41) is concerned, from (2.36) we deduce that there exists K7, > 0 such that

lwi A2 € ~ Ky ye 2VA D42 [Laia(s)ds ot -y 4o (2.43)

now, let us observe that 1 — 2v/A* > 0, since (2.6) holds. Hence, using again (2.21) we infer that there
exists t1 > 1 such that

I2VANR [T gra()ds < (1=2VAT2 -y g > gy, (2.44)

is satisfied. Conditions (2.43) and (2.44) imply (2.41).
Finally, when 5 > 1 from (2.37) we deduce that there exists M7 » > 0 such that

VAF t
ot AN /B0 v My \e 2B T EDF2 T aa () ds 48/ (-1 4y oo (2.45)

moreover, from (2.24) we infer that there exists to > 1 such that

e 2T DR2[[in(9)ds < (=¥ (-1 yy> g, (2.46)
is satisfied. Conditions (2.45) and (2.46) imply (2.42). [ |

The next result is a consequence of Proposition 2.9 and Lemma 2.10.
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Proposition 2.11 For every A € A system (2.1) has two linearly independent solutions (1 x and (2 x
satisfying

(@) = (w] +o(1)) &VATliT ol ds gy g
(2.47)
Con(@) = (w5 + o(1)) R/ R EPANG ds o 0F,
if 6=1 and
Gia(@) = (w] +o(1)) e Fore T a0y g
. (2.48)
AF 1-B [—loga
427)\(1') = (w; + 0(1)) eB—1 x fl & 92,/\(8)(18’ T — O+’
if B> 1, where, for i =1,2, we have
gix =0 if go=1
(2.49)

gix € L®(1,+00) if go > 1.

Lemma 2.12 Assume that A € A and let (1, x and (2 » be the solutions of (2.1) given in Proposition
2.11. Then

dim Gia() =0 (2.50)
and
lim ||¢2.x(2)] = +oo. (2.51)
x—0t

Moreover, ¢1.x € H'(0,1).

PRrROOF. The relations (2.50) and (2.51) immediately follow from (2.39) and (2.40).

Now, assume that 8 = 1; let us observe that we have

! ||<1/\(37)||2 _ e 1—t\[12 t—1 35 e 2 t—1
2 dx = [|Gialer ™ )||e = dt = [Jwi A (8)]]7e" ™" dt < 400, (2.52)
0 1 1
by (2.41). This condition obviously implies that
1 1 2
[ ica@iar< [0 4 <o (2.53)
0 0

and so ¢1.» € L*(0,1); in order to prove that ¢{ , € L*(0,1), let us note that ¢; » satisfies

JGA(2) = Aaa(e) = P(2)Ga(z), Vo e(0,1).

From (P3) we deduce that there exists K > 0 such that
K

therefore, (2.52) implies that P¢; » € L*(0,1) and then also ¢ , € L*(0,1).

13



When 8 > 1 by (2.42) we obtain

1 2 +o0 —-1/(B—1)y||2 +o00
|G ()] 1 [[Cia(t W —s/-1) 4, _ 2 ,8/(8-1)
/0 28 dx = 51/, —3B(=D) t dt = : [JwiA(®)]]|° ¢ dt < 4o0.
(2.54)

This condition implies that

1 1 C7 2
[ laa@ipar< [ B0 g < o (2.55)

and so (1, € L?(0,1); arguing as above, in order to prove that G,A € L?(0,1), let us note that ¢y x
satisfies

JGa@) = Aaa(@) = P(x)Gua(z), Ve (0,1).
From (P3) we deduce that there exists M > 0 such that
M
1Pl < —5, Yz e(0,1)

therefore, (2.54) implies that P(; x € L?(0,1) and then also ¢ , € L*(0,1). [ |

Lemma 2.13 Assume that A € A and let z = (u,v) be a nontrivial solution of (2.1). Then either

li = i =0 2.56
i o) = i, o) (2:36)
or
lim ||z(z)| = +o0. (2.57)
z—0+t

Moreover, z € H(0,1) if and only if (2.56) holds true and there exists ¢ € R such that z = £(1 x, where
C1,x 15 given in Proposition 2.11.

Remark 2.14 Let us denote by Z the set of solutions of (2.1). From Proposition 2.4 and Proposition
2.11 we deduce that

Z =span {z1x, 22,2} = span {(1 x, (2,2}

As far as nontrivial solutions z € L*(0,+00) are concerned, let us observe that Lemma 2.6 and Lemma
2.13 prove that
z€ L*(1,+0) <= z€span {z1,} = Zoo

and
z€ L*(0,1) <= z¢&span {(1.,}:= Zp.

As a consequence, z € L*(0,+00) is a solution of (2.1) if and only if

2 € ZyN L.

We conclude this subsection with some explicit formulas for solutions of the non-homogeneous equation

JZ' + P(x)z = f, (2.58)
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where z, f € L?(0,1). They are based on the fact that the homogeneous equation (2.1) has a suitable
dichotomy at zero when A = 0 (see [6]).

First of all, let us observe that from [6, §3] we deduce that (2.58) has a solution zy € L*°(0,1) when
f € L*(0,1). Moreover, let us point out that the previous results on the asymptotic behaviour for
x — 0T of the solutions of (2.1) hold true also when A = 0; indeed, they are based on the fact that
A* > 0. Hence, according to Remark 2.14, all the solutions z € L?(0,1) of (2.58) are of the form

z=cCo+ 2f,
for some ¢ € R. More precisely, we have the following result:

Theorem 2.15 ([6, §3]) Let us consider f € L?(0,1) and let z € L*(0,1) be a solution of (2.58). Then,
there exist c € R and G : (0,1) x (0,1) — R? such that

1
2(5) = i) + | Gle.OF(©de Ve ). (2.59)
0
Moreover, there exist K > 0 such that

X (min(x@ )“E

max(z, )

ifB=1

IG(z, 8| < <K, V(2,6 €(0,1)x(0,1).  (2.60)

~ min(eeyi—? \ VET/(B-1) =
& ’ .
K<> #551

e— max(z,£)1—F8

PRrROOF. We just point out that the result follows from the change of variables z = ¢4(t), from estimates
in [6, §3, formulas (3) and (4)] and Propositions 2.9 or 2.11. [ |

2.2 Oscillatory properties

In this subsection we develop an oscillatory theory for nontrivial solutions of (2.1), based on the study
of the angular coordinate in the phase-plane (see [24]). For every nontrivial solution (u,v,A) of (2.1)
let us introduce the polar coordinates (p, ) = (p(x, A), 0(x, A)) according to

u = pcosf
v = psin.

Observe that 0 is defined mod. 27; we do not impose a normalization condition on 6 and then the
following results hold true for any angular coordinate associated to a nontrivial solution z. As a first
step, we are able to study the asymptotic behaviour of § when x — +0o0 or z — 0%; this follows from
the results of Subsection 2.1.

15



Proposition 2.16 ([4, Prop. 2.4]) For every A € A the function 6(-,\) has limit at infinity and we
have either

wll)r_{loo O(xz,\) = m — arctan 2+ _,u)\ (mod ) (2.61)
or
lim O(x, \) = arctan Az n (mod 7). (2.62)
T—+00 ’ /[" - A

Moreover, (2.61) and (2.62) correspond to the cases when (2.30) and (2.31) are fulfilled, respectively.

Proposition 2.17 For every A\ € A the function (-, \) has limit at zero and we have either

*

. Wy 2
lim 6(z,\) = arctan —= d 2.63
Jim, (z,\) = arctan Wiy (mod 7) (2.63)
or .
Wa 2

lim 6(x,\) = arctan —= (mod 7), (2.64)

z—0t1 Wy ¢

where wi and wi are eigenvectors of C associated to the eigenvalues o, respectively. Moreover, (2.63)

and (2.64) correspond to the cases when (2.56) and (2.57) are fulfilled, respectively.

Let us observe that the possible limits of 6(-, ) at zero do not depend on A € A; in what follows, we
denote

O(+00, A) = limy o0 0(x, N)
0(0) = 11m:1:~>0+ 9(:177 A)a
which exist and are finite by Proposition 2.16 and Proposition 2.17.

Remark 2.18 According to Remark 2.14 and the above Propositions, we deduce that for a nontrivial
solution z of (2.1) we have
J— M_

z€ L*(1,+0) <= 0(+00,\) = 7 — arctan e

(mod )

and

*

e I120,1) <= 6(0) = arctan —=2  (mod ).

*

w1

Proposition 2.16 and Proposition 2.17 imply that any angular function (-, A) is bounded on (0, +o0),
for every A € A. As a consequence, we can associate to every nontrivial solution z of (2.1) the rotation
number

0(+00,A) — 0(0)

rot (z) = -

(2.65)

16



Roughly speaking, the unboundedness of the interval and the singularity at zero do not prevent solutions
to perform only a finite number of rotations around the origin (as in the regular case). It is important
to observe that rot (2) does not depend on the choice of the angular function of z. In Section 4 we will
study some continuity properties of the rotation number defined in (2.65).

We conclude this subsection with some asymptotic phase-plane analysis for (2.1); as above, we prove
the results for  — +o00. The case of x — 0% can be obtained in an analogous way by means of the
change of variable x = ¢g(t) already introduced.

Let us consider again (2.25), which is equivalent to (2.1), and a similar system

JZ + P(x)z = Az, (2.66)
where P € P, and A € A; (2.66) can be written in the form

2 = B5z + Q(x)z, (2.67)

where B5 = J~YAId — Py) and Q(z) = J~1(Ps — P(z)), for every & > 0. Let us note that the matrix
P is the same both for P and P, since P, P € Pu-

For every A € A, let by », b2\ be as in Proposition 2.4; from the discussion leading to Proposition 2.4

we know that
bl,)\ = (>\ - p,+7 V A)\)a b2,)\ = (7>\ + ,u‘+7 V A)\)v

for every A € A; moreover, there exists py > 0 such that
bix = pa(cos o, 8in O 2)

bax = pa(— €08 b0oo x50 000 1),

where
A—pu~

P (mod 7).

0o,y = ™ — arctan
For every 6 € R, let 7y be the straight line of equation xsinf — ycosd = 0 and let vy = (sin 6, — cos 0);
moreover, let r;t be the half-lines given by the intersection of ry with the half-planes H™ = {(z,y) €
R%2: x>0} and H- = {(z,y) € R? : z < 0}, respectively. We are in position to prove the following
result:

Proposition 2.19 For every A € A, P € P, and for every 0 € (mw/2,7) there exist 6> 0 and Tn =
Zoo(A, P,8) > 0 such that for every A € A and P € P, with
A=A <8, 1P = Pllpe o) <8 (2.68)
we have
0 <O = (vg,Bxw+Qz)w)>0, YVwer,, Vo>l

(2.69)
0>00x = (vg,Brxw+Qr)w) <0, Vwery,, Va>ix.
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PROOF. First of all, let us observe that it is sufficient to prove (2.69) when w is a versor. Therefore, let
w = (cos @,sin#); a simple computation shows that

dx(0,w) := (vg, Baw) = cos” 0 ((u™ — A)tan®6 — (A —p7)), VAEA. (2.70)

Let us fix A € A, P € P, and 6 € (r/2,7) such that § < 6__ 5; the continuity of 6, as a function of

A € A implies that there exists 61 > 0 such that 6 < 0 » if |A — 5\| < 01.
From (2.70) we deduce that

(15:\(9007:\,11)) =0
0<0.5 = ¢i0,w)>¢500, 5 w)=0.
Hence, there exists d2 € (0,d1) such that

> QSS\ (9, UJ)

A=A <8 = 0<bn and ¢x(0,w) 1

>0 (2.71)

Now, from assumption (2.2) we deduce that

lim (vg, Q(z)w) = lim (vg, J (P — P(z))w) = 0;

T—r—+00 T—+00
this implies that there exists T, = 5700(5\, P,6) > 1 such that

T> T = (g, Qz)w)| < %{;w) (2.72)

On the other hand, setting d3 = ¢5(0,w)/16, if ||P — ]5||Loc(1’+oo) < 03 we have

[{(vg, Q(z)w) — (vg,()(ac)wﬂ = [{ve, J_l(f’(x) — P(x))w)| <

(2.73)
_ NG
< ||P(z) — P(x)|| < %6’“’), V>l
From (2.72) and (2.73) we deduce that
. _ (0, w
1P~ Pllimiimy <83 2250 = [ Q)| < 200 (2.74)

Now, let us set § = min(ds,d3); when [A — A| < & and ||P — P|| (1, 400) < 6 both (2.71) and (2.74) hold
true. As a consequence, we obtain

T>Too = (vg, Baw+ Q(z)w) > Y- > 0, (2.75)

i.e. the first inequality in (2.69) is satisfied.
An analogous argument proves the validity of the second inequality in (2.69). [ |

In a very similar way it is possible to prove the following Proposition:
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Proposition 2.20 For every A\ € A, P € Pu and for every 8 € (0,7/2) there exist 61 > 0 and
Too,l = Too,1(A, P,0) > 0 such that for every X\ € A and P € P,, with
A=Al <, ||IP- ]5||L°°(1,+oo) < (2.76)
we have
0<m—0xr = (vo,Byw+Q(zx)w)<0, Vw 61“;', Vo> Zon

(2.77)
0>7—0r = (vg,Baw+Qx)w)>0, Vwery, Va>ix:.

From Proposition 2.19 and Proposition 2.20 we deduce the following result:
Proposition 2.21 For every NeAand P e P, there exists € > 0 such that for every e € (0,€) there
exist 6 > 0 and Too = Too(A, P, €) > 0 such that for every A € A and P € P,, with

A=A <8, [|P=P|lpoc(i o) <0 (2.78)
and for every nontrivial solution z € L*((1,+00)) of (2.1) we have

|0(z,\) — O(+00,N)| <€, V> T, (2.79)

where 0(-, \) is any angular coordinate of z.

ProOOF. Without loss of generality let us assume that

N—
Ooo,n = ™ — arctan e —ﬂ/\ S (g,w>
and define -
€ = min {(900,5\ — 5777 - 90075\} > 0.
Fix any € € (0,€) and consider
€ €
91 :00015\—5 and 02:00015\+§,

thus the cone between rg, and rg, lies inside the II and the IV quadrants and its angular amplitude is
exactly e. We use the continuity of 0., » with respect to A and apply Proposition 2.19 twice with the
choices § = 6, and 6 = 6, in order to find § > 0 and Too = Too (A, P,€) > 0 in such a way that, if (2.78)
hold, then ’0007,\ -0 5\’ < ¢/2 and (2.69) hold. We remark that Z, depends only on )\, P, e since the

number 2., 1 provided by Proposition 2.19 depends on #; and 6, which depend only on X and e.

By construction we have 6; < 0..x < 62 and (2.69) implies that the vector field of (2.25) points
strictly outwards the cone between rp, and rg, for all + > Z.. Therefore, any nontrivial solution
z € L*(1,+00) of (2.25) approaches the origin at the angle 6 » as z tends to infinity and a standard
phase plane argument shows that z(x) must remain inside the cone between rp, and rp, for all z > Tw.
Hence (2.79) follows. [ |

By means of the transformation z = ¢3(¢), it is possible to prove an analogous result concerning the
local behaviour of the angular coordinate when z — 07F; indeed, we have the following:
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Proposition 2.22 There exist ¢g > 0 such that for every e € (0, ¢€p), Ae A and P € P there exist
do > 0 and xg = zo(P,€) > 0 such that for every A € A and P € P, with

A=Al <o, [P —Pllr0,1) < do (2.80)
and for every nontrivial solution z € L*((0,1)) of (2.1) we have

0(z,A) —0(0)] <€, ¥V xe(0,z0], (2.81)

where (-, \) is any angular coordinate of z.

3 The linear eigenvalue problem

In this Section we are dealing with the study of the spectral theory for the linear operator formally
defined by
Tz =J2 + P(x)z, x > 0, (3.1)

where P € P,. Some information on the spectrum of 7 follow directly from a standard spectral theory
(see e.g. [18, 24]). Indeed, [24, Th. 6.8] ensures that 7 is in the limit point case at infinity; moreover,
from Remark 2.14 we deduce that 7 is in the limit point case also at zero. Let us point out that this
fact is a consequence of assumption (P3) on P*.

Let us consider the operator Ag defined by

D(Ag) = {z € L?(0,+) : z € AC(0,+00), Tz € L?(0,+0c0)},
(3.2)
A()Z:TZ, VZGD(A())

From [24, Th. 5.8] we deduce that Ay is the unique self-adjoint realization of 7; moreover, arguing as
in the proof of [18, Lemma 5.1], it is possible to see that oess(Ag) = (—oo0, u~] U [uT, +00) .

As far as Dy := D(Ayp) is concerned, we are able to prove the following result:

Proposition 3.1 For every z € Dy we have

z € H'(1,+00), z€ L®(0,+00).
PROOF. Assume that z € Dy. Since P € L*(1,+00) we deduce that P(x)z € L?(1,+0o0); hence
Jz' =12 — P(x)z € L*(1,40o0). This proves that z € H(1,+00) C L*(1, +00).
The fact that z € L>(0, 1) immediately follows from (2.59) and (2.60). [ |
The aim of this Section is to study the problem of the existence of eigenvalues of Ay in A; first of all, let

us observe that every eigenvalue of A is simple, since 7 is in the limit point case at infinity. Moreover,
from Remark 2.14 we know that A € A is an eigenvalue of Ay if and only if there exists ¢y € R such that

Cia = Gz, (3.3)

where 21 ) and (;,) are given in Proposition 2.4 and Proposition 2.11, respectively.
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Remark 3.2 According to Lemma 2.6 and Lemma 2.13, when X\ € A is an eigenvalue of Ay the asso-
ciated eigenfunction zy satisfies z) € Hg(0,+00).

In what follows we show that it is possible to write a condition equivalent to (3.3) by means of the
angular function 6 associated to solutions of (2.1) introduced in Subsection 2.2. To this aim, let us
denote by 9(-, A) the angular coordinate of ¢; », normalized in such a way that 9(0) € (0, ), for every
AeA

From Proposition 2.16 we know that there exists

lim ¥(xz, \) = ¥(+o00, \)

T—r+00

and that this limit corresponds to a function belonging to H'(1,+o0) if and only if

A—pu
wt = A

¥(+00,\) = 7 — arctan (mod 7). (3.4)

Let us define v : A — R by
v(A) = lim 9(z,A), V€A

T—r+0o0

We then have the following characterization of the eigenvalues of Ag:

Theorem 3.3 A number \ € A is an eigenvalue of Ag if and only if

v(\) = m — arctan (mod 7). (3.5)

In order to prove the existence of eigenvalues of Aq it is then sufficient to study the behaviour of the
function v* : A — R defined by

A—p
pt =X\

v*(A) = v(\) + arctan VAeA

We will prove that v* is strictly increasing and continuous in A.

Proposition 3.4 The function v* : A — R is strictly increasing in A.

PROOF. Let us first observe that v* is the sum of v and of the function v, defined by

v, () = arctan YV AeA;

since v, is strictly increasing in A, it is sufficient to prove that v is increasing in A.

21



To this aim, let us recall (cf. [24, Cor. 16.2]) that for every fixed z > 0 the function
e A—R
A= 9(x,N)
is increasing in A.
Now, let A, X € A with A < X; for every x > 0 we have
Iz, ) < Iz, N);
passing to the limit for z — +00 we obtain

lim d(z,\) < lim 9(z,\),

r—+00 r—+00

ie.

v(\) <v(N).

Proposition 3.5 The function v* : A — R is continuous.

PROOF. Let us observe again that it is sufficient to prove the continuity of v. To this aim, let us fix
A € A; let us consider e > 0 sufficiently small and apply Proposition 2.21 and Proposition 2.22 with
P = P. Let §; = min(4, dp) and let us denote by 2, and xy the numbers given in those Propositions.

Let us recall that a usual continuous dependence argument on the interval [z, 7], on which the
equation (2.1) is not singular, proves that there exists d2 > 0 such that if |\ — A| < d2 then

[(9(2oo, A) — 920, A)) — (F(Too, A) — Dm0, A))| < €. (3.6)

Consider now ¢ = min(d1,d2) and assume that |A — A| < &; we can write

v(A\) — v(X) = 9(+00, ) — 9(+00, A) = (+00, \) — I (Zoo, \)+

+0(Zo, A) — (w0, A) + (20, A) — O (Too, A) + 9 (0, A) — 9(0, )+ (3.7)

—9(20,A) + (0, A) + I (Zoo, A) — (400, \),

taking into account that 9(0,A) = (0, \). From Proposition 2.21 and Proposition 2.22 we deduce that

[9(+00,X) = 9(@oo, )| < €& [D(To0, ) = D(+00, )| < €

(3.8)
[ (zg, A) — HO,N)| <€ |Hag, ) —F(0,\)] <e.
From (3.6), (3.7) and (3.8) we obtain }
V() —v(N)] < 5e
and this concludes the proof. [ ]

22



For every k € Z, let us denote by A\, € A (if it exists) the number such that
v (M) = k,

i.e.
Ak — B~

P(+00, \) = km + 7 — arctan e

(3.9)

The number Ay is the ’k-th eigenvalue’ of A (if it exists) and we denote by z, € Dy the corresponding
eigenfunction; recalling (2.63), (2.65), from (3.9) and the fact that v* is strictly increasing we immedi-
ately deduce the following result:

Proposition 3.6 For every k € Z we have

*

rot (z1,) € (k, k + 1) if arctan —-2 € (0, 7/2)
Wy
(3.10)
rot (z) € (k — 1/2,k+1/2) if arctan —22 € (n/2, 7).
Wy
Moreover, for every k,l € Z with k # | we also have
rot (z) # rot (z). (3.11)

In what follows, we give some results on the accumulation of eigenvalues of Ay at the boundary of A.
We consider the (possible) accumulation at the end-point p*; conditions for accumulation at = can be
obtained in an analogous way.

From (3.5) and the definition of v* we infer that the existence of eigenvalues accumulating at ;4 depends
on the behaviour of v* in a left neighbourhood of p*. This behaviour can be described by means of the
limit
li (A 3.12
Aty ), (312)
whose existence is guaranteed from Proposition 3.4; more precisely, when the limit in (3.12) is infinite,
then there exists kg € Z such that for every k € Z, k > ko, there exists A\, € A for which (3.9) holds
true and
lim A\ =pt
koo E T H
i.e. there is accumulation of eigenvalues at u™. On the other hand, when the limit in (3.12) is finite,
then there exists M+ € R such that

¥ ¥
v* (W) <v*A) <M, Ve ('u_;u,/ﬁ') ;

this implies that there is at most a finite number of eigenvalues of Ay in ((u* + p~)/2,u™), i.e. there
is not accumulation of eigenvalues at p*.

Now, let us observe that the fact that the limit in (3.12) is finite or infinite depends on the analogous
limit

li A), 3.13

s v(A) (3.13)
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since the function v, is bounded in A. We are able to show that the finiteness of the limit in (3.13)
depends on the behaviour of (2.1) when A = p™; to this aim, let us observe that a more careful analysis
proves that Proposition 2.11 and Proposition 2.17 hold true also when A = p. This implies that we
are allowed to consider the solution ;) of (2.1) with A = u™ satisfying (2.50) and the corresponding
angular coordinate ¥(-, "), normalized in such a way that 9(0,u™) € (0, 7).

Lemma 3.7 Assume

: ) — ot c R-
acgr-iI-loo W, puT) =07 eR; (3.14)
then we have
lim v(\) < +o0. (3.15)
A= (pt)=

PROOF. Let us observe that (3.14) implies that there exist ® € R and X > 0 such that
I, pt) < ®, Va>X.
Moreover, from the monotonicity of ¥(x, -), for every x > X, we deduce that
Iz, \) <I(z,ut) <@, VA<u’.
Therefore, for every A € A the function ¥(-, A) is bounded from above by ® in [X, +00), hence we have

v(A) = lim d(z,\) <P, VI<u'.

r——+0o0

This is sufficient to conclude that (3.15) holds true. [ |

Lemma 3.8 Assume

- +y
wkr-sr-looﬁ(x’ﬂ ) = +00 (3.16)
and that there exists X > 0 such that
pi(z) <p -, Vao>X. (3.17)
Then we have
lim v(\) = +o0. (3.18)
A= (pt)—

PROOF. Let us first observe that for every A € R the angular function 9(-,\) satisfies the differential
equation

0 = (A — p11(z)) cos? @ — 2p1a(z) cos Osin @ + (X — paa(x)) sin? . (3.19)
From (3.19) and (3.17) we deduce that

Ve>X, A>p : da,N)=0(modn) = J(z,\) >0
hence, if there exist k € Z and x; > X such that

Wz, A) > km,
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for some A > u~, then we can conclude that

Iz, A) > kr, Vo>

Now, let us note that (3.16) implies that for every M > 0 there exists zp; > X such that
W,y >M+2+7m, VYa>ay
and let us fix X > x); the continuity of J(XT,-) ensures that there exists A\py < u™ such that
HXTN)>SM+1+7m, VYAEAu,put).
According to the above remark, this implies that
Wz, \)>M+1, Va>XT e (M,pth)
and then

v(A) = lim 9z, \) > M, Ve Apy,puh). (3.20)

r—+00

Therefore, for every M > 0 there exists A\ys < p™ such that (3.20) holds, i.e.

lim v(\) =+o0.
A= (ut)~

The question of the existence of eigenvalues can be dealt, arguing as in the proof of Proposition 3.18 in
[4], as follows.

Proposition 3.9 Assume that P has the form (2.8), where i, € R, k € Z\ {0} and V € C*(0,+00) is
a strictly increasing negative potential satisfying (2.9), with Yoo < 0 and as € (0,1], and (2.10).

Then, the selfadjoint extension Ay of the corresponding operator T has a sequence of eigenvalues in
(—1,1) accumulating at X = 1.

PRrROOF. We follow the same argument of [4, Prop. 3.15]. We first observe that the differential equation
satisfied by 9(-,1) is
V' (x,1) =1 — (Qp(y)[cos ¥, sin V], [cos O, sin J]),

where @Qp(,) denotes the quadratic form associated to the matrix P(x). By computing the eigenvalues
of P(z), we can prove that

¥ (x,1) > 1—V(a:)—\/1—|— <];—|—,uaV’(m)> , Vao>1

From assumption (2.9) we infer that
k o 1
1-V(x) - \/1+ ( +uaV’(:€)) = 7+o<> , T — +00;
x x“ ¢
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this is sufficient to conclude that
lim ¥(z,1) = +oo.

T—>+00

The result then follows from the application of Proposition 3.8. [ ]

A similar result (under more restrictive conditions on «) has been obtained by Schmid-Tretter in [18];
however, in [18] no information on the nodal properties of the eigenfunctions is provided.

4 The nonlinear eigenvalue problem

4.1 A bifurcation result

In this section we are interested in proving a global bifurcation result for a nonlinear equation of the
form

JZ +P(x)z =Xz +S(x,2)z, \ER, >0, z € R?, (4.1)
where P € P, and S € C((0,+00) x R?, M2). We denote by S the set of continuous functions S :
(0, +00) x R? — M§’2 satisfying the conditions

(S1) there exist a € L*°(0, +00), n;; € C(R?) such that 7;;(0) =0, 4,7 = 1,2, and
1Sii(z,2)| < a(z)nij(z), Yo>0 zeR? ij=12 (4.2)

(Ss) for every compact K C R? there exists Ax > 0 such that
I|S(z,2) — S(z,2')|| < Akl|z = Z'||, Vx>0, z2 €K. (4.3)

Let ¥ denote the set of nontrivial solutions of (4.1) in Dy x A and let ¥ = ¥ U {(0,)) € Dy x A :
A is an eigenvalue of Ay}, where Dy and Ay are as in Section 3. We denote by || - ||o the graph norm
induced on Dy by Ag, defined as

12116 = 1121122 (0, 400) + 1721|220, 400)s ¥ 2 € Do

Let M denote the Nemitskii operator associated to S, given by
M(z)(z) = S(z,z(x))z(x), Vx>0,

for every z € Dy. We can show the validity of the following:

Proposition 4.1 Assume that S € S and that
lim «a(x) =0, (4.4)

r—+00
where a is given in (4.2). Then M : Dy — L*(0,+00) is a continuous compact map and satisfies

M(z) = o(||zllo), z—0. (4.5)
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The proof of Proposition 4.1 is based on the application of the following lemma:

Lemma 4.2 Assume that 29, fo € L*(0,1) satisfy

720 = fo
and let {z,} C L?(0,1) be a sequence such that

TZn = fn,

for some f, € L*(0,1). If z, — 20 and f, — fo weakly in L?(0,1), then Mz, — Mz strongly in
£2(0,1).

PrOOF. Let us apply Theorem 2.15 to the functions zg and z,, for every n € N: we have

zo(x) = vo(x) + wo(x),

(4.6)
zn(2) = vp(x) + wo(z), V2 e (0,1),
where
vn () = cnCi(x), vo(z) = coli(x)
wn(e) = [ 6@ () wo) = [ G OREOE Vo O,
0 0
Since G € L>=((0,1) x (0,1)), we deduce that
wp(x) = wo(z), Vaxe(01) (4.7)

by the weak convergence of f,,. Moreover, the estimate

[lwn () = wo(2)|] < [|GllL>(0,12)lfn = follL20,), V2 €(0,1), (4.8)

holds true; the convergence f, — fo in L?(0,1) implies that the sequence {f,} is bounded in L?(0,1)
and (4.7)-(4.8) ensure then that w, — wg in L?(0,1) by the dominated convergence theorem. This
condition, together with the assumption z, — zo in L?(0,1), implies that v, — vy in L?(0,1). Hence,
we obtain that ¢, — c¢g, for n — +o00, and

Un — 1o in L>°(0,1) and in L?(0,1). (4.9)

From (4.7)-(4.9) we have
zn(z) = 20(x), Vze€(0,1). (4.10)

On the other hand, from (4.8) and the boundedness of {f,} in L?(0,1) we deduce also that {w,} is
bounded in L*>°(0,1); as a consequence, using (4.9), we get that {z,} is bounded in L*°(0,1). Using
assumption (Sz), from this fact we infer that there exists C; > 0 such that

1S (2, zn(2)) = S(2, 20 ()| < Chl|2n(2) = 20(2)[|, V2 € (0,1); (4.11)
equations (4.10)-(4.11) guarantee that

S(x, zn(z)) = Sz, 20(x)) V2 €(0,1). (4.12)
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Finally, from (4.11) and the boundedness of {z,} in L>°(0,1) we also deduce that there exists Cy > 0
such that
[|S(z, 2n ()20 (x) — S(x, 20(2))20(x)]| < C2, Yz e(0,1), Vn>I; (4.13)

an application of the Lebesgue convergence Theorem gives
1
/ 1S(2, 2 (2)) 2 () — S(x, 20(2)) 20 () ||* dxz — 0, 1 — o0,
0

ie. Mz, — Mz in L*(0,1). [ |

PROOF OF PROPOSITION 4.1. First of all, let us observe that it is sufficient to prove the result when
x € (0,1). Indeed, the fact that P € L°(1,4o00) implies that the graph norm || - ||o, when applied to
functions defined on [1,+00), is equivalent to the H'(1,400) norm; hence, when = € [1,+00) we can
apply [4, Prop. 4.3].

1. We first show that Mz € L?(0, +00) when z € Dy; from Proposition 3.1 we deduce that z € L>(0,1).
Therefore there exists C, > 0 such that

1S(z,z(z))| < C., Y xe(0,1).

As a consequence we obtain Mz € L>(0,1) C L*(0,1).

2. Let us fix zg € Do and let z,, € Dy such that z,, — zg when n — +o0; this implies that

2 — 2o in L2(0,1), 7Tz, — 729 in L*(0,1) (4.14)
We can then apply Lemma 4.2 and obtain that Mz, — Mz in L?(0,1).
3. As far as the compactness of M is concerned, let {z,} C L?(0,1) be such that

|[2nllo0 < K,

for some K > 0. This implies that, up to a subsequence, we have

2y — 2z in L2(0,1), 7Tz, — T2 in L*(0,1). (4.15)
Hence, according to Lemma 4.2, we conclude that Mz, — Mz in L%(0,1).

4. Finally, let us prove (4.5). We have

1 1
1M 2][720.1) :/0 1Mz ()| |? dz S/O 1Sz, 2(2)|[* ||2(2)||* dz, ¥V 2 € Dy. (4.16)

Assume now that z — 0 in Dp; this implies that z — 0 and 7z — 0 in L?(0, 1); arguing as in the proof
of Lemma 4.2, we deduce that z — 0 in L°°(0,1). Therefore, assumption Ss implies that there exists
C > 0 such that

15(z, 2(2))|| < Cllz(@)[| < CllzllL=0,1), V= €(0,1). (4.17)

From (4.16) and (4.17) we deduce that

[[M2]|£2(0,1) < Cll2l| Lo 0,012l 2200,1) < Cllzl[o0,1)lI 20,

which implies that Mz = o(||z||o) as ||z]lo — 0. [ |
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Now, let us observe that, in view of the results on Ay given in Section 3 and of Proposition 4.1, it is
possible to write (4.1) as an abstract equation of the form

Aou+ M(u) = Au, (u,\) € Dy x R, (4.18)
where Ag : Dy C L?(0,+00) — L?(0,4+0c0) is an unbounded self-adjoint operator such that
Oess(Ag) = (—oo, u~ U [ut, +00)
and M : Dy x R — L?(0,+00) is a continuous and compact map such that
M(u) = o(||lu]]), w—0. (4.19)

From an application of a global bifurcation result (see [22, Th. 1.2], [4, Th. 4.1]) to (4.18) we then
obtain the following main result:

Theorem 4.3 Assume that P € P, S € S and that (4.4) holds true. Then, for every eigenvalue v € A
of Ag there exists a continuum C., of nontrivial solutions of (4.1) in Do x R bifurcating from (0,v) and
such that one of the following conditions holds true:

(1) C, is unbounded in Dy x A;
(2) sup{A: (u,\) € Cy} > pt orinf{A: (u,\) € Cy} <p~;
(3) C contains (0,7") € X', with ' # .

Now, let us observe that a more precise description of the bifurcating branch, eventually leading to
exclude condition (3), can be obtained when there exists a continuous functional i : ¥’ — Z (cf. [4, Th.
4.2]). In order to define such a functional, we first define the rotation number of solutions to (4.1) by
means of a linearization procedure; to this aim for every solution (w, u) of (4.1) we consider the linear
equation

J2' + P(x)z = pz + S(z,w(x))z, (4.20)

which obviously reduces to
J2' + P(x)z = uz (4.21)

when w = 0. It is clear that w is a solution of (4.20); let us denote by P, the matrix defined by
P,(z) = P(x) — S(z,w(x)), ¥Vaz>0.

We can prove the following result:

Lemma 4.4 For every (w, u) € ¥ we have P, € P,.

PROOF. Let us first observe that w € Dy implies that w € H'(1,4+00) and w € L*(0,+00) (cf.
Proposition 3.1). In particular we have
lim w(z)=0 (4.22)

Tr—r+00

and there exists a compact set K,, C R? such that

w(r) € Ky, Ya>0.
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Using (2.4), assumption (S7) and the fact that w € L>°(0,1), we obtain that

lim °P,(z) = lim (2°P(z) — 2°S(x, w(x))) = P*;

z—0t z—0t

therefore P, satisfies (2.4). Moreover, we have
Row(z) = 2P P, (z) — P* = Ro(z) — 2°S(z,w(x)), Yz >0. (4.23)

Using again (S;), we plainly deduce that there exists n € C'(R?,R*) such that

1ixﬁ z,w(x))||?* dx = lxﬁ(q(’*l)az w(x)) dx 00
| sl s@u@ie s = [ (@) do < +oc, (4.24)

since ¢o > 1 and o,w € L*°(0,1). From (2.5), (4.23) and (4.24) we can conclude that Ry, satisfies
(2.5).
Now, we pass to the proof of the validity of (P;). Using (2.2), assumption (S;) and (4.22), we infer that

lim P,(z) = lim (P(z) — S(z,w(x))) = Px;

T—r+00 T—r+00
hence P, satisfies (2.2).
Moreover, we have
Reow(x) = Py(z) — Poo = Roo () — S(z,w(x)), Vz>0. (4.25)

From assumption (Sz), with K = K, and 2’ = 0, we obtain
—+o0 —+o0
[ s ue)Pde < gk, [ e do < oc. (4.26)
1 1

When g > 2 this allows to conclude that R ,, satisfies (2.3), since

+oo +oo
/1 18 w(a) || di = / 15, w(@))]|7=2 ||, w(@))||? do <
(4.27)

+oo
< Cw/ |1S(z, w(x))||* dz < +oo.
1

Finally, also when ¢o, < 2 it is possible to show that R ., satisfies (2.3) with the same goo of Roo;
indeed, at this point we can say that w € H!(1,+0c0) is a nontrivial solution of the linear equation

JZ' + Py(x)z = pz,

where P, € P, and 1 € A. Therefore Proposition 2.4 applies and we deduce that w satisfies the first
condition in (2.26). As a consequence, w € L%°(1,+00) and we are able to repeat (4.26) with the
exponent ¢, instead of 2. [ ]

As a consequence of Lemma 4.4, the results of Section 2 apply to (4.20); in particular, when w # 0 we
can consider the number rot (w) defined in (2.65).
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Definition 4.5 Assume that P € P, and S € S and let (w, 1) be a solution of (4.1).
If (w, p) # (0, p), then the rotation number j(w, u) of (w, u) is defined by

J(w, p) = rot (w). (4.28)

If (w,p) = (0, 1) and the linear problem (4.21) has a montrivial solution z, belonging to H'(0,+0oc),
then the rotation number j(w,u) of (w, ) is defined by

J(w, p) = rot (z,,). (4.29)

By means of Definition 4.5 we have defined j : ¥’ — R; this functional will be used in order to construct
a continuous discrete functional whose values are preserved in the bifurcating branches C. of solutions
of (4.1). Tt is important now to observe that every branch C. satisfies

C., C Hg(0,400) x R;
indeed, this is a consequence that (2, \) € C, is a solution of the linear equation
J2' + P.(x)z = Mz

such that z € Dy. According to Remark 3.2 this implies that z € H} (0, 4+00).

Hence, it is sufficient to study the continuity properties of j with respect to the HE(0,400)-norm,
denoted by ||| - ||/

Proposition 4.6 The function j : ¥’ — R is continuous.

PROOF. We prove the continuity of j at every point (w,u) € X N H}(0,+00). In a very similar way it
is possible to show that j is also continuous at every point (0, A), with A eigenvalue of Ay.

Let us fix (w, u) € XN Hg(0,+00) and let € > 0 small enough; consider then the numbers d, do, Too and
xo given in Proposition 2.21 and Proposition 2.22 (with A = g and P = P,,) and let §; = min(d, dp).
Using assumption (S;) and the continuous embedding H{ (0, +o00) C L% (0, +00), it is possible to show
that there exist 5 > 0 such that

[[P: = Pyl (0,400) < 61
if |||z — w||| < 2.

Hence, from Proposition 2.21 and Proposition 2.22 we deduce that for every (z,A) € X N Hg (0, +00)
with |A — p| < d2 and |||z — w||| < d2 we have

|0,(x,A) = 0,(+00,N)| <€, Va>z0
(4.30)
10, (z,\) —0,(0)] <e, Ve (0,0

Now, let us observe that we have

(2 A) — j(w, p) = QZ(—i—oo,j\T) —6,(0) B 9w(+oo,;;) —6.,(0) _ HZ(+oo7)\)7T— Hw(oo,,u)7
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since 6,(0) = 6,,(0). Therefore, the result follows from the same argument used in the proof of Propo-
sition 3.5. m

Before defining the functional i a remark is in order; we recall that if (w,\) € ¥ N H}(0, +00) then
w*

1’2 € (0,7) mod w
Wy 1

60.,(0) = arctan

and

0 (+00,\) = 7 — arctan A € (E,ﬂ'> mod .

ut —A 2
As a consequence, when
wy 5 ™
arctan —= € (0, 7> (4.31)
wi 4 2

we have
Jw,\) € Z, ¥ (w,\)€XnH0,+00).
On the other hand, if

*

w
arctan 1’2 € (zﬂr) (4.32)
wi 4 2

s

we have 1
G(w, \) + 3 Z7, Y (w,\)€XnH0,+00).
This suggests to define ¢ : ¥/ — Z as
i(w,\) = [j(w,N)], V (w,\) e, (4.33)
if (4.31) holds true, and
i(w,\) = {j(w, A) + ;] , V(w,\) ey, (4.34)
if (4.32) holds true (recall also Proposition 3.6). Let us observe that Proposition 3.6 also implies that
i(zy,0) # (24, 0), (4.35)
for every v # ' € A eigenvalues of Ay (with associated eigenfunctions z, and z,/, respectively).

From Proposition 4.6 and the definition of i we obtain the following result:
Proposition 4.7 The function i : ¥’ — R is continuous.
As a consequence, using Proposition 4.7 and (4.35), from Theorem 4.3 we deduce the final result:

Theorem 4.8 Assume that P € P,, S € S and that (4.4) hold true. Then, for every eigenvalue v € A
of Ay there exists a continuum C., of nontrivial solutions of (4.1) in Dy x R bifurcating from (0,v) and
such that one of the conditions (1)-(2) of Theorem 4.3 holds true and

i(w,\) = i(25,0), ¥ (w,\) € C,, (4.36)

where z, is the eigenfunction of Ag associated to 7.
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4.2 Application to the Dirac equation

Let us consider the partial differential equation

3
0
"Z;“J‘afj VIl WGZ Jﬂw Mo+y(|2l) F((B0,9))B%,  © € R?, a € R, (4.37)
=
where ¢ : R? — C* V € C((0, +00), R) satisfies (2.9)-(2.10)-(2.11)-(2.12), v € C((0, +00), R) fulfills
lim r*y(r) € R, r*y(r) = o(1), r = +o0, (4.38)

F € C(R,R), (-,-) denotes the scalar product in C* and «; (j = 1,2,3) and 3 are the 4 x 4 matrices
given by

0 gj go 0
Q= 3 ﬂ = y
] 0 0 —0y
where
1 0 0 1 0 —i 1 0
00 = y 01 = y 02 = , 03 =
0 1 1 0 i 0 0 -1

We remark that nonlinearities like the one in (4.37) give rise to the so-called generalized Soler models
(see [14]). In fact, Soler [21] formulated a model of extended fermions by introducing a self interaction
term which corresponds to the choice F'(s) = s in (4.37) (see [17] for a survey on interaction terms which
are interesting from a physical point of view).

We denote by Hy the (free) Dirac operator defined by

oy

3
Hop =iy ajs— =B, Ve H}(R?) C L*(R?). (4.39)
j=1 J

In [23] a decomposition of Hy — V +ia « - VV has been performed, using polar coordinates in R® and

the unitary isomorphism
o L*R3) — L*((0,400),dr; L%(S?))

3 (4.40)
Y=,
where 1) is defined by ~
b(r,0,0) = r(a(r,0,9)), YVr>0, (0,¢) €S (4.41)
In order to describe such a decomposition, for every [ = 0,1,2,... and m = —I, —[+1, ..., let us denote

by Y, the usual spherical harmonic; moreover, for every j = 1/2,3/2,5/2,..., let m; = —j, —j+1,...,j
and k; = —(j +1/2),7 + 1/2 and define

Emy Y, T my Y,
o T S ’ (4.42)
=Y\ 2) my+1/2 ’ 2 252 ’

- m;+1/2
RV Vi Am Y,
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and

m
n L \Ijﬂil/2 _ 0
o FGH1/2) = P G2 = m; (4.43)
\I/jil/Q
We also set
Hm, k, = span (@jnj’kj@;wj), Viji=1/2,3/2,.... (4.44)

Then, we have the following result:

Theorem 4.9 (23, Th. 4.14]) For every j = 1/2,3/2,... the subspace C§°(0,+00) @ Hp, r, C
L2((0, +00), dr; LQ(SQ) ) is invariant under the action of Hy —V + ia «a - VV. Moreover, with re-
spect to the basis {<I>m ey :nj,kj} of Hm,k; the restriction of Hy —V +ia o - VV to Hpy, x; can be
represented by the opemtor B k; given by

d kj
-1 -V — — 2L t+aV’
dr r
honj iy = . (4.45)
d Kk
—— - 4aV’ 1-V
dr 71
Moreover, the Dirac operator Hy —V +ia a- VV on C§°(R3)* is unitarily equivalent to the direct sum

of the partial waves operators hpy; ;, i.e.

Hy—V +iaa-VV @j:1/2,3/2,4.. Gam]:—] ®kv—i(j+1/2) Pk,

Remark 4.10 The partial wave subspaces can be considered as a suitable genemlizatwn of radial func-
tions adapted to the structure of the nonlinear problem. More precisely, the vectors <I> Yy which are a
basis for the partial wave subspace Hy; 1, are the eigenfunctions of the spin orbit opemtor (cf. ([23]).
We also observe that these subspaces are zmplzcztly used in [1],[2], where (having in mind the Soler model)
the system of ODFEs is obtained from the PDE by makmg the ansatz that solutions should be a linear
combination of functions of the form <I>1/2)1 = (2\/> cos b, \/» e?sin6,0,0), ® 121 = (0, 2\/» 0).

On the same lines but in the context of the Schrodinger equation, we refer to [24, Frample 1.5].

Let us observe that the operators 74, = hp; x;, j = 1/2,3/2,..., are of the form (3.1) with P = Py, 4
as in (2.8). Therefore, we can apply the theory developed in Sections 2 and 3; in particular we can
consider the selfadjoint realization Ay of 74,, j = 1/2,3/2,..., defined in (3.2). We denote by Ay, this
operator, by Dy its domain and we define

Ey; = {UJr(I):@pkj + uiq);nj,kj Fu= (u*,u*) € Dk]‘}'

From Theorem 4.9 and the definition of Dy, we immediately deduce that the image of Ej; via the
operator Hy — V +ia a - VV is contained in L*((0,00)) ® Hp, m,, for every j =1/2,3/2,.. ..

Now, let us observe that Theorem 4.9 states that the subspaces

C3%(0,400) ® Hn, i, © L2((0,+00),dr; L*(S?)Y),  j=1/2,3/2,...,
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are preserved by the linear operator in (4.37). It is important to note that in the particular case of
j = 1/2 the subspaces C3°(0,400) @ Hum, ok, ,, C L*((0,400),dr; L*(5?)?) are invariant also for the
nonlinear term F ({81, v))Bv in (4.37) (cf. [3, Lemma 5.5]), when F is regular.

Indeed, let u € L*(R*)* such that o(u) € C§°(0,400) ® Hm, 5.k, 5, Where @ is defined in (4.40)-(4.41).

A simple computation, based on the expressions of the functions &=

sk a0 shows that, if we have

(p(W)(r,0.0) = u (VT (0.6) +u= (N, . (0.0).

then
(Bue), u(w)) = a0 (1) — (= (1)) (4.46)
and
(P()(0.6) (p()(r.0.0)
((ptnRe) (RN ) b6, 0) .

42p2

—F (1(u+(r))2 - (u_(r))2> (u+(r)¢>21/2’k1/2(9, ¢) —u (1@, . 5,0, ¢)) ’

proving that

)

EARSY!
EARSE!

P € C3°(0, +00) ® Moy jakre = F <<ﬁ >> B € C5°(0, +00) ® Himy k1o (4.48)

Then, with an argument similar to the one developed in the proof of Proposition 4.1, we deduce that

1; € By, = Y(r)F <<61f7 f>> 5’1/; S L2<0, +00) ® Hony o,k o (4.49)

This fact is important to obtain a relation between solutions of (4.37) and solutions of a nonlinear
ordinary differential equation of the form (4.1). Indeed, for every function u € L?(R®)* with op(u) €
By, 5, let 2 = (u™,u”) € Dy, , such that

DT &
plu) =u q)m1/2,7€1/2+u (I)m1/2,/€1/2' (4.50)

Then, (4.49) implies that u € L?(R*)* with ¢(u) € Ek, ,, is a nontrivial solution of (4.37) if and only if
z = (u*,u”) € Dy, , is a nontrivial solution of

Thyn? = N2+ () F (W) { (1) —(1) } z, r>0. (4.51)

Let us denote F = gp_l(Ekl/g); in view of the above arguments and choosing

stra) =aF (LD D

42

from Theorem 4.8 we plainly obtain the following result:
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Theorem 4.11 Let us suppose that V € C(0,+c0) and v € C(0,+00) satisfy (2.9)-(2.10)-(2.11) and
(4.38) and let F : R? — R? be a locally Lipschitz continuous function such that |F(s)| < C|s| for all
s € R? and some constant C > 0. Then, for every eigenvalue p € (—1,1) of Ay, ,, there ezists a
continuum C,, of nontrivial solutions of (4.37) in E x R such that one of the conditions

(1) C,, is unbounded in E x (—1,1)
(2) sup{A: (u,A) € C,} > 1 orinf{A: (u,\) € C,} < -1

holds true and B
(w,A) =i(24,0), YV (w,A)eC, (4.52)

where 3
i(w,\) = i((wT,w™),\)

and z,, 1s the eigenfunction of Ay, ,, associated to p.
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