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Abstract

Scaling CMOS technology has been the cornerstone of the continued progress in the
silicon-based semiconductor industry. Nowadays, the FinFETs and nanosheet transistors
are the most advanced device architectures respectively in production and under develop-
ment in the industry. However, due to the many constraints posed by short-channel effects
and to the limitations due to extrinsic resistive and capacitive components, the scaling
of transistors has become an increasingly challenging task. Two-dimensional semicon-
ductors are attractive materials for nanosheet transistors and for many other prospective
applications, thanks to their very good intrinsic transport properties compared to 3D
semiconductors at the same layer thickness. The discovery of graphene and then the
development of transition metal dichalcogenides raised high expectations for a new and
wide family of two-dimensional crystalline materials with remarkable electronic, mechan-
ical, and optical properties. However, there are still many concerns about the limitations
of 2D materials and several hurdles to reach the industrial maturity. In order to overcome
such limitations, a physical understanding of novel electron devices based on 2D crystals
is vital.

After an introduction about 2D materials presented in chapter 1 of this thesis, in the
second chapter we report a simulations based study of metallic contacts to 2D materials.
In fact, one of the key challenges preventing the harnessing of good intrinsic transport
properties of 2D crystals is the poor quality of the contacts between metals and 2D
materials. First, we show that Cu and Ni largely dope graphene at the minimum energy
distance, whereas a long-range interaction is predicted for Au-graphene contact. Then
we discuss by using ab-initio simulations the Fermi level pinning in defects free metals
to MoS2 contacts. Then by using an ab-initio transport methodology, we investigate the
contact resistance between several metals and MoS2. Our results examine quantitatively
the trade-off between Schottky barrier height and tunneling barrier in contacts with a
buffer layer and confirmed by simulations the superior performance of the bismuth-MoS2

n-type contact.
Chapter 3 is focused on sensors based on 2D materials. In this chapter, we first revisit

the problem of the linearized Boltzmann transport equation for mobility calculations and
the formulation of different scattering mechanisms. Then we use our mobility calcula-
tions to investigate piezo-resistance in MoS2, and in particular for the interpretation of
a giant intrinsic Gauge factor experimentally observed in monolayer MoS2 This intrinsic
piezoresistive can enable emerging applications in tactile sensing as well as improving the
electronic transport in TMD electronics. The analysis in chapter 3 continues with the
analysis and comparison with experiments for the temperature coefficient of resistance in
MoS2, with fast temperature sensors as a prospective application. In the last part of chap-
ter 3, we address some possible options for gas sensors based on the 2D materials. First
we investigate the 2D Mxene as a potential ammonia sensor employing a first-principles
study. Then we focus on fluorinated graphene as a potential material for humidity sensing
applications.

Finally in chapter 4, by utilizing a multi-valley Monte Carlo transport simulator,
uniform field transport in 2D MoS2 is analyzed. Our preliminary results for the high field
uniform transport regime show that the electron’s saturation velocity in monolayer MoS2

is only slightly affected by scattering with Coulomb centers and neutral defects, while the
effect of surface optical phonons is more subtle and it is, at the time of writing, still partly
under investigation.





Chapter 1

Introduction

1.1 2D materials and their applications

ITRS [1] predicts that sustaining Moore’s law is strongly chained to the discovery of new
materials and to the design of new devices with modern architectures. The discovery and
development of two-dimensional materials create the opportunity of designing new and
ultra-thin devices.

The existence of 2D materials was debated for many years, even during the 1935-
1937 period two physicists developed a theory which rejected the possibility of creating
complete 2D materials due to the dynamic instability [2,3]. But the discovery of graphene,
which is the mono layer of graphite by Andre Geim and Konstantin Novoselov in the year
of 2004, put on end to the skepticism in the physic community and, moreover, the two
researchers were awarded the Nobel prize [4].

Figure 1.1: Different 2D crystals with diverse electrical properties. Eg is the band gap energy.
This figure is taken from [5].

Two dimensional crystals are highly stable, and have a high quality structure. As an
example in a graphene crystal, carriers can travel distances of several thousand times the
distance between atoms without scattering [6,7]. These properties make the 2D materials
an interesting research topic for scientists around the world. Unique behavior of the 2D
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2 1.1. 2D MATERIALS AND THEIR APPLICATIONS

materials come from their unique crystal structure. 2D materials have covalent bonds,
which hold the atoms together in the layer, that are very strong compared to the van
der Waals (vdW) interaction. Moreover, when a material goes from bulk to a single
layer (or few layers) arrangement, the periodicity does no longer obey in the out of plane
direction, which leads to the modification of electronic band structure of the material. In
the following, the most mature 2D materials are briefly reviewed.

1.1.1 Graphene

Graphene is an allotrope of carbon consisting of a single layer of atoms arranged in plane
with honeycomb lattice (see Fig.1.2). Each atom in the graphene crystal connects to its
three nearest neighbors and share one electron with them. This hexagonal structure can
be directly recognized by using TEM.

a)

b)

~ 0.142 nm 120o

Figure 1.2: a) Side and b) top view of grapehene structure.

Graphene is a very efficient heat and electricity conductor; its hole and electron mobil-
ities can reach 106cm-2/(Vs) [8–10]. It is also the thinnest and lightest material ever fab-
ricated with also unique electronic properties; in particular, the conduction band touches
the valence band at six points (Dirac points) at the edge of Brillouin zone which can
be grouped into two non-equivalent sets of three points, these two sets are labeled as
K and K ′ points. Graphene has a linear dependence of the energy on the Bloch vector
close to the Dirac point (see Fig.1.3), that can be best described by theories for massless
relativistic particles [2]. Moreover, the conduction and valence bands close to the energy
reference (in Fig.1.3 the energy reference is Fermi energy) are symmetric with respect to
the Dirac point.

These properties can help us to understand the reason behind the interest towards
graphene in the scientific society. In particular, graphene has been investigated for many
applications such as gas sensors, solar cells, energy storage, etc., but it also has short-
comings for applications to electron devices. However one of the main drawbacks of
graphene is its gapless nature. Also, a strong mobility degradation in graphene sheets
has been reported due to its high sensitivity to the substrate material and fabrication
process. For example SiO2 substrates can decrease the graphene mobility down to 40000
cm2/(Vs) [11–13]; the mobility can further degrade if the top gate dielectric is a high-k
material [14].
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Figure 1.3: Electronic band structure of graphene, linear behavior is marked by dashed red
circle.

1.1.2 Transition metal dichalcogenides

The discovery of graphene triggered a wide interest about other 2D materials. Recent
studies show that monolayer Transition Metal Dichalcogenides (TMDCs), which can be
easily exfoliated [15], have more promising properties than graphene for electron devices
applications. These materials have 2D hexagonal structures with MX2 as general chem-
ical formula, where M stands for a transition metal arranged in a plane and sandwiched
between two planes of X (chalcogen) atoms. Many of these 2D structures are semiconduc-
tors with direct or indirect band gap. Monolayer MoS2, characterized by unique electrical
and optical properties, is the most technologically mature material in this family; the
high temperature stability up to 1100 C, the lack of dangling bonds and the quite large
band gap in its electronic structure make it a very good candidate for electron devices
applications [16]. Theoretical and experimental studies have shown that the electronic
structure of MoS2 is sensitive to the number of layers [17]: bulk MoS2 has an indirect band
gap of about 1.29 eV, which increases by decreasing the number of layers to about 1.8 eV
direct band gap for monolayer MoS2 (see Fig.1.4). In bulk crystals, while the maximum
of the valence band is placed at Γ-point, the minimum of conduction band is located at
a point between Γ-K. By decreasing the number of layers, both maximum of the valence
band and minimum of the conduction band shift and move at the K-point.

Bulk-MoS2 2L-MoS2 1L-MoS2

En
e

rg
y 

(e
V

)

𝚪 M  K 𝚪 M    K 𝚪 M     K 𝚪

Figure 1.4: Band gap opening of MoS2 by decreasing the number of layers. This figure is
taken from [18].

External conditions such as strain, electric field and temperature can also influence the



4 1.2. SENSORS

electrical properties of TMDCs [19, 20]. The band structure of strained and unstrained
MoS2 is shown in Fig.1.5. By applying a small compressive biaxial strain, the energy
distance between the K - and Q-valleys reduces. This leads to an increase in the inter-
valley phonon scattering and consequently degradation of the mobility, whereas a tensile
strain of about %1 can enhance the mobility.
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Figure 1.5: The band structure of a single layer MoS2: dashed lines are under compressive
strain, dotted lines are under tensile strain and solid line is the unstrained band structure.
Applying %1 compressive strain reduces the K − Q energy offset by about 80 meV, whereas
same value of tensile strain increases it by 70 meV.

Two main approaches have been used to fabricate 2D TMDCs: either the exfoliation
of bulk material into monolayers or the growth methods such as molecular epitaxy or
chemical vapor deposition (CVD). The most powerful approaches to produce clean, highly
crystalline, and thin nanosheets is mechanical exfoliation. In with this method, few
TMDCs layers are first separated from the bulk crystal by means of adhesive tape, then
the peeled crystals are placed on target substrate and cleaved again. By repeating this
procedure and finally removing the tape, high quality crystals remain on substrate. But
as Joshua Robinson, Associate Professor of Materials Science and Engineering at Penn
State University says, “Industry is not going to accept mechanical exfoliation as a path
forward for manufacturing these devices” [21]. Currently, CVD is the most promising
way to produce large-area 2D TMDCs with a high quality crystal. Unlike the exfoliation
approach, CVD method directly synthesize 2D TMDCs on a target substrate. Source
materials can be pre-deposited on target substrates and then converted to TMDCs [22].

1.2 Sensors

A sensor is a system whose objective is to translate the variation of its environment
parameters into an information readable by other devices. Sensors are used in almost
every aspect of our daily life: chemical sensors, biosensors, neuromorphic sensors [24],
image sensors and monitoring sensors [25] are few examples of widely used measurement
devices. Recent technological advances yield to smaller sensors with faster measurement
time and with, more importantly, higher sensitivity. Due to the high demand for more
scaled and sharper sensors, scientists around the world are working on designing sensors
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Figure 1.6: The exfoliation technique. Few layers TMDCs are first separated from the bulk
crystal by means of adhesive tape, then the peeled crystals are placed on target substrate and
cleaved again. This figure is taken from [23].

based on new materials. In the remainder of Sec.1.2 we briefly introduce a few examples
of sensors that are linked to the work reported in the present manuscript. More detailed
description can be found in the corresponding section in Chap.3.

1.2.1 Strain Sensors

For half a century, the intrinsic piezoresistive effect has remained the most straightforward
means of translating physical interactions to electrical responses [26, 27]. Piezoresistance
captures the relationship between strain, band structure, and the electrical resistance
(R) of a material and it has been wildly disruptive to electronics, impacting both ICs
and sensors [28, 29]. For example, tensile (compressive) strain is used in modern Si ICs
to drastically enhance the electron (hole) mobility [28]. Regarding sensors, the natural
application for piezoresistive devices is tactile sensing, which is the gateway for electronics
to interact with the physical world. However, emerging applications in tactile sensing,
like soft robotics [30], electronic skins [31], and haptics require extreme flexibility and
sensitivity beyond the reach of conventional piezoresistive materials.

Figure 1.7: Flexible devices of 1L MoS2 on polyethylene naphthalate .

Three-dimensional (3D) bulk materials like Si, Ge [27], InSb [32], and Ga-based



6 1.2. SENSORS

compound semiconductors exhibit intrinsic piezoresistive coefficients Π in the range of
100− 300, where Π = (∆R/R)∆ε [33] and ∆ε is magnitude of the strain window. When
dealing with strain sensors a broader term, the Gauge Factor (GF), often comes into play.
A GF similarly captures the relative change in resistance per strain level, but also includes
extrinsic geometrical [34,35], capacitive [36], contact [37], and surface effects [38]. As such,
very large experimental GFs have been demonstrated, up to 5000 in a surface-modified Si
nanowire [38]. However, extrinsic GFs have drawbacks. For example, capacitive sensors
(like hollowed foams) suffer from hysteresis, while contact sensors (like meshes) can be
unpredictable as they depend on thousands of underlying changes in contacts between in-
ternal mesh nodes [39,40]. In contrast, materials with a high intrinsic piezoresistance are
simpler to implement for tactile sensing and offer a predictable and repeatable response
within the elastic limit. Atomically thin 2D materials represent a potential departure
from 3D materials in terms of both flexibility and piezoresistance [20, 41]. As the re-
lationship between flexing a material and the imparted strain is thickness dependent,
sub-nanometer thick 2D materials are capable of exceptionally tight bending radii and
thus of stretching figures practically impossible for 3D materials [42]. In addition, 2D
materials are strain-tunable through vdW interactions with substrates, encapsulation, or
thermal cycling during fabrication [43,44]. Lastly, owing to their layered nature, 2D mate-
rials could have a low density defects and dangling bonds compared to artificially thinned
3D materials. As such, the onset of inelastic deformation is closer to the theoretical limits
dictated by the elastic modulus and not by the defect-limited fracture observed in tailored
materials [45–47].

1.2.2 Temperature sensors

Temperature sensing is critical for several applications including nanoscale thermome-
try [48, 49] thermal accelerometers [50, 51] bolometers [52], and suppression of thermal
failures in integrated circuits [53, 54]. Traditional temperature sensors rely on thermo-
couples, platinum or polysilicon resistors, or circuit-based sensors [55, 56]. However, the
former cannot be placed with microscale precision and most cannot respond to ultra-fast
temperature transients [54, 56]. In fact, their relatively large thermal masses make them
slow to recognize sharp temperature changes and limit their potential performance [57,58].
Fast thermal sensing requires a large Temperature Coefficient of Resistance (TCR) as well
as low thermal capacitance [59], which can be obtained by thinning the sensor [51, 58].
However, when thinned below about 10 nm, the TCR of most metals drops sharply due
to strong surface scattering and possible electron localization, thus limiting their use as
fast thermal sensors [50,51,60] .

1.2.3 Gas sensors

The development of novel gas sensors with rapid and efficient gas concentration detection
capabilities has been a major research focus for applications including air pollution moni-
toring [61], medical diagnostic [62], food and beverage quality control [63], and explosives
detection [64]. Various materials, such as conductive polymer composites [65], carbon
nanotubes [66, 67], metal oxide semiconductors [68], graphene [69], and metal-organic
frameworks [70] have been used for the fabrication of gas sensors.

2D materials have received significant attention also in the context of gas sensing [72],
biosensing [73], catalysis [74, 75], energy storage [76, 77], hydrogen generation [78], and
water purification [79]. In fact the the large surface-to-volume ratio of 2D materials leads
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Figure 1.8: Different 2D materials based sensors for breath analysis. This figure is taken
from [71].

to a larger adsorption of gas molecules and higher surface interactions [80]. Moreover
some 2D materials usually have high carrier mobility and density (e.g. graphene), so a
small amount of gas adsorption on the 2D sheet can appreciably change the resistance.

1.3 Contacts to 2D materials

Good control over the flow of charge carriers is crucial in electronic devices. The carriers
are invariably injected into the semiconductor through electrical contacts. The quality of
electrical contacts, usually measured in terms of contact resistance, is a main contributing
factor to the device operation and performance, particularly for nanoscale transistors and
integrated circuits [81].

As an example, Field-Effect Transistor (FET) is an electronic device widely used in
the mainstream CMOS integrated circuits, and a low contact resistance is vital for the
performance of FET. In particular, a high contact resistance between a 3D metal and the
2D semiconductor largely degrades the device current [82, 83]. Consequently, one of the
main challenges for 2D materials based transistors is the engineering of high quality and
low resistance contacts between 2D semiconductors and metal electrodes. The primary
origin of such a high contact resistance is usually ascribed to the Schottky barrier between
the 2D semiconductor and the metal contact. As typically done for 3D semiconductors,
this energy barrier can in principle be engineered through the difference between metal
work function and electron affinity of 2D semiconductor [84]. However the fairly large
densities of gap states observed at the metal to semiconductor interface tend to effectively
pin the Fermi level inside the gap of the 2D semiconductor, thus leading to a non-Ohmic
contact. In 3D semiconductors the chemical, substitutional doping is widely used to
decrease the contact resistance, but this approach does not seem to be similarly viable
for 2D materials because of the fabrication process constrains.
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At a carrier density of 1013cm-2, the quantum limit to the contact resistance to MoS2

is about 30 Ωµm [85]. However, to our best knowledge, this value is about one or two
orders of magnitudes smaller than the typical resistance experimentally reported in metal
to 2D materials contacts. In order to reduce the gap between the theoretical, minimum
contact resistance values and the figures reported in actual devices, it is vital to study
the detailed physics of contacts between metals and 2D semiconductors [81]. This topic
will be discussed in detail in Chap.2.



Chapter 2

Contacts to 2D materials

2.1 Introduction

As mentioned in the previous chapter the discovery of 2D materials, because of their
unique intrinsic properties, raised the expectations to overcome the Si-based devices lim-
itations. Indeed since the discovery of graphene in 2004, 2D materials have been under
extensive investigation. Although much progress has been made so far, there are still seri-
ous challenges that must be addressed. Low quality contacts between a 2D semiconductor
(SC) and metal is one of the main issues hindering the outstanding properties of few-layer
crystals. To gain a better understanding on this issue, Schottky barrier, Fermi Level Pin-
ing (FLP), carrier injection mechanism and the contact resistance value of the metal-2D
SC system are addressed in this chapter.

2.1.1 Schottky barrier

Φelectron

Metal
SC

InterfaceInterface

Eg

EVBM

ECBM

EF

Metal
SC

Figure 2.1: Band diagram at a metal-SC interface. The electrostatic potential energy is
depicted in red.

Discontinuity on the energy scale of the states at the interface between a SC and a
metal is responsible for the non-linear behavior of the current against applied bias voltage
characteristics (see Fig. 2.1) [86]. For n-type (p-type) SCs, the electrons (holes) located at
the minimum (maximum) of the conduction (valence) band are responsible for the current

9



10 2.1. INTRODUCTION

flow. For instance, if the states at the minimum of conduction band are at an energy
Φelectron above the Fermi level (see Fig. 2.1), so there exists a potential step for electronic
transport between metal and SC. This energy offset is called n-type Schottky barrier
height (SBH) and it has a rectifying effect on the current versus voltage characteristic of
a Schottky contact. The SBH has a great influence on the charge injection mechanism
in 2D SCs, hence an accurate extraction and a possible tuning of its value are of vital
importance for the evaluation and the eventual optimization of a metal-2D SC contact.
According to Schottky-Mott rule [87], the work function of metal contact governs the
SBH, and the value of this potential energy barrier for electrons can be defined as:

Φelectron = ϕM − χSC (2.1)

and for holes:
Φhole = χSC + Eg − ϕM (2.2)

where ϕM stands for the metal work function, χSC and Eg are SC electron affinity and
band gap energy respectively. The superposition principle of electrostatic potential is the
fundamental concept behind the Schottky-Mott rule [88]. However, this simple model
does not account for interface chemistry, therefore it will only hold when the charge
redistribution during metal-SC interface formation is very small, namely when the band
alignment over the final interface remains the same as in the case of isolated crystals [86].

Figure. 2.2 reports the experimentally extracted SBH for different metals on n-type
Si versus their work function. It is clear that there is a weak sensitivity of SBH to the
metal work function. This behavior originates from the fact that after the metal and SC
have got in contact, the states of the newly formed system are hybrid overlapped and do
not belong to either metal or SC, which corresponds to an hybridization of the metal-Sc
system. This phenomenon where the band alignment of a SC in proximity of a metal
weakly depends on the metal work function is called Fermi Level Pinning (FLP) (see
Sec. 2.1.2).

Metal Work Function (eV)

Sc
ho

ttk
y 

Ba
rri

er
 H

ei
gh

t (
eV

)

Figure 2.2: The experimentally extracted SBH for different metals on n-type Si. Dashed
straight line is Schottky-Mott prediction. The figure is adapted from [89].

The lack of dangling bonds at the 2D surfaces may raise expectations for a weak
FLP at the metal-2D interface and, thus, for a good control of the SBH with the metal
work function. However, the slope of the SBH versus work function curves has been
experimentally reported to be as small as 0.09 (Fig. 2.3) for the case of MoS2 [81, 90].
Despite the fact that the measured FLP in the experiments may be mainly caused by
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defects in the 2D structure [81], even for an ideal 2D layer several reports based on Density
Functional Theory (DFT) calculations predicted large densities of gap states [90–92], that
contribute to the measured FLP in actual test structures and, moreover, set a lower
limit for the FLP in metal-2D systems. Although there are still some doubts or even
contradictory theories about the origin of FLP in metal-2D SC interfaces, in the following
we report some basics and recent advances about FLP and gap states.

Slope = 0.09
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Figure 2.3: The extracted SBH of different metals in contact with multilayer MoS2 . Adapted
from [81]

2.1.2 Fermi level pinning

To achieve a high quality contact between metal and 2D SC, the ability to tune the SBH
by metal work function is vital. However, as noted earlier, most often contacting a metal
to 2D SC results in pinning of Fermi level inside the band gap of SC. The presence of
available states at energy levels corresponding to the bandgap of the SC at the interface
between metal and the 2D SC are responsible for FLP and for the resulting deviation of
SBH from the Schottky-Mott rule. In this case, the SBH for the electron is characterized
quantitatively as [93]:

Φelectron = S(ϕM − ϕS) + (ϕS − χSC) = SϕM + c (2.3)

with ϕS defined as the charge neutrality level and S is the pinning factor. Both ϕS and
ϕM are referred to the vacuum level. These parameters can be used as a characteristic of
the interface where S is defined as the slope (dϕelectron/dϕM), ranging from S = 0 for a
pinned interface (Bardeen limit) to S = 1 for an unpinned interface (Schottky limit). The
hyper parameter c is related to the charge neutrality level, defined as the energy above
which the states of a neutral surface are empty. In other words, the charge neutrality
level is the energy at which the Fermi level of the metal is pinned. By using the following
equation, ϕS can also be extracted [93]:

ϕS =
χSC + c

1− S
(2.4)

The alignment of the bands at a metal-SC interface depends on the charge transfer across
the interface. Interface states in the SC band gap may be responsible for this charge
transfer [93].
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Figure 2.4: Charge transfer between the metal Fermi level and the 2D SC gap states. Adapted
from [93]

In order to de-pin the Fermi level and to design the SBH through the choice of the
proper metal contact, it is necessary to understand the physical mechanisms that govern
this effect. Several models for explaining this phenomenon between 2D SCs and metals
have been proposed, including the well-known metal-induced gap state model and the
external disorders/defects induced gap state model, as well as those referring to interface
dipoles and other impact variables [94]. There is a reasonable consensus that the gap
states in the SCs can be considered the main origin of FLP.

2.1.2.1 Metal-induced gap states (MIGS) and defect-induced gap state (DIGS)

After contacting the metal electrode to the SC, intrinsic states inside the band gap of
the SC appear, which are the virtual gap states generated owing to the exponential
decay of the metallic wavefunction from the metal-SC interface into the SCs [95]. These
states are called metal-induced gap states and are similar to the dangling bonds on the
conventional 3D SCs [93, 96]. By knowing the density of interface states (N ) and the
interface state decay depth (λ), the pinning factor (S) can be extracted using the linear
response model [93]:

S =
1

1 + (e2Nλ/εε0)
(2.5)

where ε0 is permittivity of vacuum, ε is SC dielectric constant in the interface, and e is
the electronic charge. Experimentally, it can also be shown that [96, 97]:

S ∝ 1

1 + 0.1(ε∞ − 1)2
(2.6)

which ε∞− 1 is the electronic polarizability of the SC. For ideal and defect free surface of
2D crystals, the FLP is mainly caused by metal-induced gap states, however, regardless
of fabrication process, it is hard to avoid the formation of defects on 2D SCs, so in order
to have a dependable evaluation of FLP strength, an estimation of defects at the interface
is indispensable [98]. In Eq. 2.5, the interface states can be both MIGS and DIGS.
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Figure 2.5: Left figure, the density of states at metal-SC interface. The conduction band
and valence band contribute to the metal induced gap states and are as orange and blue areas,
respectively. The Fermi level is pinned at around the branching point of the MIGS. Electron-
occupied states are depicted as green area. Right figure is the density of states of SC before
contacted to the metal. Adapted from [85].

The defects induced during the SC fabrication process can lead to the formation of
dangling bonds. The superimposition and interaction of the dangling bond and metal
states at the interface result in the formation of states in the SC band gap which are
known as defect-induced gap state [98]. For instance, according to [93], in the case of
MoS2, the S vacancies, due to their lower formation energy are the responsible for DIGS
and contribute to the FLP.

2.1.3 Carrier injection mechanism

There are three types of carrier injection mechanisms from metal electrodes into SCs:
thermionic emission, field emission and thermionic field emission. Using n-type 2D SC
as an example, the thermionic emission allows carriers to overcome the Schottky barrier,
current based on thermionic emission can be described as follows [99]:

I2D = WA∗
2DT

3/2exp(− eϕB

kBT
)exp(

eV

ηkBT
)[1− exp(

eV

kBT
)] (2.7)

where:

ϕB = ϕeelctron + eΨS (2.8)

A∗
2D is modified Richardson constant, W is the channel width, ϕB is the effective thermal

injection barrier, η can be defined as the ideality factor, eΨS is the surface potential of
SC and V is the applied voltage bias to the contact.

Concerning the current through the metal-2D SC contact, carriers can tunnel through
the SC; based on the tunneling barrier height, this process can be divided into two different
mechanisms (see Fig. 2.6). When the barrier is wide, the carrier injection mechanism
can be modeled as a thermionic field emission (TFE), whereas tunneling through the
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Figure 2.6: Various types of carrier injection mechanisms between metals and 2D SCs.

thin barrier is based on field emission (FE). The current based on TFE and FE can be
respectively approximately expressed as:

ITFE =
Aeffe

3m0V
2

8πhSBd2m∗ exp

(
−8πd

√
2m∗ϕ3

electron

3heV

)
(2.9)

IFE =
Aeffe

2V
√
2m∗ϕelectron

h2d
exp

(
−4πd

√
2m∗ϕelectron

h

)
(2.10)

where Aeff is defined as an effective contact area, d as the Schottky barrier width, m0 as
the free electron mass andm∗ is the electron effective mass inside the barrier. According to
these equations, current-voltage relationship can help explain which mechanism dominates
the carrier injection [94].

2.2 Simulation methodology

To describe the physical properties of a system at the atomic scale, in principle we need
to solve the Schrodinger equation for many body systems. However, the exact solution
of Schrodinger equation for a multi-particle system is practically impossible. In order
to tackle this problem, instead of using the wave function of the many body system,
we could make the problem smaller by using the spatially dependent electron density.
Walter Kohn showed in 1964-65 that the ground state of a quantum-mechanical system
is uniquely determined by its electron density. Kohn also provided a method which made
it possible to set up equations whose solutions give the system’s electron density and
energy [100, 101]. This method is called Density Functional Theory (DFT); this name
comes from the use of functionals of the electron density to describe the system. This
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tool is among the most popular and versatile methods available in condensed-matter
physics, computational physics, and computational chemistry.

2.2.1 Density functional theory

Since electron is much lighter than nuclei, with the same amount of kinetic energy, the
velocity of electrons is much faster than that of nuclei. It can be assumed that electrons
reach the lowest energy state much faster than nuclei so it is possible to treat the wave
functions of atomic nuclei and electrons separately, therefore, the motion of electrons can
be studied independently and their ground state will be estimated. This separation of
electron and nucleus motion is known as the Born-Oppenheimer approximation:

Ĥ = −1

2

∑
i

∇2
i −

∑
i

∑
α

Zα

|ri − rα|
+

1

2

∑
i

∑
j ̸=i

1

|ri − rj|
, (2.11)

where Z is the atomic number and the indexes α and i are related to the nucleus of atoms
and electrons, respectively. The Hamiltonian is expressed in atomic units (ℏ = melectron =
e = 4πϵ0 = 1) and for each state of the system, |Ψ⟩, the minimum energy state |Ψ0⟩ is:

⟨Ψ0|H|Ψ0⟩
⟨Ψ0|Ψ0⟩

≤ ⟨Ψ|H|Ψ⟩
⟨Ψ|Ψ⟩

. (2.12)

This can be used to calculate the ground state of electrons; the many-electron Hamiltonian
can be defined as:

Ĥ = T̂ + V̂ext + Û , (2.13)

where, for the N -electron system, Ĥ is the Hamiltonian, T̂ is the kinetic energy and
V̂ext is the external potential. V̂ext depends on the system under study. Therefore, by
knowing N (number of electrons) and V̂ext, Hamilton as well as the ground state |Ψ0⟩ can
be determined. The density of electrons for ground state can be written as:

n0(r) = ⟨Ψ0|n̂|Ψ0⟩ =
∫ N∏

i=2

dri|Ψ0(r1, r2...rN)|2. (2.14)

There are two important points that must be noticed [100]:
• V̂ext can be identified uniquely from the density of ground state.
• For each electron density n(r) in the potential V , the corresponding energy is not

less than the energy of ground state:

EV [n] ≥ E0, (2.15)

and:

EV [n] = ⟨Ψ|T̂ + Û |Ψ⟩︸ ︷︷ ︸
F̂

+

∫
V̂extn(r)d

2r. (2.16)

Therefore, the ground state of a many-electron system can be turned into an optimization
problem. Operator F is defined in terms of density function as follows:

F [n] = min⟨Ψ|F̂ |Ψ⟩. (2.17)

That is, the minimum expected value of F̂ on the wave function Ψ, which is a functional
of the density (n). An important result of DFT is the existence of a function that is
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independent of the external potential (V̂ext). Instead of the wave function of entire system
(a function of the 3N variable), the total density (a function of the 3 variables) is used,
however, the exact form of F̂ is unknown. Thomas-Fermi suggested the form of F̂ as
follows:

FTF [n] =
3

10
(3π2)

2
3

∫
n

5
3 (r)dr +

1

2

∫ ∫
n(r)n(r

′
)

|r − r′ |
drdr

′
. (2.18)

2.2.1.1 Kohn-Sham equations

The Kohn-Sham equations can be written by adding the total number of electrons and
minimizing the energy under the constraint with Lagrangian coefficients as follows:

δ

F [n] + ∫ Vext(r)n(r)dr − µ

(∫
n(r)dr −N

)
︸ ︷︷ ︸

constraint

 = 0. (2.19)

Kohn divides the F [n] into three parts:

F [n] = Ts[n] +
1

2

∫
n(r)n(r

′
)drdr

′

|r − r′ |
+ EXC [n]. (2.20)

Ts is the kinetic energy of a non-interacting electron system with the density of n, the
second term is the classical electrostatic energy (Hartree), and the last term is exchange
energy, and also the sum of the errors due to the difference of kinetic energy of non- and
interacting electron system. The purpose of this separation is that the first two terms
can be expressed simply and the difficult term EXC is approximated as part of the total
energy. Thus, the Kohn-Sham equation can be written as follows:

δTs[n]

δn(r)
+ VKS(r) = µ, (2.21)

and:

VKS(r) =

∫
n(r

′
)

|r − r′ |
dr

′
+ VXC(r) + V ext(r), (2.22)

VXC(r) =
δEXC(n)

δn(r)
, (2.23)

Eq. 2.21 will has the same form for the state of non-interacting particles in the presence of
the field VKS(r). To find the ground state of the non-interacting system, the Schrodinger
equation must be solved:

[
−1

2
∇2 + VKS(r)]ψi(r) = eiψi(r), (2.24)

where the density of electrons can be written as:

n(r) =
∑
i

|ψi(r)|2, (2.25)

and the non-interacting kinetic energy:

Ts[n] =
−1

2

∑
i

∫
ψi(r)∇2ψi(r)dr. (2.26)
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Since the Kohn-Sham potential VKS depends on the density, and on the other hand, the
calculated density depends on VKS, the Kohn-Sham equation must be solved iteratively.
The summation of one-electron eigenvalues ei:∑

i

ei = Ts[n] +

∫
n(r)VKS(r)dr, (2.27)

∑
i

ei = Ts[n] +

∫ ∫
n(r)n(r

′
)

|r − r′ |
drdr

′
+

∫
n(r)VXC(r)dr +

∫
n(r)Vext(r)dr (2.28)

Where in comparison with the energy of system with interaction, the second term (Hartree
energy) is two times larger and the third term must be replaced by EXC [n]; then the energy
of a system with interaction can be described as:

E =
∑
i

ei −
1

2

∫ ∫
n(r)n(r

′
)

|r − r′ |
drdr

′ −
∫
n(r)VXC(r)dr + EXC [n]. (2.29)

Identifying EXC is still under many doubts, however, there are some approximations such
as local density approximation (LDA):

EXC [n] =

∫
ϵxc(n(r))n(r)dr. (2.30)

In this approximation, for the exchange and correlation energy of each electron, at each
point, it is assumed that it is a function of the density of the electrons at that point,
whereas, in generalized gradient approximation (GGA), in addition to the electron density,
the gradient of electron density is also included in the calculations.

2.2.1.2 Pseudopotential approximation

When all the electrons of the system are considered, the wave functions of the electrons
in the VB oscillate fastly near the nuclei of the atoms. This is because:

• The core electrons (electrons inside the lower energy states) are populated near the
nucleus.

• The wave functions of electrons are mutually orthogonal.
In order to maintain this orthogonality the electrons in VB must oscillate rapidly near

the nucleus which results in a large kinetic energy. This large kinetic energy cancels the
large potential energy due to the strong Coulomb potential. The rapid oscillations are
problematic in numerical calculations. On the other hand these electrons, which are highly
bound to the nucleus, usually have little effect on the chemical and electrical properties
of the material. Therefore, it is convenient to try to replace the strong Coulomb potential
and core electrons with a much weaker effective pseudopotential:

|ψ⟩ = |ψps⟩+
core∑
n

an|ϕn⟩, (2.31)

where ψ is the wave functions of electrons in VB, ψps and ϕn are pseudopotential and core
electron wave functions respectively. As mentioned above, ψ is orthogonal to ϕn, so:

⟨ϕm|ψ⟩ = 0 = ⟨ϕm|ψps⟩+ am, (2.32)

|ψ⟩ = |ψps⟩ −
core∑
n

|ϕn⟩⟨ϕn|ψps⟩. (2.33)
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Figure 2.7: Schematic diagram of the relationship between all-electron and pseudopotentials
and wavefunctions.

By using Schrodinger equation:

Ĥ|ψps⟩ −
core∑
n

En|ϕn⟩⟨ϕn|ψps⟩ = E|ψps⟩ − E
core∑
n

|ϕn⟩⟨ϕn|ψps⟩, (2.34)

Ĥ|ψps⟩+
core∑
n

(E − En)|ϕn⟩⟨ϕn|ψps⟩ = E|ψps⟩. (2.35)

Eq. 2.35 is similar to Schrodinger equation plus a non-local potential term as follows:

Vnl =
core∑
n

(E − En)|ϕn⟩⟨ϕn| (2.36)

The energy of the pseudopotential wave function (ψps) is equal to the all-electron wave
function (ψ). If the energy difference between the VB state and the core state is large
(δE << E−En), then E can be approximated and equal to the energy of the atomic VB
state.

2.2.2 Interface modeling

In order to contact metal electrodes to 2D crystals, the first step is to model the interface
between the constituent materials. Since the lattice constants of each material are often
not identical, when constructing the atomic models great attention must be taken to
ensure that strain is minimized [102], because the artificial strain might alter the electronic
structure of the two materials. 2D crystals have high sensitivity to strain [20]; for example,
altering the lattice parameter of 2D MoS2 by %1 leads to the change of the band gap by
almost 0.1 eV (see Fig. 1.5). However, it is also shown that a small modification of the
in-plane lattice constant of the metal surface affects its electronic properties mildly [103].
Therefore, it is a wise choice to adapt the lattice of the metal to that of the 2D SC.
To make this clear, here in the following, the procedure also used in [102] to build the
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supercells based on 2D MoS2 and metal lattices is described; this method can be also
generalized to make other interfaces.

To build in-plane supercells, basis vector of a metal surface supercell and the MoS2

surface are indicated as T⃗
′
1 and T⃗1, respectively.

T⃗1 = n1a⃗1 + n2a⃗2 T⃗
′
1 = m1⃗b1 +m2⃗b2 (2.37)

where a⃗1/⃗b1 and a⃗2/⃗b2 are the basis vectors of the primitive cell of the MoS2 and metal,
respectively, and n1, n2, m1, and m2 are integers. Then we look for sets of integers where
the difference between basis vectors of MoS2 and the metal supercell is smaller than a
given target δ: ∣∣∣T⃗1∣∣∣− ∣∣∣T⃗ ′

1

∣∣∣∣∣∣T⃗1∣∣∣ ≤ δ. (2.38)

To align the directions of the T⃗1 and T⃗
′
1, the MoS2 lattice has to be rotated by an angle

α. Since the lattice is symmetric, by rotating T⃗1 by 120o, the second basis vector of the
supercell can be obtained. The constructed suppercell is a

√
N ×

√
N MoS2 layer on top

of a
√
M ×

√
M metal lattice [91], where:

N = n2
1 + n2

2 + n1n2 M = m2
1 +m2

2 +m1m2 (2.39)

Figure 2.8: The supercell (dotted black lines) in top view of the MoS2-Al(111) interface, the
primitive basis vectors a⃗1, a⃗2 and b⃗1, b⃗2 belongs to the MoS2 and Al(111) lattices, respectively.

It is worth mentioning that in order to choose the parameter δ properly, which is a
trade off between size of the supercell and the applied strain, it is necessary to have an
estimation about available computational power. In fact it is obvious that larger systems
leads to less lattice mismatch and consequently smaller artificial strain, but to a higher
computational cost. On the other hand, a small system with a large artificial strain
may affect the electronic structure of the heterostructure. Here in Table 3.7, required
parameters (Eq. 2.38) for constructing a heterostructre based on MoS2 and several metals
are listed. The mismatch parameter (δ) is chosen to be smaller than 1%.



20 2.2. SIMULATION METHODOLOGY

Table 2.1: Supercell defined by the MoS2 lattice vector R(α)T⃗1. The Table is taken from [91]

Metal n1, n2 m1, m2 α δ(%)

Ag 4,−1 4, 0 13.9o 0.15
Al 4,−1 4, 0 13.9o 0.5
Au 4,−1 4, 0 13.9o 0.15
Co 5,−4 4,−3 3o 0.01
Cu 4, 0 5, 0 0o 0.3
Mg 1, 0 1, 0 0o 0.6
Ni 5,−4 4,−3 3o 0.8
Pd 1, 1 2, 0 30o 0.3
Pt 1, 1 2, 0 30o 0.3
Ti 5,−2 4, 0 23.4o 0.7

2.2.2.1 Band unfolding

One of the foremost widely applied analysis tools in the study of electronic structure of
crystals, is undoubtedly the electronic band structure. All the basic ingredients to describe
the crystal properties (e.g., optical, electrical and magnetic properties, transport) can be
extracted from the electronic band structure.

However, in many studies such as the contacts analysis or the evaluation of the effects
related to the or introduction of impurities or lattice distortion [104], instead of a prim-
itive unit cell it is necessary to use large supercells. By enlarging the primitive cell and
constructing the supercell, the first Brillouin Zone (BZ) of the corresponding supercell
shrinks, and the bands of the first BZ of the primitive cell get folded into the first BZ of
the supercell (see Fig. 2.9). Generally, it is not trivial to extract information from folded
bands, so unfolding the band structure from the shrunk BZ is crucial. For the studies

Figure 2.9: Illustration of band folding in the supercell calculations: (a) band structure of
primitive cell, (b) the same obtained from a 4 × 4 supercell calculation, and (c) the same
obtained from a 16× 16 supercell calculation. This figure is taken form [104].

reported in this thesis, only the positions of Conduction Band Minimum (CBM) and Va-
lence Band Maximum (VBM) in the first BZ of supercell are required, and the unfolding
the bands can be a way simpler problem if one considers only the band extremum. In the



CHAPTER 2. CONTACTS TO 2D MATERIALS 21

following, as an example, the procedure for finding the position of the band extremum of
a
√
3×

√
3 monolayer MoS2 is described.

The direct lattice vectors of primitive unit cell of monolayer MoS2 (Fig. 2.10.a) are:

a⃗1 = ax̂+ bŷ , a⃗2 = ax̂− bŷ, (2.40)

where:

a =

√
3a0
2

, b =
a0
2
, (2.41)

the lattice constant of monolayer MoS2 a0 is 3.16 angstrom. Hence it is possible to
calculate the reciprocal space lattice vectors A⃗1 and A⃗2 and the first BZ of primitive unit
cell (red hexagon shown in Fig. 2.10.b). A⃗1 and A⃗2 can be calculated as :

A⃗1 =
2π (a⃗2 × ẑ)

a⃗1 · (a⃗2 × ẑ)
=
π

a
k̂x +

π

b
k̂y (2.42a)

A⃗2 =
2π (ẑ × a⃗1)

a⃗2 · (ẑ × a⃗1)
=
π

a
k̂x −

π

b
k̂y (2.42b)

ẑ is the direction perpendicular to the plane (x̂, ŷ) and (k̂x, k̂y) is the reciprocal space.

Γ

( (

kx

ky

Figure 2.10: (a) Primitive unit cell (red) and
√
3 ×

√
3 (green) of monolayer MoS2. The

real space lattice vectors a⃗1 and a⃗2 of primitive unit cell are shown. (b) hexagonal first BZ of
monolayer MoS2 and the related reciprocal space lattice vectors. K and K

′
are the six high

symmetry points of monolayer MoS2 in the primitive unit cell, which are folded into Γ point in
shrunk BZ of the monolayer MoS2 in larger supercell.

The hexagonal first BZ is identified by the following vertices (called K and K
′
points):(

0,±2π

3b

)
,
(
±π
a
,± π

3b

)
.

The direct lattice vectors of the supercell (
√
3 ×

√
3 monolayer MoS2) can be as (see

Sec. 2.2.2):

T⃗1 = a⃗1 + a⃗2 =

[
2a
0

]
, T⃗2 =

[
cos θ − sin θ
sin θ cos θ

] [
2a
0

]
(2.43)
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where θ = 2π
3
. The reciprocal space lattice vectors �B1 and �B2 are:

�B1 =
π

a
k̂x +

π

3b
k̂y, (2.44a)

�B2 =
2π

3b
k̂y. (2.44b)

The first BZ of the supercell is shown in Fig. 2.10.b (green hexagon).
As shown in Fig. 2.10, the K and K

′
(at the edge of first BZ of the primitive unit cell)

are located outside of first BZ of the supercell. More precisely the K and K
′
points of

the primitive unit cell coincide with the reciprocal space vectors �B1 and �B2, consequently
the K and K

′
are folded at the center (Γ point) of the BZ of the

√
3 ×

√
3 supercell.

Therefore, by this folding, the VBM and the CBM are located at Γ point (Fig. 2.11.b).
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Figure 2.11: (a) Band structure of a free-standing MoS2 monolayer in primitive unit cell, where
the direct band gap is located in K; (b) band structure of a free-standing MoS2 monolayer in a√
3×

√
3 cell, where the direct band gap is located in Γ.

2.2.3 Quantum Transport

In order to extend the rigour of the DFT method to transport calculations, we obtained
the conductance across the heterostructures in Fig. 2.12 by employing the ab-initio quan-
tum transport methodology based on the Non Equilibrium Green’s Functions (NEGF)
approach presented in [105].

The method starts from the plane-wave DFT Hamiltonian in Quantum ESPRESSO,
and reduces the size of the Hamiltonian blocks by transforming first to the hybrid basis
xKyz space (consisting of real-space along the transport direction x and plane waves
in the (y,z) directions [106]), and then to a basis set consisting of unit-cell restricted
Bloch functions (URBF). Originally conceived for homogeneous systems, the method
in [105] has been extended to deal with the heterostructures in Fig. 2.12, consisting of
the (semi)metal, the vertical heterojunction (VHJ), and finally the 2D semiconductor.
In order to efficiently simulate such heterostructures we used the following methodology.
First the Hamiltonian blocks [H

(i)
00 ]Φ, [H

(i)
01 ]Φ in the URBF basis were extracted for each

sub-system (i = 1, 2, 3) as described in [105]. Then the Hamiltonian blocks [H̃
(i,i+1)
01 ]Φ

describing the coupling between two adjacent sub-system i and (i+1) (see Fig. 2.12.b) are

approximated as [H̃
(i,i+1)
01 ]Φ ≈ [Ui]

†
Φ[H

(i+1)
01 ]xKyz [Ui+1]Φ, where [Ui]Φ is a unitary matrix



CHAPTER 2. CONTACTS TO 2D MATERIALS 23

whose columns are given by the URBF of the i-th material [105]. Here we notice that

[H̃
(i,i+1)
01 ]Φ may also be calculated by using the [H

(i)
01 ]xKyz of the sub-system i, namely as

[H̃
(i,i+1)
01 ]Φ[Ui]Φ[H

(i)
01 ]xKyz [Ui+1]Φ. We verified that, for the systems studied in this work,

the current obtained for such two definitions of [H̃
(i,i+1)
01 ]Φ is very similar, because the

coupling between the atoms present in both sub-systems and actually carrying the current
is similar in both cases. Once the blocks of the Hamiltonian matrix in the reduced URBF
basis have been determined, the transmission and the current, IC , across the (semi)metal-
MoS2 contacts were calculated by using standard NEGF algorithms. We verified that
a dependable IC value can be obtained by sampling the Bloch vector ky in the periodic
direction with a 0.1 [2π/b] step.
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Figure 2.12: Metal- or semimetal-MoS2 heterostructures analysed in this work, where x, y and
z denote respectively the transport direction, the periodic or contact width direction, and the
direction of the VHJ. (a) Sketch of the simulated structures consisting of the (semi)metal region
at the left, the MoS2 region at the right, and the actual (semi)metal-MoS2 heterostructure in
the center. (b) Sketch of the block tridiagonal Hamiltonian matrix along the (semi)metal-MoS2

heterostructure, where [H̃
(i,i+1)
01 ]Φ are the Hamiltonian blocks describing the coupling between

two adjacent sub-systems. (c) Simplified sketch of the band diagram along the A-B-C-D path.

2.2.4 Assessment of the simulation methodology

Quantum ESPRESSO was used to study the contact properties between a metal and
graphene/MoS2 by means of DFT. We first started our analysis of metal-2D contacts from
heterostructures based on graphene, three-layer-thick clusters for Ni, Cu and Au contacts
have been built and the 111 metal surface has been matched with the graphene lattice,
which primitive cell has an in-plane lattice constant of a = 0.246 nm [107] (Fig. 2.14). We
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verified that the three metal layers are sufficient to develop a band structure consistent
with the bulk metallic material (not shown).

Then we moved to the study of the most mature 2D semiconductor, by building
some heterostructures based on MoS2 and either metals or semimetals [108]. For these
case studies, for each heterostructure we selected the proper surface of a six-layer metal
crystal to be matched to the MoS2 monolayer supercell (x-y plane, Fig. 2.13) so as to
minimize strain [91].

The supercells also include a vacuum region along z and dipole correction is applied
to minimize the spurious coupling with periodic replicas of the supercell [108].

In general we employed Projector augmented-wave (PAW) pseudopotentials to de-
scribe the electron-ion interactions and the PBE (Perdew-Burke-Ernzerhof) exchange-
correlation functional with Grimme vdW dispersion corrections. We added to the simu-
lated systems also a back-gate in order to apply an electric field to the heterostructure
along the z direction (Fig. 2.13.b) [109–111].

We applied relaxation to all the analyzed heterostructures in order to reduce residual
forces on atoms [112]. In this respect, when considering the metal-MoS2 systems featuring
6 layers of metal,Simulations fixing the position of the top metal layers have been reported
in literature [91,92] where only few metal layers close to the MoS2 are relaxed (Fig. 2.13.a).
However, this may lead to artifacts in the dipole analysis. In fact, the dipole correction
procedure uses an energy step (∆V ) to zero the field in vacuum [108]. Such (∆V ) value
is often considered a measure of the charging of MoS2 and it is also used to calculate
the SBH [91]. But in the setup of Fig. 2.13.a, the metal slab alone (MoS2 is removed)
has a sizeable ∆V in vacuum (black line, Fig. 2.15.a), because of the redistribution of
charges due to the mixture between fixed and relaxed atomic positions. The spurious ∆V
of metal alone affects the ∆V and the SBH of the entire MoS2-metal stack (red line),
which has sometimes led to artifacts in the SBH extraction [91, 92]. A more dependable

Figure 2.13: Simulation methods: (a) as in [91, 92] four metal layers are fixed and the two
metal layers adjacent to MoS2 are relaxed. (b) This thesis: fully relaxed stack. Here d is the
metal-MoS2 distance. A back gate is included to bias the system.

simulation procedure consists in relaxing the position of all atoms (Fig. 2.13.b), and it
has been used throughout this work. The metal slab alone now shows ∆V = 0 in vacuum
(black, Fig. 2.15.b). Thus the ∆V value of the entire MoS2-metal stack (red) is a genuine
signature of the dipole in the contact.
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Figure 2.14: (a) Lateral and (b) bottom view of the simulated Ni-G structure. A 1×1 graphene
cell with a lattice constant of a = 0.246 nm is considered. For the Cu-G stack, we used the
same cell. (c) Lateral and (d) bottom ( view of the simulated Au-G structure. The Au lattice
is matched with a 2× 2 graphene supercell [107].

(a) (b)

Figure 2.15: Potential energy profiles of either Au alone or the MoS2 stack. Steps in vacuum
are used to zero the electric field due to dipoles in the stack. (a) Simulations as in Fig. 2.13.a,
where the non-homogeneous Au alone displays dipole effects (black line), affecting also the
MoS2-Au result (red line). (b) Results from the simulations as in Fig. 2.13.b. Au alone does
not display any dipole effect.

2.3 Contacts between metal and graphene

For a proper contact engineering, the physics underlying the conduction through the
M-G contacts needs to be completely understood. Therefore, we made use of the DFT
simulations described above to interpret the experimental RC values obtained for graphene
in contact with different metal materials [113]. Figure. 2.16 reports the contact resistance
values measured on back-gated TLM structures with contacts to graphene fabricated
with nickel, copper and gold. Details concerning the measured devices and the exploited
characterization technique can be found in [114,115]. As it can be seen, RC largely depends
on the applied back-gate voltage VBG. Furthermore, despite the similar graphene quality
between the different samples (not shown) [109], the RC values do depend on the metal
contact, with larger RC values for Ni and smaller RC values for Au. This indicates that
the M-G interactions influence the electrical properties of the M-G contact, which is not a
surprising result also in the view of the discussions reported in the previous sections [116].
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The energy bands of the (a) Cu-G and (b) Au-G stacks at Minimum energy Distance
(MD) are shown in Fig. 2.17, these bands are simply the superimposition of metal and
graphene bands (not shown) and no hybridization of the metal and graphene orbitals
is expected [107]. Here, the typical Dirac cone of graphene at the K point is clearly
visible. Furthermore, opposite spin states are degenerate, because Cu, Au and graphene
are diamagnetic. Figure. 2.18 shows instead the energy bands of the Ni-G structure at two
Ni-G distances: (a) MD d = 0.21 nm and (b) d = 0.3 nm. Spin degeneracy is here lifted,
because Ni is ferromagnetic. The Ni-G interaction is very strong and the hybridization of
graphene and Ni orbitals changes the bands compared to isolated materials. Indeed, at
the K point, it is no longer possible to identify the Dirac cone of graphene for any of the
distances in Fig. 2.18 [107].

-30 -20 -10 0 10 20 30
VBG-VDP [V]

100

101

R
C
 [k

Ω
µm

]

Ni
Cu
Au

Figure 2.16: Experimental contact resistance RC as a function of VBG for samples with Ni, Cu and
Au contacts. VDP is the VBG corresponding to the Dirac Point, at which the graphene resistance is
maximum.

The potential energy calculated along the z direction of the Ni-G stack (perpendicular
to graphene, Fig. 2.14) and averaged over the x-y plane (see Fig. 2.19). The energy profiles
are reported for different Ni-G distances (d) and they describe the variation of the energy
of the two materials when they are approaching. The lower peaks are located at the atom
positions and, by reducing d, the graphene peak lowers with respect to the Ni peaks (see
Fig. 2.19.b), indicating the charging of the two materials.

The charge transfer due to the chemical interaction between metal and graphene has
been extracted (Fig. 2.20) and averaged over the graphene plane for the Cu-G stack (at
d = 0.51 nm). The interaction between the metal and graphene results in a large charge
transfer and consequently, the charge in the graphene underneath the contact affects
the RC values [107]. Thus, there is the need of estimating the graphene doping due to
the metal proximity. Since it is not straightforward to distinguish between the charge
belonging either to graphene or to the Cu contact [109] it is not possible to evaluate the
metal-induced G doping.

To extract a dependable value for the graphene doping, also avoiding spurious con-
tributions by the charge redistribution due to Pauli repulsion [117], we made used of the
so-called Bader analysis to calculate the charge variation of each C atom induced by the
presence of the metal contact [118]. In particular, Richard Bader from McMaster Uni-
versity developed an intuitive method for dividing molecules into atoms, the Quantum
Theory of Atoms in Molecules (QTAIM). His definition of an atom is based solely on
the 3D electronic charge density profile. Bader uses zero flux surfaces to subdivide the
real space in volumes labeled as the atoms. A zero-flux surface is a 2D surface on which
the charge density is minimum. Actually, the charge density usually reaches a minimum
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Figure 2.17: Energy bands of (a) Cu-G and (b) Au-G stacks at minimum energy distance (d = 0.31
nm). For both cases bands are the superimposion of metal and graphene bands and the Dirac cone is
visible at the K point. Note that the Au-G supercell is based on a 2 × 2 graphene cell, resulting in the
folding of graphene bands. Blue crosses/lines are for spin up, red lines are for spin down.
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Figure 2.18: Energy bands of Ni-G stack for two d values: (a) MD, d = 0.21 nm; (b) d = 0.3 nm. Ni
induces gaps in graphene and the Dirac cone at the K point vanishes. Blue crosses/lines are for spin up,
while red lines are for spin down.
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Figure 2.19: (a) d along z (perpendicular to graphene) of the Ni-G stack for different d values.
The energy reference has been taken at the Ni atoms position. (b) Zoom in the graphene region.
The graphene relative energy with respect to Ni atoms changes when the layers are approaching,
indicating the charging of the two materials.
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Figure 2.20: Induced net charge along z (perpendicular to graphene) for the Cu-G stack at d =
0.51 nm. Vertical dashed lines are the positions of graphene and of the closest Cu layer.

between atoms in molecular systems, and this is a natural place to be considered as the
limit of the volume occupied by atoms [119]. Therefore we used this technique to at-
tribute different portions of space, and the charge contained into such volumes, to the
different atoms. Fig. 2.21 shows the calculated doping for the different M-G contacts and
for several d values down to the MD of each structure. Cu and Ni induce n-type doping
in graphene, while, for the Au contact, graphene becomes p-type [117]. It is evident that,
at small d, the metals largely dope the graphene, with a huge doping value in the case
of the Ni-G stack at MD. However, under these circumstances, it becomes difficult to
interpret the Ni-G stack in terms of a Ni and a graphene sub-systems, because of the
strong hybridization of the two materials already discussed in Fig. 2.18.

Fig. 2.21 demonstrates the very different dependence on d of the induced graphene dop-
ing for the different metals, with a very long range interaction between Au and graphene.
For Ni and Cu, instead, the interaction with graphene has a much shorter range. This
trend for distances larger than the MD is consistent with the experimental results of
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Figure 2.21: Graphene doping as a function of the distance d, calculated through Bader
analysis. Au-G contact shows long range interaction, while Ni-G and Cu-G stacks show shorter
range interactions. MD values are highlighted for the three M-G contacts.

Fig. 2.16. Indeed, the Au-G stack shows the lowest RC values suggesting a significant
doping of graphene, while the Ni-G system has the worst RC , thus indicating a weak Ni-G
interaction. The comparison between the experimental RC behavior and the simulations
in Fig. 2.21 suggests that the actual M-G distance in the fabricated contacts is larger
than 0.5 nm, thus leading to an inefficient doping of graphene by the Ni (with the worst
RC). Au instead is still effective in doping the underlying graphene (with the best RC),
even at a non optimal Au-G distance. In order to interpret the experimentally observed
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Figure 2.22: Back gated Au-G stack: (a) Sketch of the applied electric field F inducing a total charge
ε0F/q in the stack; (b) graphene hole density variation ∆p determined via Bader analysis and compared
to the total charge ε0F/q.

RC dependence on VBG, we used DFT simulations and Bader analysis to study also the
influence on the graphene doping of a back-gate induced electric field F . In particular, as
sketched in Fig. 2.22.a, we repeated the analysis in Fig. 2.21 on M-G stacks undergoing
the electrostatic effect of gate plate, inducing F along the z direction perpendicular the
graphene sheet. The dipole correction option in the Quantum Espresso suite allowed us
to apply a non null F only at the graphene side of the M-G stack, thus reproducing an
electrostatic configuration similar to that in the experiments [109]. Fig. 2.22(b) reports
the F induced variation of the graphene doping (∆p), calculated as the difference be-
tween the charge configuration in the Au-G stack subject to the field F and that for the
unperturbed stack (with F = 0, thus without the gate plate). The results show that,
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Figure 2.23: Back gated Au-G stack: graphene doping density p determined via Bader analysis at
different back-gate electric fields F for two Au-G distances. At MD, the gold contact is more effective in
defining the doping of the underlying graphene, also reducing the p dependence on F .

for d ≥ 0.4 nm, the ∆p accounts for the entire charge ε0F/q induced in the Au-G stack,
whereas at the MD d = 0.31 nm only about the 40% of ε0F/q is induced in the graphene.

Fig. 2.23 compares the dependence of the graphene doping p on the applied F value,
for Au-G stacks at the MD and at d = 0.7 nm. At MD, the gold contact is more effective
in defining the doping of the underlying graphene, also reducing the p dependence on F ,
that is more pronounced for d = 0.7 nm. Therefore, the large RC dependence on the VBG

bias in the experiments of Fig. 2.16 is consistent with a distance d ≥ 0.4 nm, such that
VBG can still modulate the graphene charge to a large extent.

2.4 Contacts between (semi)metal and MoS2

MoS2 is the most technologically mature 2D semiconductor [120]. Unique properties of 2D
MoS2 make it a potential candidate for crossing the limitations in numerous applications
[121, 122]. However, as discussed previously, for most applications the quality of the
metal-MoS2 contact is critical, with best reported values being in the range 1KΩµm [123],
which sharply contrasts with the projections of the IRDS roadmap [124], targeting tens
of Ωµm for nanoscale FETs. The lack of dangling bonds at the MoS2 surface may raise
expectations for a weak FLP at the metal-MoS2 interface and, thus, for a good control
of the SBH with the metal WF. However, as already discussed in Sec. 2.1.1, the slope
of the SBH versus WF curves is small. In this section, we report new DFT results for
FLP and SBH in defect free metal-MoS2 contacts. The conditions for Fermi level de-
pinning are also discussed, which is a prerequisite for the engineering of the SBH and the
attainment of an Ohmic behavior of the metal-MoS2 contacts. Al, Sc, Ni, Pd, Cr, and
Au are commonly used as contact metals due to their fundamental chemical and physical
properties (e.g., stability, thermal and electrical conductances). However, to form an
Ohmic n-type (p-type) contact to MoS2, the selected bulk metal should have low WF
(high WF) to make SBH small enough. Because of the significant lattice mismatch with
MoS2, Cr and Ni have been excluded from this analysis. For the others (Al, Au, Pd)
the 111-surface of a six-layer 2× 2 cell is matched to

√
3×

√
3 MoS2 monolayer supercell

(Fig. 2.24). After a complete relaxation of the heterostructure, the Minimum energy
Distance (MD) between MoS2 and metal has been extracted (see Table.2.2). The charge
transfer due to the chemical interaction between metal and MoS2 has been extracted by
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3𝑎0

3𝑎0

Figure 2.24: 2× 2 supercell of Al(111) has been matched to
√
3×

√
3 supercell of MoS2. a0 is

the lattice constant of the MoS2 primitive unit cell.

Table 2.2: Properties of various metal-MoS2 contacts.

Metal Lattice constant (nm) Calculated WF (eV) MD (nm)

Sc(0001) 0.33 3.5 0.18
Al(111) 0.29 4.0 0.27
Au(111) 0.29 5.5 0.30
Pd(111) 0.89 5.3 0.25

calculating the difference (∆n) between the valence electron density of the metal-MoS2
stacks and the isolated metal and MoS2 layers. The interaction between the metal and
MoS2 induces a non-negligible charge transfer (Fig. 2.25), with the building up of dipoles
along the direction perpendicular to the stack (∆n > 0 corresponds to negative charge,
∆n < 0 indicates positive charge). In this respect, contact properties are expected to be
largely impacted by the charge transferred between metal and MoS2 [107]. So we tried to
estimate the MoS2 doping due to the metal proximity.

MD

Figure 2.25: Induced net charge along z (perpendicular to the heterostructure) for the (a)
Au–MoS2 ,and (b) Pd-MoS2 heterostructures at MD. Vertical dashed lines are the positions of
atoms.
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However, from Fig. 2.25 it is not possible to evaluate the metal–induced MoS2 doping
since it is not straightforward to distinguish between the charge belonging either to MoS2
or to the metal contact [109]. To make the picture more clear, the Bader analysis was
used to calculate the charge variation of each atom induced by the proximity of metal and
MoS2 [118], then we converted this charge into an areal doping density of each structure
(Table.2.3).

Table 2.3: Doping of MoS2 by metal at MD.

Pd-MoS2 Au-MoS2

MoS2 charge variation [1013 cm-2] 7.16 0.80

The Bader analysis indicates that Pd can dope MoS2 more than Au; this might be the
result of a smaller lattice mismatch, and consequently a larger overlap between d orbitals
in Pd-MoS2 heterostructure leading to a better electron injection. However, it also shows
that both metals largely n-doped MoS2 at MD, which is not completely consistent with
the results of the PDoS analysis in the following. Figure. 2.26 shows the projected density
of states of MoS2 in Pd–MoS2 and Au-MoS2. It is clear that the large density of IGS,
especially for the case of Pd, pins the Fermi level well inside the gap of MoS2, so this
should prevent the charging of the MoS2 layer. So an interpretation of the results in
Tab. 2.3 is required. Since Bader analysis spatially partitions the space and attributes
these pieces to each atom, the presence of large IGS (which belong to both metal and
MoS2) in such small distances (0.25 nm in Pd–MoS2) leads to an overestimation of the
doping of the MoS2 layer. Figure. 2.27 shows that by increasing the distance, the charges
at the interface drastically decrease due to the reduction of gap states inside the interface.
To evaluate the SBH and FLP, the partial density of states (PDoS) of MoS2 is extracted
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Figure 2.26: PDoS of MoS2 in (a) Pd–MoS2 and (b) Au-MoS2 stack at MD. The Fermi energy
set to zero. The dashed boxes indicate the expected bandgap of MoS2. Gap states (e.g. the
peaks inside the dashed boxes) are responsible for charge exchanging with metal.

for different distances. d (Fig. 2.13), between MoS2 and the metal. Figure. 2.28 shows the
PDoS of MoS2 in Au-MoS2 stack at two different distance. For d = 0.8 nm (Fig. 2.28.a),
the PDoS of the MoS2 layer is consistent with the isolated material (Egap � 1.8 eV),
with no Interface Gap States (IGS). Moreover, by defining the SBH for electrons/holes
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(φelectron/φhole) as the difference between the conduction/valence band (CB/VB) edge
and the Fermi level (EF ), the extracted SBH agrees well with the Schottky–Mott rule
with a work function φm = 5.5 eV for Au and a MoS2 affinity of 4.2 eV. For shorter d
values (Fig. 2.28.b), instead, the IGS density increases considerably, thus pinning EF and
affecting the SBH.
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Figure 2.27: Induced net charge along z (perpendicular to the heterostructure) in (a) Pd–MoS2
and (b) Au–MoS2 heterostructures at different distances, the red and black solid lines are the net
charge for d = 0.5 nm and d = 0.8 nm respectively. Remaining charge at metal-MoS2 interface
is highlighted in yellow box. The vertical dashed lines are the positions of atoms.
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Figure 2.28: PDoS of MoS2 in the MoS2-Au stack for (a) d = 0.8 nm and (b) d = 0.4 nm. At
short distances and we see the onset of IGS (e.g. the large green peak) that pin the Fermi level
EF inside the bandgap.

Similar results are observed for the MoS2-Al stack (Fig. 2.29), with a large PDoS
increase in the MoS2 gap at small d, that pins EF . For d = 0.8 nm, instead, the SBH is
about zero, consistently with φm = 4 eV for the Al slab.
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Figure 2.29: PDoS of MoS2 in MoS2-Al stack for different d values in (a) logarithmic, and
(b) linear scales (zoomed around EF ). For MD, EF is pinned in the MoS2 bandgap due to IGS
(black). By increasing d, the IGS density is suppressed, so that EF gets de-pinned and reaches
the MoS2 CB for d = 0.8 nm.

The back-gate in Fig. 2.13.b allows the biasing of MoS2 through an external electric
field (F ). However, the strong FLP for small d values precludes any SBH modulation
(Fig. 2.30). For d = 0.8nm, instead, due to the EF de-pinning, the field can shift EF with
respect to the CB edge (Fig. 2.31), hence Φelectron reduces for F > 0 and increases for
F < 0. To gain a better physical insight, we extracted the F induced charge in MoS2 by
using either the Bader analysis [109,110] or simply the Gauss law; in fact, for d = 0.8nm,
a dependable F value can be determined at both sides of MoS2 from the potential energy
profile (Fig. 2.33). The charges extracted from Bader analysis or Gauss law agree well for
MoS2-Al (Fig. 2.34.a) and MoS2-Au (b). An electric field F > 0 increases the electron
density in MoS2 and eases the contact to the CB in the MoS2-Al system, while a negative
field eases a contact to the VB in the MoS2-Au stack. It is worth mentioning that the
apparently large F values needed to induce n-type or p-type contacts are partly due to the
use of vacuum as a spacer between MoS2 and the back-gate. By exploiting the dielectrics
typically available in CMOS technologies, the required field can be reduced by a factor
equal to the corresponding permittivity, namely of about 4 for SiO2 and 30 for HfO2.

2.4.1 Contact resistance in MoS2

The insertion of a proper buffer layer (e.g. graphene or h-BN) between the metal and
the TMD has been recently explored to de-pin the Fermi level in metal-MoS2 con-
tacts [125–127]. This approach is completely consistent with the analysis performed so
far. Indeed the buffer layer may allow a different positioning of metal w.r.t MoS2, enlarg-
ing the distance between the materials. However the reduction of FLP comes at the cost
of a larger tunneling barrier (TB) in the vdW gap (see Fig. 2.12.c), so that the trade-off
between spacing between metal and MoS2 and FLP must be addressed. Recent results
have shown that the semimetallic bismuth can effectively suppress IGS and lead to an
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Figure 2.30: PDoS of MoS2 in the back gated MoS2-Al stack at MD for F = 0 and +18.1
MV/cm. Due to the large density of IGS, EF is strongly pinned and the electric field imposed
by the back gate cannot influence EF .
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Figure 2.31: PDoS and potential energy of MoS2 in back gated MoS2-Al at d = 0.8 nm with
(a, d) F = −18.1 MV/cm , (b, e) F = 0, and, (c, f) F = +18.1 MV/cm . EF is de-pinned: the
field shifts EF with respect to CB and VB of MoS2 (n-type contact for F > 0).

ultra low resistance n-type Ohmic contact to several TMDs [85]. So, We applied the ab
initio quantum transport methodology recently presented in [105] to evaluate the contact
resistance of MoS2 contact featuring semi-metal and/or buffer layers. We present an ef-
fort to examine quantitatively: a) the trade off between SBH and the TB in metal-MoS2

contacts with different buffer layer options; b) the ab-initio calculation of resistance in
bismuth-MoS2 [85]; c) the Au-NbS2-MoS2 system as an attainable option for a p-type
contact to MoS2. The effectiveness of our simulation approach allowed us to simulate
relatively large overlap regions between (semi)metal and TMDs, so as to bridge the gap
between the atomistic description and the technologically relevant figures of merit. Fig-
ure. 2.35 shows the projected electronic structure (left) and projected MoS2 Density of
States (DoS, right) for the Al-MoS2 system with d = 0.35 nm, where a SBH of about 0.2
eV is still observed. Figure. 2.36(left) shows that for d = 0.71 nm, instead, the Fermi
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Figure 2.32: PDoS of MoS2 in back gated MoS2-Au at d = 0.8 nm with (a) F = −18.1
MV/cm , (b) F = 0, and, (c) F = +18.1 MV/cm . EF is not pinned anymore

: the field shifts EF with respect to CB and VB of MoS2.

Figure 2.33: Back gated MoS2-Au stack. d = 0.8 nm is large enough to calculate the field at
both sides of MoS2 (red dashed box).

Figure 2.34: MoS2 charge vs. F extracted with Bader analysis or through the Gauss law for
MoS2-Al (a) and MoS2-Au (b) stacks. The back gate field induces either a n-type (a) or a p-type
contact (b).

level EF touches the projected MoS2 conduction band (CB) minimum, namely the SBH is
zero. This is in agreement with the Schottky–Mott rule considering an Al work function
WF = 4 eV and a MoS2 affinity of 4.2 eV. The Al-hBN-MoS2 also exhibits a negligible
SBH (Fig. 2.36(right)), however both the options in Fig. 2.36 imply a wider TB region
compared to, for example, the Al-MoS2 contact with a minimum energy distance. This
latter aspect is best illustrated in Fig. 2.37, reporting the transmission across the Al-
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Figure 2.35: Electronic structure (left) and Density of States (DoS, right) for a vertical Al-
MoS2 heterostructure with a 0.35 nm vacuum region between Al and MoS2. Left: Electronic
structure projected on MoS2 orbitals and for a transverse Bloch vector ky = 0. The size of
circles is proportional to the weight of the states projection. Dashed lines show the bands of the
whole VHJ. Right: projected DoS for MoS2 showing a Schottky barrier hight of about 0.2 eV.
The inset shows that, thanks to the dipole correction placed at z = 30 Å , the potential is flat
in the vacuum region.

MoS2 and the Al-hBN-MoS2 structure calculated with our ab-initio transport approach
described in Sec. 2.2.3. The Al-MoS2 system with d = 0.35 nm has the largest transmis-
sion at the CB minimum (see vertical dashed lines), but the transmission is negligible at
E = EF due to the SBH of ∼ 0.2 eV . The Al-MoS2 system with d = 0.71 nm and the
Al-hBN-MoS2 system, instead, exhibit a negligible SBH, but the transmission at the CB
minimum is largely degraded by the TB compared to the transmission at the CB mini-
mum of the d = 0.35 nm system. Fig. 2.38 reports IC versus VC (see Fig. 2.12.a) curves
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Figure 2.36: Projected electronic structure for: (left) the Al-MoS2 vertical heterostructure with
an Al-MoS2 distance d = 0.71 nm; (right) the Al-hBN-MoS2 heterostructure, having a calculated
minimum energy distance that is also d = 0.71 nm. Bands are reported for a transverse Bloch
vector ky = 0.
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Fermi level EF ) calculated with the ab-initio quantum transport methodology described in
Sec. 2.2.3. Results are shown for ky = 0. Vertical dashed lines identify approximately the
minimum of the MoS2 conduction band in each system.

at small VC for the Al-MoS2 system at different distances d and for the Al-hBN-MoS2

contact. For d = 0.8 and 0.7 nm the IC - VC plot of the Al-MoS2 system is fairly linear
in the explored VC range. Namely these contacts exhibit an Ohmic behavior that eases
the extraction of the contact resistance RC , which has been here defined as RC = VC/IC
at VC = 25 mV. For the d = 0.35 nm system, instead, the ∼ 0.2 eV SBH results in a
Schottky behavior of the IC - VC plot, such that the IC has a super-linear increase with VC

for VC larger than about 50 mV. The RC extracted from the IC - VC plots are reported
in Fig. 2.39 for different contact options and versus the inverse of the contact length.
The contact resistivity ρc inferred from the slope of the RC versus 1/LC curves are also
indicated. As expected, the ρc of the Al-MoS2 contacts substantial degrades by increasing
the thickness d of the vdw gap.
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Figure 2.38: Numerically calculated current, IC , versus voltage, IC , through the Al-MoS2
contact for different Al-MoS2 distances (see Fig. 2.12.a). The contact resistance is here defined
as RC = VC/IC at VC = 25 mV. The length of the Al-MoS2 heterostructure is LC = 9.49 nm
(corresponding to 10 orthorhombic unit cells) (see Fig. 2.12.c). The RC dependence on LC is
analyzed in Fig. 2.39.

It was experimentally shown that the semimetal bismuth can provide an essentially
Ohmic, n-type contact to MoS2 [85]. For the first time we here report ab-initio simulations
of the resistance in a bismuth-MoS2 system (see Fig. 2.40). For simulations with the
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ear regression the contact resistivity ρc can be readily extracted.
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semimetal bismuth (Bi), a 2 × 2 supercell of three Bi layers (0001) has been matched
to a

√
7 ×

√
7 unstrained MoS2 cell (see Fig. 2.40). The lattice mismatch is about 3.6%

(compressive strain on Bi atoms), and our simulations show that this strain has a limited
influence on the Bi electronic structure near the Fermi level (not shown). Furthermore,
after a complete geometry optimization, the extracted distance between Bi and S atoms
is d = 0.326 nm, in good agreement with [85]. Figure. 2.41(left) reports the projected
electronic structure for the Bi-MoS2 VHJ close to the CB minimum. The green line
identifies a branch with the expected CB minimum in [0.33(2π/a), 0] (see Fig. 2.40), while
the blue line marks a branch due to the hybridization between bismuth and MoS2 orbtitals.
In virtue of such an uncertainty about the SBH in this system, Fig. 2.41(right) reports the
calculated RC for the SBH values ranging in the shaded area of Fig. 2.41(left). For the
small SBH values the calculated RC approaches the experimental value reported in [85].
Moreover the calculated RC for the bismuth-MoS2 system is more than ten times smaller
than the counterpart for the Al-hBN-MoS2 contact (see Fig. 2.39). Since monolayer
MoS2 has a high ionization energy of about 5.95 eV, contacting the MoS2 valence band
(VB) is a very challenging problem. We here propose to use an interlayer consisting of a
metallic monolayer NbS2. In fact the high NbS2 workfunction of about 6.2 eV is expected
to push the EF of the system down to the VB edge of MoS2 [125]. In order to investigate
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Figure 2.41: Left: Electronic structure for the Bi-MoS2 VHJ zoomed in an energy range close
to the projected MoS2 CB minimum. The size of the red circles is proportional to the weight
of the states projection on MoS2 (see Fig. 2.35). The green line identifies the CB branch with
the minimum in kx = 0.33 [2π/a] corresponding to free-standing MoS2. The blue line marks a
branch due to Bi- MoS2 hybridization (as implied by the smaller projection on MoS2), whose
minimum lies about 20 meV below the Fermi level. The shaded area indicates the uncertainty
in the SBH value. Right: Contact resistance RC versus the SBH for a contact length LC = 8.37
nm (i.e 10 orthorhombic unit cells) and for the SBH values of shaded area in the left figure. RC
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MoS2 or on NbS2 orbitals.

this hypothesis we studied in details the Au-NbS2-MoS2 system. Figure. 2.42 shows the
supercell of the system, and the electronic structure projected either on MoS2 or on NbS2.
As it can be seen, the EF can reach the top of the MoS2 VB and, moreover, it crosses a
few branches of the NbS2 VB. Because of its clearly metallic behaviour, the NbS2 does not
introduce a TB in the Au-NbS2-MoS2 heterostructure, which is a key advantage compared
to an Al-hBN-MoS2 system.

2.5 Conclusions

In this chapter, first we have showed that Ni and Cu largely dope graphene at MD,
but at larger distance they fail to dope graphene. In this respect, the experiments for
Ni-G and Cu-G contacts report a large RC (especially at VBG = 0), thus suggesting
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d > 0.5 nm. This increased distance may be the result of wrinkles, roughness and/or
impurities impacting the quality of the M-G interface. For the Au-G contact, a longer
range interaction and significant G doping are predicted for d up to 1 nm, explaining
the lower experimental RC compared to Ni-G and Cu-G. Furthermore, the simulations
predict a large RC dependence on VBG at d > 0.4 nm. This result seems to grasp the
experimental behavior, thus supporting the picture of a M-G distance larger than the
minimum distance.

Then we have also showed that for a defect-free MoS2 layer, the control of the metal-
MoS2 distance d is crucial in order to enable a modulation of the SBH, that can be further
adjusted by an effective back-gating of the structure. This may be achieved thanks to
the insertion of a proper buffer layer such as graphene or h-BN between the metal and
MoS2. Moreover, we have used an in house developed, ab-initio transport methodology to
investigate several options for a metal contact to monolayer MoS2. Our results examined
quantitatively the trade off between SBH and TB in contacts with a buffer layer, and
confirmed by simulations the superior performance of the bismuth-MoS2 n-type contact.
We also showed that the Au-NbS2-MoS2 system provides a pathway to an Ohmic p-type
contact. These results can be naturally extended to TMDs other than MoS2.
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Chapter 3

Sensors based on 2D materials

3.1 Introduction

As already mentioned in Chap. 1, the discovery of 2D materials has increased the world-
wide efforts to develop novel sensors for different applications. Due to the high carrier
mobility and surface-to-volume ratio, fast sensors with high sensitivity based on 2D ma-
terials have been developed [19, 128–130]. First, this chapter revisits the problem of the
Linearized Boltzmann Transport Equation (LBTE) and scattering mechanisms that have
been accounted for in this thesis. Then in the Secs. 3.3 and 3.4 we discuss the preformed
analysis based on the method described in Sec.3.2. Finally, Sec. 3.5 presents different gas
sensors based on 2D materials. Since the material in Sec.3.5 stems from the continuation
of my previous studies carried out at the University of Tehran, the context of this part is
different from other sections in the current chapter.

3.2 Linear Resistance : Semiclassical methods

Low field mobility is a critical parameter for many electronic devices, especially MOS tran-
sistors. The reason behind this importance is that there is a correlation and connection
between low field mobility and drain current in MOSFET transistors [131–133].

Quantum transport models for electrons accounting for scattering mechanisms are
computationally costly, so various methods such as Effective Mass Approximation (EMA)
or k.p theory have been proposed to reduce the computational costs. However, these meth-
ods have their limitation, for example, in EMA only one of the CBM can be considered.
In order to cross these limitations, the Boltzmann Transport Equation (BTE) for all en-
ergy bands must be solved. The BTE can be solved by general methods (e.g., the Monte
Carlo method), but a Linearized BTE (LBTE) is also sufficient to calculate low field
mobility accurately, provided that both the formulation and the solution of the LBTE
do not involve simplifying assumptions. This approach has a high accuracy in low field
conditions with smaller computational burden compared to other methods. Here in the
following, the linearaztion of the BTE will be revisited [134]. In this thesis, we have used
a previously developed simulator based on this model [20], by adding some extensions
concerning scattering mechanisms.

43
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3.2.1 Linearized BTE

The distribution function for electron fv(k⃗) in valley ν in the presence of an electric field
Fx can be written as:

fν(k⃗) = f0

(
Eν(k⃗)

)
− eFxgν(k⃗), (3.1)

where f0(E) is the Fermi-Dirac distribution function, x is one of the longitudinal (l) or

transverse (t) directions of the valley, and k⃗ = (k⃗l, k⃗t) is the wavevector in the the valley

coordinate system. Eq.3.1 is a definition for gν(k⃗) which are the unknown functions in

the linearized Boltzmann equation. We make the ansatz that gν(k⃗) can be written as:

gν(k⃗) = −τν(k⃗)vνx(k⃗)
∂f0(Eν(k⃗))

∂E
(3.2)

where τv and vνx are the k dependent Momentum Relaxation Time (MRT) and the group
velocity (x component) of valley ν, respectively. According to the the Fermi-Dirac distri-
bution function Eq.3.2 can be re-write as follows:

gν(k⃗) =
τν(k⃗)v

ν
x(k⃗)

KBT
f0(Eν(k⃗))

[
1− f0(Eν(k⃗))

]
, (3.3)

where KB is the Boltzmann constant and T is the temperature. From this equation we
can write the MRT as:

τν(k⃗) =
gν(k⃗)

vνx(k⃗)
× KBT

f0(Eν(k⃗))[1− f0(Eν(k⃗))]
. (3.4)

In order to avoid numerical problems in the numerical solution of the LBTE, we calculate
gν(k⃗), then we extract the MRT using Eq.3.4. LBTE for 2D materials is defined as [135]:

vνx(k⃗)f0

(
Eν(k⃗)

) [
1− f0(Eν(k⃗))

]
=

KBTΣω,k⃗′Sν,ω(k⃗, k⃗′)

[
gν(k⃗)

1− f0(Eω(k⃗′))

1− f0(Eν(k⃗))
− gω(k⃗′)

f0(Eν(k⃗))

f0(Eω(k⃗′))

]
,

(3.5)

where Sν,ω(k⃗, k⃗′) is the scattering rate from the wavevector k⃗ in the valley ν to the wavevec-

tor k⃗′ in the valley ω. According to the Fermi’s golden rule, an in-elastic scattering rate
can be written as:

Sν,ω(k⃗, k⃗′) =
2π

ℏ

∣∣∣Mν,ω(k⃗, k⃗′)
∣∣∣2 [nop +

1

2
∓ 1

2

]
δ
[
Eω(k⃗

′)− Eν(k⃗)∓ Eph(q)
]
, (3.6)

where Eph(q) = ℏω(q) is the phonon energy and q = ±(k⃗′− k⃗) is the wavenumber, and nop

is the phonon occupation number obtained according to the Bose-Einstein distribution.
Upper and lower signs are for the absorption and emission of phonons, respectively. Eq.3.6
is related to a single scattering mechanism, we will discuss about multiple scattering
mechanisms later in this section.

If we convert the summation in Eq.3.5 to the integral and write the Sν,ω(k⃗, k⃗′) by using
Eq.3.6, then Eq.3.5 can be re-written as:
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gν(k⃗)KBT

f0

(
Eν(k⃗)

) [
1− f0

(
Eν(k⃗)

)][ 1

2πℏ
Σω

∫
k⃗′
Λν,ω(k⃗, k⃗′)δ[Eω(k⃗

′)− Eν(k⃗)∓ Eph(q)]dk⃗′

]

− 1

2πℏ
Σω

∫
k⃗′
Λν,ω(k⃗, k⃗′)

gω(k⃗)KBT

f0

(
Eω(k⃗′)

) [
1− f0(Eω(k⃗′)

]δ[Eω(k⃗
′)− Eν(k⃗)∓

Eph(q)

]
dk⃗′ = vνx(k⃗),

(3.7)
where:

Λν,ω(k⃗, k⃗′) =
∣∣∣Mν,ω(k⃗, k⃗′)

∣∣∣2 [1− f0(Eω(k⃗′)

1− f0(Eν(k⃗)

]
. (3.8)

By changing the integration variables and using the polar coordinates k⃗ = (k, β) for each
valley ν and direction β, the integration variable changes from magnitude of wavenumber
(k) to the energy Eν(k, β):

gν(k⃗)KBT

f0

(
Eν(k⃗)

) [
1− f0

(
Eν(k⃗)

)][ 1

2πℏ
Σω

∫ π

−π

dβ′
∫ +∞

−∞
dEωΘν,ω(k⃗, k⃗′)δ[Eω − Eν(k⃗)∓ Eph(q)]

]

− 1

2πℏ
Σω

∫ π

−π

dβ′
∫ +∞

−∞
dEωΘν,ω(k⃗, k⃗′)

gω(k⃗)KBT

f0

(
Eω(k⃗′)

) [
1− f0(Eω(k⃗′)

]δ[Eω(k⃗
′)− Eν(k⃗)∓

Eph(q)

]
= vνx(k⃗).

(3.9)

In the above equation, the symbol Θν,ω(k⃗, k⃗′) is defined as:

Θν,ω(k⃗, k⃗′) = k⃗′(Ej, β
′)

[
dEω(k⃗′, β⃗′)

dk

]−1 ∣∣∣Mν,ω(k⃗, k⃗′)
∣∣∣2 [1− f0(Eω(k⃗′)

1− f0(Eν(k⃗)

]
. (3.10)

The Dirac function in Eq.3.7 limits integration in the k space to Eω(k⃗
′) = Eν(k⃗) ±

Eph(q). To numerically solve this equation, the energy driven discretization of the electron
wavevector is utilized guarantying that all the discrete wavevectors correspond to energies
differing by a multiple of the energy step ∆E. The same discretization method is used
for the phonon energy that is equal to p∆E, where p is a positive integer.

According to the method of discretization mentioned above and by considering k⃗ν,r,d =
(kν,r,d, d∆β), the positive integer number nν,r,d is defined as follows:

Eν(kν , r, d) = Emin + nν,r,d∆E. (3.11)

The difference between the initial wavevector k⃗ν,r,d and the final wavevector k⃗ω,r′,d′ is equal
to:

q = |⃗kω,r′,d′ − k⃗ν,r,d|, (3.12)

where q ∈ ∆qp and will correspond to the phonon discrete energy (p∆E). According to
the above information about discretization, the energy conservation for a phonon assisted
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transition between an initial state and final state can be expressed as follows:

[nω,r′,d′ − nν,r,d] = 0. (3.13)

Then we can re-write the Eq.3.9:

g (kν , r, d)

[
∆β

2πℏ
Σω,r′,d′A

ω,r′,d′

ν,r,d δω,r
′,d′

ν,r,d

]
−

∆β

2πℏ
Σω,r′,d′B

ω,r′,d′

ν,r,d g (kω,r′,d′) δ
ω,r′,d′

ν,r,d =
vx(kν , r, d)f0 (E(kν,r,d)) [1− f0 (E(kν,r,d))]

KBT
,

(3.14)

where:

Aω,r′,d′

ν,r,d = kω,r′,d′

[
dE(kω,r′,d′)

dk

]−1

|Mν,ω(kν,r,d, kω,r′,d′)|2
[
1− f0 (E(kω,r′,d′))

1− f0 (E(kν,r,d))

]
, (3.15)

Bω,r′,d′

ν,r,d = kω,r′,d′

[
dE(kω,r′,d′)

dk

]−1

|Mν,ω(kν,r,d, kω,r′,d′)|2
[

f0 (E(kν,r,d))

1− f0 (E(kω,r′,d′))

]
. (3.16)

The Kronecker symbol defined as follows:

δω,r
′,d′

ν,r,d = {1 for [nω.r′,d′−nν,r,d∓p]

0 otherwise (3.17)

Finally the relaxation time can be extracted by solving the Eq.3.14.
It is worth mentioning that the Eq.3.14 is for an anisotropic energy relation and scatter-

ing mechanism (most general case), resulting in a computationally demanding numerical
solution. For the case of 2D MoS2, although the energy relation of K-valley is considered
isotropic, in addition to the anisotropic energy relation of Q-valley, some scattering mech-
anisms (e.g., Coulomb Impurities) must be also treated as an anisotropic mechanism. So
simplifying methods are a prerequisite to make this problem computationally affordable.
In order to reduce computational effort, a non-parabolic description of the band structure
based on the EMA close to the K and Q conduction band minima has been used. By
defining the θ as an angle between armchair and longitudinal direction in real space, we
have:

E (1 + αE) = ℏ2k2l /(2m∗
l ) + ℏ2k2t /(2m∗

t ), (3.18)

where k⃗ = (kt, kl) = (ksin(θ), kcos(θ)), ml and mt respectively denote the longitudinal
and transverse effective mass, and α is the non-parabolicity factor [135]. The θ dependent
mass mtl can be introduced as follows:

mtl(θ) =

[
cos2(θ)

ml

+
sin2(θ)

mt

]−1

. (3.19)

Now we can calculate the k and its derivative with respect to the energy as:

k(E, θ) =

√
2mtl(θ)E(1 + αE)

ℏ
, (3.20a)

∂k(E, θ)

∂E
=

mtl(θ)E(1 + 2αE)

ℏ
√

2mtl(θ)E(1 + αE)
. (3.20b)

After discretization of mtl(θ) and introducing the Eq.3.20 in Eqs.3.15, 3.16:

Aω,r′,d′

ν,r,d =
mω

tl,d

ℏ2
(1 + 2αωE (kω,r′,d′)) |Mν,ω(kν,r,d, kω,r′,d′)|2

[
1− f0 (E(kω,r′,d′))

1− f0 (E(kν,r,d))

]
, (3.21)
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Bω,r′,d′

ν,r,d =
mω

tl,d

ℏ2
(1 + 2αωE (kω,r′,d′)) |Mν,ω(kν,r,d, kω,r′,d′)|2

[
f0 (E(kν,r,d))

1− f0 (E(kω,r′,d′))

]
. (3.22)

Using this method slightly reduces the volume of calculations and also prevents some
numerical problems in solving the equation.

Eq.3.14 only considers a single inelastic scattering mechanism. In order to consider
all scattering mechanisms, the mentioned method in [136] is used. To do so, Eq.3.14 is

re-written as M̄
s
ḡ = Ḡ where M̄

s
is a matrix for scattering s, ḡ is the same unknown

function defined in Eq.3.3 and Ḡ is the r.h.s vector. Then the unknown function ḡ for all
scattering mechanisms can be extracted by means of a linear equation:

ΣNsc
s=1M̄

s
ḡ = Ḡ, (3.23)

where Nsc is the number of scattering mechanisms. By using Eqs.3.14, 3.16, corresponding
matrices of the above equation can be determined.

After solving the LBTE and extracting the g or τ , the calculation of mobility will
be straightforward. The mobility matrix of each valley must be defined according to the
following: [

Jν
l

Jν
t

]
= eNi

[
µv
ll µv

lt

µv
tl µv

tt

] [
Fl

Ft

]
. (3.24)

Each matrix element of the mobility must be calculated separately. The current per unit
width can be finally written as:

Jν
l = ∓ e

A
Σkv

ν
l (k⃗)fν(k⃗) =

e2Ft

A
Σkv

ν
l (k⃗)v

ν
t (k⃗)τ

ν
t (k⃗)|

df0(Eν(k⃗))

dE
|. (3.25)

In the above equation, A is the normalization area factor, and f v(k⃗) is defined in the
Eq.3.1. The mobility matrix elements can be extracted by the following equations:

µν
ll =

Jν
l

eNiFl

=
e

ANi

Σkv
ν
l (k⃗)v

ν
l (k⃗)τ

ν
l (k⃗)

∣∣∣∣∣df0(Eν(k⃗))

dE

∣∣∣∣∣, (3.26a)

µν
tt =

Jν
t

eNiFt

=
e

ANi

Σkv
ν
t (k⃗)v

ν
t (k⃗)τ

ν
t (k⃗)

∣∣∣∣∣df0(Eν(k⃗))

dE

∣∣∣∣∣, (3.26b)

µν
lt =

Jν
l

eNiFt

=
e

ANi

Σkv
ν
l (k⃗)v

ν
t (k⃗)τ

ν
t (k⃗)

∣∣∣∣∣df0(Eν(k⃗))

dE

∣∣∣∣∣, (3.26c)

µν
tl =

Jν
t

eNiFl

=
e

ANi

Σkv
ν
t (k⃗)v

ν
l (k⃗)τ

ν
l (k⃗)

∣∣∣∣∣df0(Eν(k⃗))

dE

∣∣∣∣∣. (3.26d)

It should be noted that in the symmetric energy bandstructures, such as circular and
elliptical, the elements µν

tl and µ
ν
lt will be equal to zero.

3.2.2 Carrier scattering

In this section, we revisit the scattering sources of carriers in a single-layer MoS2. Intrinsic
Phonons (iPh) (including acoustic phonons, optical phonons and optical-polar phonons),
Remote or surface optical Phonons (SO Ph), Coulomb Impurities (CIs), Neutral Defects
(NDs) and Strain Fluctuations (SFs) will be discussed in following section.
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To calculate the scattering rates, it is assumed that the dielectrics surrounding 2D
MoS2 create a large energy barrier that confines electrons in the 2D layer. We assume
that the envelope wavefunction Ψ for the 2D electron gas in monolayer MoS2 can be
approximately written as [20, 137]:

Ψk⃗ (r⃗, z) = χ (z) exp
(
i⃗k.r⃗

)
/
√

(A) , χ (z) =
√
(2/az)sin (πz/az) (3.27)

where r⃗ = (x, y) is the position in the transport plane, A is the normalization area, and
az = 0.615 nm is the thickness of monolayer MoS2.

3.2.2.1 Intrinsic phonon scattering

The Ph scattering mechanisms have considered are acoustic and optical phonons and the
piezoelectric coupling with acoustic phonons is not considered, because this coupling has
been shown to be relevant at temperatures below 100 K which is beyond our scope [138].
As mentioned earlier, according to the Fermi’s golden rule, an inelastic scattering rate
can be defined as Eq.3.6. iPh scatterings are divided into these categories :

• intra-valley elastic scattering;
• intra-valley in-elastic scattering;
• inter-valley in-elastic scattering;

The rate of intra-valley scattering (ν = ω) of accoustic phonons approximated as
elastic scattering can be calculated as:

Sac(k⃗, k⃗′) =
2πKBTD

2
ac

ρAℏv2s
δ[E(k⃗′)− E(k⃗)], (3.28)

where KB is the Boltzmann constant, T is the absolute temperature, Dac is the acoustic
deformation potential(taken from [20]), ρ = 3.1× 10−7 gr/cm2 is the mass density and vs
is the sound velocity in 2D MoS2. The rate of other scattering mechanisms including the
intra- and inter-valley in-elastic mechanisms can be formulated as:

Sν,ω
ac/op(k⃗, k⃗

′) =
π(Dν,ω

ac/op)
2

ωac/opρA

[
nop +

1

2
∓ 1

2

]
δ[Eω(k⃗′)− Eν(k⃗)∓ ℏωac/op(q)], (3.29)

where Dν,ω
ac/op is the acoustic/optical deformation potential for scattering from ν to ω

valley and ℏac/op(q) is the phonon energy. In our calculations, we employed the deforma-
tion potentials and phonon energies described in [139] that are reported in Tab. 3.1 and
Tab. 3.2.

3.2.2.2 Scattering with Surface Optical Phonons

Another scattering mechanism considered in our analysis is the remote or surface-optical
phonon. The source of this scattering is in the surrounding dielectrics (Fig. 3.1). The en-
ergy dispersion ℏω(q) of surface phonons versus the phonon wavevector q can be obtained
by solving the secular equation [140]:

ϵbox(ω) + ϵ2D][ϵtox(ω)× coth(qtox) + ϵ2D]

− [ϵbox(ω)− ϵ2D][ϵtox(ω)× coth(qtox)− ϵ2D] exp
−2qaz = 0

(3.30)



CHAPTER 3. SENSORS BASED ON 2D MATERIALS 49
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Figure 3.1: Physical structure of the surrounding dielectrics for 2D MoS2.

where εbox and εtox are the frequency dependent dielectric constant of the lower and upper
dielectric, respectively, ε2D and az are the dielectric constant and thickness of 2D material,
and tox is the thickness of upper dielectric (thickness of lower dielectric assumed to be
semi-infinite). Studies show that even the thickness of upper dielectric (entering Eq.3.30
in coth(qtox)) does not have a large effect on the SO scattering, so by assuming the
semi-infinite thickness for upper dielectric:

[εbox(ω) + ε2D][εtox(ω) + ε2D]− [εbox(ω)− ε2D][εtox(ω)− ε2D] exp
−2qaz = 0. (3.31)

Numerical calculations show that the sub-nanometric thickness of MoS2 causes a very

weak dependence of the remote phonon frequency on q =
∣∣∣�k − �k′

∣∣∣. This dependence has

been neglected by taking exp−2qaz � 1, which simplifies Eq.3.31 as:

εbox(ω) + εtox(ω) = 0. (3.32)

Eq.3.32 can be solved analytically by taking a single polar phonon expression for the
εox(ω):

εox(ω) = εiox +
ε0ox − εiox

1− ω2/ω2
TO

, (3.33)

where ε0ox and εiox are the low and intermediate frequency permittivities of the considered
oxide, and ωTO is the transverse optical phonon frequency. The parameters of dielectric
materials are reported in Tab. 3.3. The solution of Eq.3.33 yields the surface optical polar
phonon frequencies ωSO(q):

ω2
SO/box =

(
−B +

√
B2 − 4AC

)
/(2A), (3.34a)

ω2
SO/tox =

(
−B −

√
B2 − 4AC

)
/(2A), (3.34b)

where A = (εitox + εibox), B = −(ε0tox + εibox+)× ω2
TO,tox − (ε0box + εitox+)× ω2

TO,box

and C = (ε0tox + ε0box) × ω2
TO,toxω

2
TO,box. In this chapter, we have assumed that surface
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Table 3.1: Deformation potentials for inelastic phonon assisted transitions in single-layer MoS2.

Phonon momentum Electron transition Deformation potential
Γ K → K ′ Dac = 4.5 eV
Γ K → K Dop = 5.8× 108 eV cm−1

K K → K ′ Dac = 1.4× 108 eV cm−1

K K → K ′ Dop = 2.0× 108 eV cm−1

Q K → Q Dac = 9.3× 107 eV cm−1

Q K → Q Dop = 1.9× 108 eV cm−1

M K → Q Dac = 4.4× 108 eV cm−1

M K → Q Dop = 5.6× 108 eV cm−1

Γ Q→ Q Dac = 2.8 eV
Γ Q→ Q Dop = 7.1× 108 eV cm−1

Q Q→ Q Dac = 2.1× 108 eV cm−1

Q Q→ Q Dop = 4.8× 108 eV cm−1

M Q→ Q Dac = 2.0× 108 eV cm−1

M Q→ Q Dop = 4.0× 108 eV cm−1

K Q→ Q Dac = 4.8× 108 eV cm−1

K Q→ Q Dop = 6.5× 108 eV cm−1

Q Q→ KorK ′ Dac = 1.5× 108 eV cm−1

Q Q→ KorK ′ Dop = 2.4× 108 eV cm−1

M Q→ KorK ′ Dac = 4.4× 108 eV cm−1

M Q→ KorK ′ Dop = 6.6× 108 eV cm−1

optical phonons are responsible only for intra-valley transitions, hence we can write the
un-screened matrix elements as:

|M ν,ν
SO,tox(k⃗, k⃗

′)|2 = ℏωSO,tox

2Aq

[
1

ϵitox + ϵbox(ωSO,tox)
− 1

ϵ0tox + ϵbox(ωSO,tox)

]
. (3.35)

Finally, the scattering rate due to surface optical phonons is:

Sν,ν
SO(k⃗, k⃗

′) =
2π

ℏ
|MSO(k⃗, k⃗′)|2

[
nSO +

1

2
∓ 1

2

]
δ[Eν(k⃗′)− Eν(k⃗)∓ ℏωSO]. (3.36)

3.2.2.3 Scattering with Coulomb centers

To study the scattering of carriers due to the Coulomb impurities and the effect of sur-
rounding dielectrics on this mechanism, the Fourier transform of the scattering potential
due to the charged impurity located at (r⃗, z) = (0, z0) can be written as [135]:

ϕ(q, z) =
e2

2qϵ2D

[
e−q|z−z0| + C1 exp

qz +C2 exp
−qz
]
, (3.37)

where 0 < z < az, e is the elementary charge, ϵ2D = 7.6ϵ0 is the static permittivity of
monolayer MoS2, and the q dependent constants C1, C2 are given by:

C1 =

[
(ϵ2D − ϵ0box)(ϵ2D − ϵ0tox) exp

−q|z0| +(ϵ2D + ϵ0box)(ϵ2D − ϵ0tox) exp
−q|az−z0|−az

]
(ϵ0box + ϵ2D)(ϵ0tox + ϵ2D) exp2qaz −(ϵ2D − ϵ0box)(ϵ2D − ϵ0tox)

, (3.38)

C2 =
(ϵ2D − ϵ0box)(C1 + exp−q|z0|)

ϵ2D + ϵ0box
. (3.39)
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Table 3.2: The phonon energy for intra-valley and inter-valley transitions at the K, M , and Q
points of single-layer MoS2 as reported in [139].

Phonon mode Γ K M Q
Acoustic [meV] 0 26.1 24.2 20.7
Optical [meV] 49.5 46.8 47.5 48.1

Table 3.3: Parameters for the polar phonons in some high-κ materials. Data from [141]

Material SiO2 ZrSiO4 AlN Al2O3 HfO2 ZrO2

ϵ0tox(ϵ0) 3.9 11.75 9.14 12.53 22 24
ϵitox(ϵ0) 3.05 9.73 7.35 7.27 6.58 7.75

If we assume that the wavefunctions are expressed by Eq.3.27 and scattering with coulomb
centers is responsible only for intra-valley transitions, then the un-screened matrix element
will be given by:

M v,v
CI (k⃗, k⃗

′) =
e2

2qazϵ2D

(
1

q
− q

q2 + (2π/az)2

)
×[

C1(exp
qaz −1) + C2(1− exp−qaz)− exp−qz0 − exp−q(az−z0)

]
+

e2

qazϵ2D

(
1

q
− q

q2 + (2π/az)2
× cos(2πz0/az)

)
.

(3.40)

We have assumed that the scattering with Coulomb centers is elastic, therefore the rate
can be written as:

Sν,ν
CI (k⃗, k⃗

′) =
2π

ℏ
Nimp

A
|M v,v

CI (k⃗, k⃗
′)|2δ[Eν(k⃗′)− Eν(k⃗)] (3.41)

where Nimp is the defects’ concentration per unit area. It is worth mentioning that in
the developed simulator in [137], the charge impurities were assumed to be located at the
center of SC (half of the thickness), while in this thesis we generalized the formulation of
potential for an arbitrary position z0 of the Coulomb centers.

3.2.2.4 Neutral Defects scattering

Monolayer TMDs can have a fairly large density of NDs, and S and Mo vacancies in
monolayer MoS2 have been previously analyzed [142, 143]. Here, we have developed a
phenomenological model for scattering by NDs, similar in nature to models for alloy
scattering in 3D semiconductors [144]. We assume that a ND located in (r⃗, z) = (⃗0, z)
produces a strongly localized scattering and constant scattering potential according to
the hard-cube model:

US = ∆U for 0 < z < az, |x|, |y| < ad/2 (3.42)

Based on Eqs.3.42, 3.27 the un-screened transition matrix element for scattering with
neutral defects can be written as:

|M ν,ν
ND(k⃗

′, k⃗)|2 = ∆U2a4d
A

[
sinc

(qxad
2π

)
sinc

(qyad
2π

)]2
, (3.43)

where a2d is the effective defect area and ∆U is an effective scattering potential. The ∆U
is estimated as the difference between the energy at the peak of the density of states of the
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defect and the conduction band minimum [143], which is similar in spirit to the effective
scattering potential for alloy scattering estimated from the conduction band discontinuity
between the two constituent semiconductors [143]. qx and qy are the x and y component

of the wavevector q⃗ = k⃗′ − k⃗. By treating the scattering with neutral defects as elastic,
the rate for a defects’ concentration equal to ND becomes:

Sν,ν
ND(k⃗, k⃗

′) =
2π

ℏ
ND

A
|M ν,ν

ND(k⃗, k⃗
′)|2δ[Eν(k⃗′)− Eν(k⃗)]. (3.44)

3.2.2.5 Scattering due to strain fluctuations

The scattering due to strain fluctuations (SF) has been claimed to be a dominant source
of scattering in high-quality graphene layers [145], motivating us to develop a model
accounting for their effect on electron scattering in monolayer MoS2. If we let ∆ε(r⃗)
denote the random deviation from the average strain value, then the scattering potential
U∆ε(r⃗) is identified with the random fluctuation of the valley energy minima and it can
be written as U∆ε(r⃗) = D∆ε∆ε(r⃗), where D∆ε is the effective deformation potential for
SFs scattering. As the strain-induced variation of the effective masses is small [146],
we neglected its influence on SFs scattering. By using the wavefunction in Eq.3.27, the
matrix element MSF for SFs scattering can be written as:

MSF (k⃗, k⃗′) = (D∆ε/A)

∫
A

∆ε(r⃗) exp−iq⃗r dr (3.45)

where q =
∣∣∣k⃗′ − k⃗

∣∣∣ is the electron wavevector redirection. The squared magnitude of the

matrix element is thus readily given by:∣∣∣MSF (k⃗′, k⃗)
∣∣∣2 = D∆ε

2S∆ε (q) S∆ε (q) = π (∆εLc)
2 (1 + (qLc)

2 /2
)−3/2

(3.46)

and it is proportional to the power spectrum S∆ε (q) of ∆ε(r⃗). In this work we used the
form of the SF spectrum reported in Eq.3.46, which corresponds to an exponential auto-
correlation function of ∆ε(r⃗), where ∆ε(r⃗) and LC are the root mean square (r.m.s.) value
and the correlation length of D∆ε(r⃗), respectively. Such a spectrum has been frequently
employed to describe the random variations in the position of the semiconductor-oxide
interface in CMOS transistors [135].

3.2.2.6 Screening

This section revisits the effect of screening of CB electrons on the carriers scattering.
Screenong is accounted for only intra-valley transitions; inter-valley transitions are left
un-screened [135]. The static screening method described in this section is called the
dielectric function approach [135]:

M ν(k⃗, k⃗′) = Σωϵν,ωM
ω
scr(k⃗, k⃗

′), (3.47)

where Mω
scr(k⃗, k⃗

′) is the screened scattering matrix element for k⃗, k⃗′ states of valley ω and

M ν(k⃗, k⃗′) is an un-screened scattering matrix element of valley ν. The ϵν,ω denotes an
entry of the dielectric matrix:

ϵν,ω(q) = δν,ω − e2

q(ϵ2D + ϵbox)
Πω(q)Fν,ω(q), (3.48)
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where q =
∣∣∣k⃗ − k⃗′

∣∣∣, δν,ω is the Kronecker function , Πω(q) and Fν,ω(q) are the polarization

factor and Form factor, respectively. The polarization factor is defined as:

Πω(q) =
1

A
Σk

f0[Eω(k + q)]− f0[Eω(k)]

Eω(k + q)− Eω(k)
, (3.49)

where fν is the Fermi Dirac occupation function in valley ν. The form factor can be
expressed as:

Fν,ω(q) =

∫
dzχν(z)(χν(z))

†
∫
dz0(χω(z0))

†χω(z0)ϕN(q, z, z0), (3.50)

where ϕN is the normalized Fourier transform of the scattering potential due to the charged
impurities located at z = z0:

ϕN(q, z, z0) =
q(ϵ2D + ϵbox)

e2
ϕ(q, z, z0), (3.51)

and ϕ(q, z, z0) is defined in Eq.3.37. To calculate the screened matrix elements, inverse
matrix of dielectric function must be extracted and then we have:

Mω
scr(k⃗, k⃗

′) = Σω[ϵ
−1]ν,ωM

ν(k⃗, k⃗′). (3.52)

Because in the case of study the dielectric matrix is two by two, the dielectric matrix can
be analytically inverted to evaluate screened matrix elements as:

Mω
scr(k⃗, k⃗

′) =
(1− Σω ̸=νϵν,ω)M

ν(k⃗, k⃗′) + Σω ̸=νϵν,ωM
ω
scr(k⃗, k⃗

′)

2− Σωϵν,ω
. (3.53)

3.3 Piezoresistance and strain Sensors

As mentioned earlier, monolayers of 2D transition metal dichalcogenides (TMDs) consist
of a plane of transition metal atoms sandwiched between two planes of chalcogen atoms
via covalent bonds [147]. In the semiconducting phase, monolayer TMDs of the form
MX2 (where M = Mo, W ; X = S, Se) have a similar energy band structure with a
conduction band minimum at the K-point, and a satellite minimum between the K- and
Γ-point, often labelled as the Q-point. This K − Q energy separation ∆EKQ strongly
influences the intrinsic electron mobility through inter-valley phonon scattering [148].
Under the influence of strain, ∆EKQ is tunable [149, 150], which is predicted to give
rise to a giant intrinsic piezoresistive coefficients Π on the order of 3000 [20, 146], where
Π = (∆R/R)∆ε [33] and ∆ε is magnitude of the strain window. This contrasts with the
weaker Π of 3D materials that is mostly driven by changes in effective mass [27, 32, 33].
To date, no experiments have probed the appropriate window of strain and/or taken care
to isolate the Π of TMDs from extrinsic limiters like contacts and surface effects. As
such, reported experimental values have been below 300, rendering them comparable to
3D materials [151–153].

As an outcome of a collaboration with Stanford University (simulation parts have been
done in our laboratory), we demonstrate a giant piezoresistance Π ≈ 724 in monolayer
MoS2 under uniaxial strain, which is the highest intrinsic value yet reported for a mate-
rial at room temperature. We optically map both the global strain and short-range strain
variation using Raman spectroscopy and photoluminescence (PL), and extract sheet re-
sistance using the Transmission Line Method (TLM) under vacuum [154]. A rigorous
transport model and analysis of several scattering mechanisms is used to investigate the
physical origin of this giant intrinsic piezoresistive effect.
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Figure 3.2: The flexible device used to probe piezoresistance in our 2D materials and an
illustration of the strain-induced tuning of the band structure in monolayer MoS2. (a), TLMs
are fabricated on flexible substrates and controlled uniaxial strain is applied using a two-point
bending method. The inset shows the metal contacts and the outline of the etched 2D material.
(b), an illustration of changes to the K − Q valley separation under strain, which drive the
piezoresistive effect in monolayer MoS2. The inset shows monolayer MoS2 under strain dictated
by the height (h) and bending radius (R) of the substrate.

3.3.1 Experimental extraction of MoS2 piezoresistance

Piezoresistance of 2D MoS2 was experimentally extracted in Stanford using the flexible
device shown in Fig. 3.2.a. 2D MoS2 is transferred onto polyethylene naphthalate (PEN)
substrates and TLM structures are fabricated with Au contacts for MoS2. Uniaxial surface
strain of ε = 2h/R is applied by two-point bending, where h is the substrate thickness
and R is the bending radius. The strain dependence on the band structure of monolayer
MoS2, which drives the piezoresistive effect, is qualitatively illustrated in Fig. 3.2.b. Our
devices are limited to 1% externally applied strain to avoid slipping at the vdW interface
of the 2D material and substrate. TLMs are used to deembed the contacts and extract the
sheet resistance of the 2D material under strain. Double sweeps (forward and backward)
of the voltage are used to reveal any signs of hysteresis and slow charge traps. All testing
is carried out under vacuum (10−5 torr) to stabilize the carrier density and avoid chemi-
or physisorption during or between testing. We note that the MoS2 used here is un-
gated and un-intentionally doped, and is expected to have an as-grown electron density
of n ≈ 2× 1011 cm−2 [155].

The TLM data used to extract Π for MoS2 are shown in Fig. 3.3. Channel lengths of
5, 10, 20, and 40 µm are used and an optical image is shown in the Fig. 3.3.a inset. The
MoS2 strain is also verified through optical techniques discussed in subsequent paragraphs.
While we exert ∼ 1% of externally applied tensile strain, our devices have ∼ 0.5% of built-
in compressive strain from the fabrication process. This built-in strain is essential to
probing the appropriate compressive-to-tensile window of strain where the piezoresistive
effect is observable [20, 146]. The MoS2 is transitioned from about −0.5 (compressed) to
+0.5 (tensile) strain, a ∆ε of 1 ± 0.15%, giving sheet resistances of 27.2 MΩ sq-1 and
3.3 MΩ sq-1, respectively (Fig. 3.3.a). This corresponds to a Π of 724 ± 108. We report
Π as an isotropic value as we likely have mixed crystallographic orientations within our
channel given the MoS2 grain size [155]. Moreover, our simulations show armchair and
zigzag orientations have similar piezoresistive effects. The current-voltage (I-V) data from
the TLM under compressive and tensile strain are shown Fig. 3.3.b,c, respectively.

Experimentally, strain can be verified in MoS2 using optical techniques such as Raman
and PL. Monolayer MoS2 (1H semiconducting phase) is of the D3h point group symmetry
and has nine vibrational modes, three of which are Raman-active [156]. These three
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Figure 3.3: Extractions of MoS2 sheet resistance when cycled between −0.5% and +0.5%
strain. (a), the first cycle reveals a change in sheet resistance from 27.2 MΩ sq-1 to 3.3 MΩ sq-1,
respectively, giving a Π of 724. The inset shows an array of fabricated TLMs on a PEN substrate.
(b), two-terminal I-V data for the compressed TLM. The lines correspond to measurements for
each channel length (L), with the longest channel having the lowest current. (c), two-terminal
I-V data for the tensile TLM.

Raman-active modes are denoted as the E′′, E′, and A1g, and reside near wavenumbers of
∼ 286, ∼ 384.3, and ∼ 404.3 cm-1, respectively, for unstrained intrinsic material at room
temperature [157]. The in-plane E′ mode shows a strong dependence of peak position
(∆E′) with strain [158], shifting ∼ 1.9 cm-1 per percent of strain. Similarly, the E′ full-
width-half-maximum (ΓE′) captures short range strain variation that is buried within the
Raman spot size (∼ 500 nm) [145,159].

3.3.2 Theoretical models of MoS2 piezoresistance

We assume that the envelope wavefunction Ψ for the 2D electron gas in monolayer MoS2

can be written as Eq.3.27, where the thickness of monolayer MoS2 is az = 0.615 nm. For
energies close to the K- and Q-valley minima, we use the non-parabolic effective mass
energy relation (Eq.3.18). For the unstrained MoS2 we used α = 0.94 eV−1, ml = mt =
0.47m0 for the isotropic K-valleys, and α = 1.16 eV−1, ml = 1.14m0 and mt = 0.54m0 for
Q-valleys. All transport calculations account for the strain-dependence of α, ml, mt, as
determined from ab-initio DFT calculations [137]. In order to ensure a sound, microscopic
transport model of monolayer MoS2, we utilized the numerical solution of the LBTE (see
Sec.3.2.1). The formalism for scattering mechanisms have been revisited in Sec.3.2.2 and
the corresponding deformation potentials and phonon energies are described in [20].

Fig. 3.4.a shows the calculated phonon-limited mobility versus strain at a carrier den-
sity of n = 2 × 1011 cm−2, which is the experimentally estimated value for the un-gated
and unintentionally doped samples [155]. It can be seen that mobility grows quite sharply
with increasing tensile strain (black squares) in the −0.5% to +0.5% range that was exper-
imentally explored. The first BZ for the single-layer MoS2 is shown in Fig. 3.4.b. The six
K-valleys are degenerate in all the strain conditions considered in this work, while the six
Q-valleys split into four QA- and 2 QB-valleys with different effective masses and energy
minima when a uniaxial strain is introduced. The physical interpretation of strain-induced
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Figure 3.4: Simulated intrinsic electron piezoresistance and strain-induced valley re-
population. (a), intrinsic phonon-limited electron mobility (black lines, left y-axis) and sheet
resistance (red lines, right y-axis) versus uniaxial strain for a carrier density n = 2× 1011 cm−2.
Transport and strain direction are either armchair (solid lines) or zigzag (dashed lines); red stars
are experimental sheet resistance values (b), the first BZ for the single-layer MoS2. The six K
valleys are degenerate in all the strain conditions considered in this work, while the six Q-valleys
split into four QA- and two QB-valleys with different effective masses and energy minima when
a uniaxial strain is introduced. (c), K-, QA- and QB-valley minimum energy for MoS2 versus
strain obtained from ab-initio DFT calculations [135]. (d), calculated carrier density nK , nQA

,
nQB

in the K and QA/B-valley for an overall carrier density (i.e. K- plus QA/B-valley density)
of n = 2× 1011 cm−2, which is the estimated value in experiments.

mobility modulation is illustrated in Fig. 3.4.c,d, which report the K- and Q-valley energy
minima and corresponding carrier density, respectively. In fact, for compressive strain the
mobility is small at first because the Q-valley, which has a lower mobility compared to the
K-valley [137], has a relatively large population, and also because ∆EKQ is small enough
that inter-valley phonon scattering degrades the mobility.

While the behavior of the phonon-limited mobility in Fig. 3.4.a is qualitatively con-
sistent with the giant piezoresistance observed in experiments, Fig. 3.4.a also reveals that
the correspondingly sheet resistance, calculated as Rs = 1/(eµn), is much smaller than
measured because mobility is overestimated. Hence, we now continue our analysis by
adding other sources of scattering, starting with the short-range strain fluctuations (SFs)
observed in the Raman map (not shown). The effective deformation potential for SFs
scattering D∆ε is extracted directly from Fig. 3.4.c as ∼ 0.7 eV for the K-valley as ∼ 0.3
eV for the Q-valley. In this analysis we used the form of the SF spectrum reported in
Eq.3.46 and, we also account for the effect of the static screening produced by the elec-
trons in the MoS2 conduction band, however the effect of screening is practically negligible
due to the small carrier density n = 2× 1011 cm−2.

Fig. 3.5.a shows the calculated mobility and sheet resistance including both phonons
and SFs scattering, for ∆ε = 1.0% and consistent with the Raman maps (not shown).
Due to the Raman spot size (∼ 500 nm), it is difficult to estimate the nanoscale length,
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Figure 3.5: Simulated electron piezoresistance with various sources of scattering. (a), mobility
and sheet resistance versus strain for a carrier density of n = 2 × 1011 cm−2 for scattering due
to: (a), intrinsic Phonon (iPh) and Strain Fluctuations (SFs) at various correlation lengths
Lc. (b), Phonon and Neutral Defects (NDs) with various levels areal densities ND expressed
in percentage of the sulfur atoms areal density. (c), iPh and Coulomb Impurities (CIs) for a
density Nimp = 9 × 1012 cm−2 of CIs resulting in a sheet resistance that matches experiments
for a compressive strain −0.5%. Transport and strain are along armchair direction.

LC , therefore Fig. 3.5 shows results for different LC values. SFs scattering appears too
weak to increase resistance to values comparable to experiments, and its influence on
mobility and resistance decreases by increasing LC . This is because, by increasing LC ,
the S∆ε(q) decays more steeply at large q, such that SFs scattering cannot effectively
relax electron momentum in the wavevectors range that is the most relevant for mobility,
namely close to the thermal kth =

√
2πmdKT/2ℏ = 0.5 × 107 cm−1 (see Fig. 3.7) [135].
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Moreover, by including SFs scattering, the sensitivity of resistance to strain is reduced
and tends to become much weaker than in experiments. This is due to the long-range
nature of SFs scattering (i.e. scattering with small q), in virtue of which SF enhances
intra-valley scattering (thus reducing the mobility difference in the two valleys), but it has
negligible influence on inter-valley scattering because of the large distance ∆k ≈ 7 nm−1

between K and Q valleys in reciprocal space. In other words, SFs scattering tends to
weaken the sensitivity of mobility to the strain due to valley re population as illustrated
in Fig. 3.4.b,c.
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Figure 3.6: Simulated intrinsic electron piezoresistance and strain-induced valley re-
population. (a), intrinsic phonon-limited electron mobility (black lines, left y-axis) and sheet
resistance (red lines, right y-axis) versus uniaxial strain for a carrier density n = 2× 1011 cm−2.
Transport and strain direction are either armchair (solid lines) or zigzag (dashed lines); red stars
are experimental sheet resistance values (b), the first BZ for the single-layer MoS2. The 6 K
valleys are degenerate in all the strain conditions considered in this work, while the 6 Q-valleys
split into 4 QA- and 2 QB-valleys with different effective masses and energy minima when a
uniaxial strain is introduced. (c), K-, QA- and QB-valley minimum energy for MoS2 versus
strain obtained from ab-initio DFT calculations [135]. (d), calculated carrier density nK , nQA

,
nQB

in the K and QA/B-valley for an overall carrier density (i.e. K- plus QA/B-valley density)
of n = 2× 1011 cm−2, which is the estimated value in experiments.

The next source of scattering we evaluated is neutral point defects (NDs). Monolayer
TMDs can have a fairly large density of NDs, and S and Mo vacancies in monolayer
MoS2 have been previously analyzed [142, 143]. Here, we have used the model discussed
in Sec.3.2.2.4. An S vacancy in MoS2 has an estimated effective scattering potential of
∆U = 0.7 eV. Figure. 3.5.b shows the calculated sheet resistance including phonons and
NDs scattering up to a very large density of defects (10%). Similar to SFs scattering,
ND also appears too weak to justify the experimental resistance and, moreover, tends to
reduce the sensitivity to strain.

We finally consider scattering due to charged impurities (CIs) located at (r, z) =
(0, az/2), whose models have been discussed in detail(Sec.3.2.2.3). Experimentally, the
origin of these charged impurities can include ionized dopants in the MoS2, processing
residue, and the substrate [160]. Figure. 3.7 shows that scattering matrix elements are
much larger for CI than for ND for same density (i.e. Nimp = ND), because of the
long range (i.e. small q) part of the potential produced by a point charge. Figure. 3.5.c
shows that with a CI density (Nimp) of ∼ 9 × 1012 cm−2, the simulated sheet resistance
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Figure 3.7: Squared matrix element wavevector redirection for SFs scattering (∆ε = 1% and
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screening is minimum.

approaches the experimental value for the as-fabricated (compressed) TLM in Fig. 3.3a,b.
However, this large Nimp also suppresses the piezoresistive effect. This is due to the
long-range nature of CIs, which is not mitigated by free carrier screening due to the low
carrier density n ≈ 9 × 1012 cm−2. In fact the long-range CI scattering enhances intra-
valley scattering, thus reducing the mobility difference between in K- and Q-valley, which
largely contributes to the strain-sensitivity of mobility, and gives negligible contributions
to K-Q inter-valley scattering.

We find that our models match well with our experimental sheet resistances of Fig. 3.3.a,
both compressive and tensile, when the Fermi level moderately tracks with the K-valley
minima. This relationship between carrier density and strain is shown in Fig. 3.6.a. Here,
the Fermi level is neither perfectly pinned (i.e., independent of strain) nor perfectly follow-
ing the energy of the K-valley minima (as implicitly assumed in all previous simulation
results). As such, in addition to strain modulation of inter-valley phonon scattering,
there is a slight increase in carrier density and subsequently enhanced screening of CIs
(see Fig. 3.6.b). One experimental explanation for this is that there is a component of the
carrier density that is pinned, possibly arising from the as-grown doping that renders the
MoS2 n-type. The possible role of doping and CIs can indicate some moderate extrinsic
contribution to our piezoresistance extraction.

3.4 Temperature Sensors

Fast thermal sensing requires a large temperature coefficient of resistance (TCR) as well
as low thermal capacitance [59], which can be obtained by thinning the sensor [51, 58].
However, when thinned below ∼ 10 nm, the TCR of metals drops sharply due to strong
surface scattering and possible electron localization, limiting their use as fast thermal
sensors [50, 51, 60]. In contrast, in a collaborative paper with Stanford we have provided
evidence that atomically thin 2D semiconductors such as MoS2 and MoTe2 maintain large
TCRs, up to ∼ 0.3 % at 300 K−1 and ∼ 0.6 % K−1 at 100 K, from sub-nanometer to
few-nanometer thickness. This is significantly higher than the TCR of metals at sub-10
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nm thickness (e.g., 0.08 % for 3.7 nm Pt [161], and 0.02 % for 4.5 nm TiN [162], at 300
K) and higher than the TCR of 95 nm thick Cu (∼ 0.25% K−1 at 300 K or 0.52% at
100 K) [163]. Fundamentally, and unlike in ultra-thin metals, phonon-limited transport
in high-quality atomically thin 2D semiconductors maintains a large TCR, potentially
enabling applications for fast temperature sensing.
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Figure 3.8: (a) Schematic of the measured monolayer (1L) MoS2 device, with Ag/Au contacts.
(b) Schematic of the measured multilayer (ML) MoTe2 device, encapsulated by Al2O3, with Ag
contacts. Film thicknesses are tMoS2 ≈ 0.615 nm (single layer) and tMoTe2 ≈ 9.4 nm (13-layer),
and both materials are in the 2H semiconducting phase. (c) Measured ID normalized by width
versus VGS - VT at several temperatures for MoS2 and (d) for MoTe2. The MoS2 device has
negligible hysteresis. The MoTe2 device has small hysteresis, with arrows indicating the sweep
direction of solid and dashed lines. All measurements are in vacuum. VDS = 0.1 V and 1 V for
Figs.3.8.c and 3.8.d, respectively.

We focus on measurements of monolayer MoS2 (three atoms, or 0.615 nm thick) and
∼ 13 layer (∼ 9.4 nm thick) MoTe2 devices. These are selected as representative devices
among numerous others fabricated and described elsewhere [155, 164, 165], with the fo-
cus here being on TCR measurements and simulations. Figures.3.8.a and 3.8.b display
schematics of the MoS2 and MoTe2 devices (L = 3.6 µm and 1.02 µm, respectively)
on SiO2 (thickness tox = 30 nm). The highly doped Si substrates serve as back-gates
to test the dependence on charge carrier density. These devices are sufficiently long to
have minimal contact resistance contribution, i.e., the measured contact resistance for
the monolayer MoS2 and multilayer MoTe2 devices was ∼ 1.3 kΩµm and ∼ 2 kΩµm, re-
spectively [164,165], at room temperature and ∼ 1013cm−2 carrier density, accounting for
∼ 5% (∼ 20%) of the total device resistance at 300 K (80 K). The complete temperature
dependence of contact resistance was reported in [164, 165]. All electrical measurements
were in vacuum (∼ 10−5 Torr) after an in situ annealing at 250◦ C.

Figs.3.8.c and 3.8.d display measured drain current (ID) versus back-gate voltage
adjusted by threshold voltage (VGS – VT ), from 100 K to 300 K, revealing negligible
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hysteresis under forward and backward sweeps for the MoS2 device, and a small amount
of hysteresis for the MoTe2 device. The drain bias (VDS) was kept low to avoid self-
heating. The resistance (R) was obtained for all temperatures at the same carrier density,
n ≈ Cox(VGS–VT )/e, where Cox ≈ 115 nF/cm2 is the measured capacitance of the 30 nm
SiO2 [155], and e is the elementary charge. TCR estimates are performed at relatively high
n, from ∼ 7.2×1012 cm−2 to ∼ 2.15×1013 cm−2, to ensure band-like transport and improve
Coulomb or charged impurity (CI) screening. Figures.3.9.a and 3.9.b depict the measured
R versus temperature (T ) for MoS2 and MoTe2, respectively, at several carrier densities, n.
Error bars arise from the combined uncertainty of threshold voltage (VT ) estimates with
three different methods (linear extrapolation, Y-function and second derivative [166]),
and that of the minimal hysteresis seen in Fig. 3.8.d. TCRs were obtained by fitting lines
to the experimental data, with R = R0[1 + α(T − T0)], where α is the TCR, T0 is the
initial T and R0 is the average R at T0, across all carrier densities tested. We note that
α = (1/R0)(dR/dT ); thus by definition the TCR itself could be a function of temperature,
depending on the reference temperature (T0) at which the TCR is evaluated. Across the
considered carrier densities, we find an average TCR (at T0 = 300 K) of α = 0.27±0.01%
K−1 for monolayer MoS2, and α = 0.28 ± 0.02% K−1 for 13-layer MoTe2. With the
reference temperature T0 = 100 K, the estimated average TCRs are α = 0.53 ± 0.04%
K−1 and α = 0.63± 0.01% K−1 for monolayer MoS2 and 13-layer MoTe2, respectively.
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1L MoS2
Avg. TCR = 0.27% K-1

(a)

R
(k

Ω
∙µ

m
)

R
(k

Ω
∙µ

m
)

T (K) T (K)

Figure 3.9: Extracting the temperature coefficient of resistance (TCR) at several carrier den-
sities n for (a) monolayer MoS2 and (b) 13-layer MoTe2. Symbols are measured resistance
adjusted by the device width. Solid lines are fits versus temperature (T ), whose slope indicates
the TCR.

The change of resistance with temperature in these 2D devices is attributed to their
temperature-dependent mobility. The mobility is limited by scattering with intrinsic
phonons (iPh), with surface optical phonons (SO Ph) of the substrate, and with CIs,
as further discussed below. The slightly higher TCR in the multi-layer MoTe2 device
(particularly at 100 K) can be attributed to the current flow being distributed further
from the interface and CIs, enabling iPh to be more dominant compared to monolayer
devices [167,168]. In Fig. 3.10.a, we re-plot the measured R at three temperatures versus
carrier density n, and then we display the TCR versus n in Fig. 3.10.b at T0 = 300 K.
TCR increases with n because CIs are more effectively screened by larger carrier densities,
enabling a more phonon-dominated mobility. Based on Fig. 3.10.b, the maximum TCRs
(at T0 = 300 K) measured in this work were 0.28% K−1 for monolayer MoS2 and 0.3%
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K−1 for 13-layer MoTe2. At 100 K, the maximum TCRs measured were 0.57% K−1

and 0.64% K−1, respectively. To interpret the temperature dependence of resistance in

Figure 3.10: (a) Measured resistance (adjusted by width) versus estimated carrier density n
at different temperatures for MoS2 and MoTe2 devices. (b) Extracted TCR (at T0 = 300 K)
versus carrier density for our 2D material devices, here monolayer MoS2 and 13-layer MoTe2.
The TCR of these 2D materials is as high as ∼ 0.6% K−1 at T0 = 100 K.

the monolayer limit (MoS2), we performed numerical simulations using the Linearized
Boltzmann Transport Equation (LBTE) discussed in Sec.3.2.1. We included both the K
and Q conduction band valleys of MoS2 [137], and electron scattering with acoustic and
optical phonons intrinsic to the MoS2 (iPh), as well as remote SO phonons and CIs of the
SiO2 substrate, the latter two mechanisms describing the extrinsic effect of the substrate.
Some scattering mechanisms involved were anisotropic (e.g., SO Ph. and CIs); thus,
we did not introduce any of the isotropic simplifications often employed for the LBTE,
but instead performed a direct, numerical solution with the approach discussed earlier
in Sec.3.2.1. The effective masses (mt and ml), band non-parabolicity factors (α), and
K to Q valley offset (∆EKQ) were obtained from ab -initio calculations [137], and the
MoS2 is assumed to be un-strained. SO Ph and CI scattering account for extrinsic effects
of the SiO2 substrate. For SO phonons, we consider only the SiO2 transverse optical
(TO) mode with the lowest energy ℏωTO ≈ 55.6 meV, assuming semi-infinite SiO2 and
vacuum, respectively, below and above MoS2, and neglecting the possible coupling between
SiO2 phonons and MoS2 plasmons [140]. This allows us to write the secular equation
[ϵintSiO2

+ (ϵ0SiO2
− ϵintSiO2

)/(1− ω2/ω2
TO) = ϵ0 solving for ω = ωSO [137]. For a static ϵ0SiO2

=
3.9ϵ0 and an intermediate frequency SiO2 dielectric constant ϵintSiO2

= 3.05ϵ0 (ϵ0 being the
permittivity of vacuum), we obtain ℏωSO = 61 meV. Fig. 3.11.a reports the simulated
mobility versus temperature showing the expected power law dependence (µ ∝ T−γ) with
an exponent varying between γ = 1 and 1.9 depending on the scattering mechanism
included in the analysis. Figure. 3.11.b shows the calculated resistance R = L/(enµ)
with L = 3.6 µm (the length of measured MoS2 sample) as a function of temperature.
By neglecting CIs (bottom two curves), the simulations predict TCR as large as 0.45%
K−1 at 300 K (∼ 2.5% K−1 at T0 = 100 K). In particular, green circles were obtained
for iPh only; hence they correspond to a suspended MoS2 with no scattering sources
related to the SiO2 substrate. By including an equivalent CI density Nimp = 1.3 × 1012

cm−2 (top three curves), the calculated room temperature resistance is in good agreement
with experiments, the temperature dependence becomes weaker, and the TCR drops to
∼ 0.34% K−1 at 300 K. Here, Nimp may be low compared to the measured sample, because
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Figure 3.11: Numerical simulations. (a) Monolayer MoS2 mobility versus temperature for
different carrier densities. Simulations are for different scattering mechanisms: intrinsic MoS2

phonons (iPh), surface optical phonons of the SiO2 substrate (SO Ph), and Coulomb impurities
(CI). (b) Calculated resistance (adjusted by width) versus temperature for scattering mecha-
nisms in (a) and L = 3.6 µm, like the measured sample. CI density is Nimp = 1.3× 1012 cm−2

for the top three simulations and Nimp = 0 for the bottom two. Dashes with TCR= 0.34%
K−1 are a linear fit to the calculated resistance, which most closely matches the experiments at
T0 = 300 K.

in simulations it is an equivalent density of CIs in the middle of MoS2, where the matrix
element for Coulomb scattering is the largest [20,137].

The simulated TCR is slightly larger than the experimental value, which is mainly due
to an overestimation of simulated mobility (i.e., underestimate of resistance) at T = 100
K. Uncertainty regarding the actual position and density of CIs can also explain the
difference between simulations and experiments. Importantly, simulations suggest that
the TCR of 2D materials could be improved by reducing the density of CIs. The TCRs
obtained here for ultra-thin 2D devices are significantly higher than those of ultra-thin
metals, as shown in Fig. 3.12. For all TCR extractions here, we take T0 = 300 K to make
a consistent comparison. Although the TCRs measured for ultra-thin 2D devices are
slightly lower than the TCR of bulk metals, the TCR for sub-nanometer thin monolayer
MoS2 is higher than that for 95 nm thick Cu lines (∼ 0.25% K−1) [163] and significantly
higher than the TCR of metals at comparable (i.e., sub-10 nm) thicknesses. We also
note that metal TCRs decrease with film thickness and can even become negative in
TiN films thinner than ∼ 3 nm [162]. The trends observed for thin metals are due to
increased scattering by surface roughness and grain boundaries [179,180]. Few-nanometer
thin metal films could even be discontinuous or oxidized, displaying negative TCR due
to hopping-like transport between separated metal islands [162,181]. On the other hand,
the large positive TCR of ultra thin 2D devices illustrates that it is strongly influenced by
phonon scattering, even in such atomically thin films. Moreover, our simulations suggest
that 2D TCR could be further increased by reducing the density of Coulomb impurities.

While an in-depth discussion of potential applications is beyond the scope of this work,
we point out that the large TCR of ultra-thin 2D devices could enable fast yet simple
thermal sensors by overcoming the limitation of a low TCR in thin metal lines. These
would be thin bridge-like sensors, with the 2D material supported by a few-nanometer thin
insulator (e.g., SiO2 or Si3N4) and capped by few-nanometer thin suboxides for doping
(e.g., AlOx, TiOx, or MoOx) [182–184]. Proper chemical doping eliminates the need for
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Figure 3.12: Measured TCR versus material thickness. Our measured TCR values at 300 K
for monolayer MoS2 (0.615 nm thick) and multi-layer MoTe2 (9.4 nm thick) are shown with blue
diamonds. TCR data at 300 K for various metals (symbols in shaded region) have been extracted
from the literature for Cu [163, 169, 170], Pd [171–173], Pt [161, 174], TiN [162], Au [175–177],
Al [171], Co, Ag [170,171], Sn, and Pb [178].

a back-gate, which was used here to test the carrier density dependence. The charge
transfer doping separates the dopants (in the suboxide) from the mobile carriers (in the
2D material), thus preserving their mobility [182–184], which could even be enhanced by
dielectric or carrier screening.

Regarding the time response of such 2D sensors, molecular dynamics simulations have
shown that the thermal time constant of a 2D material on a nanometer-thin oxide is only
∼ 0.1–0.4 ns [185], significantly faster than the simulated response times of diode sensors
(∼ 165 ns) in complementary metal-oxide-semiconductor (CMOS) silicon on insulator
(SOI) technology [55]. While PIN diodes hold an advantage from the point of view
of CMOS integration, this comes at the expense of a lower TCR (∼ 0.2% K−1at 300
K) [186] and larger area [55]. Outside of CMOS, ultrathin 2D temperature sensors could
be integrated into thermal interface materials (TIMs), where they would introduce a
thermal interface resistance of only 10−4 cm2K/W [187], significantly lower than that of
conventional TIMs, ∼ 0.1 cm2K/W [188].
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3.5 Gas Sensors

3.5.1 Titanium Carbide MXene as NH3 Sensor

The development of novel gas sensors, with rapid and efficient gas concentration detection
capabilities, has been a major research focus for applications including air pollution moni-
toring [61], medical diagnostics [62], food and beverage quality control [63], and explosives
detection [64]. Various materials, such as conductive polymer composites [65], carbon
nanotubes [66, 67], metal oxide semiconductors [189], graphene [68], and metal-organic
frameworks [69] have been used for the fabrication of gas sensors. Two-dimensional (2D)
layered materials consist of atomic sheets with strongly bonded atoms, which are held
together by weak interlayer vdW forces. 2D layered materials have attracted growing
interest in the development of room-temperature gas sensors with high sensitivity, due to
their high surface-to-volume ratios [70,146].
MXenes are a new family of 2D materials that have received significant attention for
various applications, such as gas sensing [72], biosensing [73], catalysis [74, 75], energy
storage [76, 77], hydrogen generation [78], and water purification [79]. MXenes have lay-
ered structures and are typically formulated as Mn+1XnTx (n = 1, 2, or 3), where M
represents an early transition metal (e.g., Sc, Ti, V, Cr, Zr, Nb, Mo, Hf, Ta), X is carbon
and/or nitrogen, with each X layer placed between two M layers, and Tx refers to surface
terminations, such as fluorine (-F), oxygen (-O), or hydroxyl (-OH) groups. Naguib et
al. have synthesized the first MXene, titanium carbide (Ti3C2Tx), by selective etching
of aluminum (Al) from Ti3AlC2 layered precursor [190]. Surface terminations can signif-
icantly affect the gas sensing properties of MXenes [191]. The mechanism of gas sensing
is primarily dependent on the Charge Transfer (CT) between gas molecules and MXene,
leading to conductivity modulation of these materials [191].

Measurement of breath NH3 has attracted considerable research interest in the biomed-
ical field, since it can be used to predict the kidney or liver malfunction or halitosis [192].
Considerable levels of NH3 will be found in the human blood if a liver function disorder
limits the conversion of NH3 to urea. NH3 gas is also present, at high concentrations,
in the breath of uremic patients [193]. Measurement of breath NH3 levels can provide a
fast and non-invasive method for the diagnosis of urea balance disturbance, which can be
caused by kidney disorder [194] or helicobacter pylori bacterial infection [195]. It is esti-
mated that 5% of the worldwide population are affected by chronic kidney disease [196].
Thus, the development of sensitive, low-cost, and portable devices for monitoring breath
NH3 levels at home, is of high importance.

The use of Ti3C2Tx MXene (Fig. 3.13) as a room-temperature flexible NH3 sensor has
been recently demonstrated [197]. Yu et al. have employed DFT to analyze monolayer
Ti2CO2 for gas sensing [198]. It was concluded that Ti2CO2 is more sensitive to NH3 when
compared to other gases assessed in their work. Xiao et al. investigated the adsorption
behavior of NH3 on different oxygen-terminated M2C MXenes (M = Sc, Ti, Zr, and Hf),
by using DFT calculations [199]. They have predicted that the injection of a small number
of electrons can alter the adsorption behavior of NH3 on Ti2CO2 from chemisorption to
physisorption, much larger than those reported for other M2CO2 MXenes (M = Sc, Zr,
and Hf), implying that oxygen-terminated Ti2CTx is the most suitable candidate among
M2CO2 materials for NH3 sensing.

Moreover, Ti3C2Tx has been demonstrated as a base material for room-temperature
NH3 sensing [197]. Therefore, optimizing the surface properties of the Ti3C2Tx MXene, as
a sensing layer is essential for improving the sensitivity and selectivity of the breath NH3

measurement systems, which is addressed in this work. Even though Ti3C2Tx MXenes
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Figure 3.13: The schematic representation (a) and side view illustration (b) of Ti3C2Tx with
various surface terminations analyzed in this study (S1).

have been successfully realized for NH3 sensing [197,200], a comprehensive DFT study for
the analysis and optimization of MXene’s NH3 sensing is required. Previous DFT studies
have focused on Ti2CTx substrate and assumed only a single functional group for surface
termination [199, 201]. However, synthesized Ti3C2Tx MXene materials usually have a
combination of -F, -O and -OH as surface termination groups with ratios that highly
depend on the synthesis method. For example, samples prepared by using 50 wt% hy-
drofluoric acid for the etching process have almost four times more -F termination groups
compared to samples prepared by using a solution of lithium fluoride dissolved in 6 M
hydrochloric acid for the etching process [202]. As reported in recent literature, changing
surface termination groups of titanium carbide MXene by controlling its synthesis method
can significantly change gas sensing properties of the MXene [129].

In the activities I contributed to during the PhD course, electrostatic surface poten-
tial (ESP), projected density of states (PDOS) and thermal analysis were employed to
further investigate the effect of different surface termination groups on NH3 sensing of
the Ti3C2Tx from different aspects. Also, the effect of water molecules inherently present
on the MXene substrate is taken into consideration in analyzing the gas sensing of the
Ti3C2Tx. This study provides practical insights on tuning the NH3 sensing of Ti3C2Tx by
using three configurations representing MXene samples that could result from different
synthesis approaches [203]: (a) Ti3C2(OH)0.44F0.88O0.66 (S1) with a relatively high -F sur-
face functional groups; (b) Ti3C2(OH)0.66F0.22O1.11 (S2) with a relatively low -F surface
groups; and (c) Ti3C2(OH)0.44F0.88O0.66(H2O)0.44 (S3) with a relatively high -F surface
functional groups as well as water molecules.

3.5.1.1 Computational methods

First-principle calculations were performed by DFT as it is implemented in the Vienna
Ab-initio Simulation Package (VASP) [204,205]. Projector augmented-wave (PAW) pseu-
dopotentials were employed to describe electron-ion interactions [206]. The Perdew-Burke-
Ernzerhof (PBE) version of the generalized gradient approximation (GGA) was applied
for the exchange and correlation functional [207]. A plane-wave energy cut-off of 700
eV and an energy convergence criterion of 10−6 eV was used for all calculations. Three
3 × 3 supercells of Ti3C2Tx (S1, S2, and S3) were analyzed. Initially, various gases in-
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cluding NH3, NO, NO2, N2O, CO, CO2, CH4, and H2S were placed on S1, considering
several directions and different possible sites for the adsorption of the gas molecule on the
substrate. Based on the calculated energy of the system, the most stable positions were
eventually selected for the gas molecules. The Brillouin zone was sampled by a 3× 3× 1
Monkhorst-Pack k-point grid for the relaxation calculations and a 4 × 4 × 1 grid for the
self-consistent procedures. The unit cell vectors and atom coordinates were relaxed until
the forces on each atom became smaller than 0.01 eV/Å. The vdW interactions were con-
sidered using Grimme's semi-empirical dispersion correction method (DFT-D3) [208,209].
A vacuum thickness larger than 25 Å was placed between the Ti3C2Tx sheets to ensure
the approximation of monolayer Ti3C2Tx . To analyze interactions between gas molecules
and the substrates, the CT between gas molecules and the substrate was evaluated us-
ing Bader charge calculations, by differentiating the total charge of gas molecules before
and after adsorption on the substrates [118, 198, 210, 211]. Chemical bonding analyses
were performed by means of the crystal orbital Hamilton population (COHP) method as
implemented in the local-orbital basis suite towards electronic-structure reconstruction
(LOBSTER) code [212]. The adsorption energy (Eads ) is given by [213]:

Eads = ETi3C2Tx+Gas − ETi3C2Tx − EGas (3.54)

where ETi3C2Tx+Gas is the total energy of the monolayer Ti3C2Tx and the adsorbed gas
molecule, EGas is the energy of an isolated gas molecule, and ETi3C2Tx is the energy of an
isolated monolayer Ti3C2Tx . The recovery time (τ ) is an important figure of merit for gas
sensors that will be analyzed in the next sections. The recovery time has an exponential
relation with the adsorption energy as:

τ = ν−1
0 eEads/kBT (3.55)

where ν0 is the attempt frequency, kB is the Boltzmann’s constant, and T is the
temperature. It is assumed that NH3 gas molecule has an attempt frequency equal to
that of NO2 (ν0 = 1012s−1) [214].

In order to investigate the effect of the fluorine presence on hydrogen abstraction by
NO2, the Gibbs free energy should be calculated [215]:

∆GH = GTi3C2Tx−H +GHNO2 −GTi3C2Tx −GNO2 (3.56)

By assuming an ideal gas model, one can write:

∆GH(T ) = ∆EH +∆EH
ZPE +

T∫
0

∆CH
vibdT − T∆SH

vib,rot(T ) (3.57)

where T is the temperature, and ∆EH, ∆EH
ZPE, ∆C

H
vib, and ∆SH

vib,rot are the changes in the
reaction chemisorption energy, the zero-point energy, vibrational heat capacity, and vibra-
tional/rotational entropy, respectively. The rotational entropy is zero in solids implying
that only vibrational entropy should be considered. In addition to static calculations, ab-
initio molecular dynamics (AIMD) simulations were performed to address the influence
of thermal effects. The total energy convergence criterion is set to 10−4 eV for the AIMD
simulations. The temperature of the systems during MD simulation is controlled by the
Nose-Hoover thermostat [216].
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3.5.1.2 Gas adsorption of Ti3C2Tx

The most stable structures for the adsorption of NH3, NO, NO2, N2O, CO, CO2, CH4, and
H2S gas molecules on S1 and the energy levels of their highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) are illustrated in Fig. 3.14 and
Fig. 3.15, respectively. To determine the most stable gas orientation and adsorption site
on the substrates, various initial structures for the gas molecule-substrate were considered
and the system with the minimum energy was selected. The calculated Eads, CT, and the
nearest distances between the S1 and gas molecules (Dgas−substrate) are listed in Table 3.4.
A positive CT value indicates electron transfer from the gas molecule to the substrate,
while a negative CT value represents the reverse process [217].
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Figure 3.14: The most stable structures for the adsorption of various gas molecules on the S1:
(a) NH3, (b) NO, (c) N2O, (d) NO2, (e) CH4, (f) CO, (g) CO2 and (h) H2S adsorption. Binding
distances are in Å.
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Figure 3.15: The energy levels of the highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMO) for the adsorption of gases on S1.
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Table 3.4: Adsorption energies, charge transfers, and the nearest distances between S1 and
various gas molecules.

Gas Eads (eV) CT (e) Dgas−substrate (Å)
NH3 −0.36 0.098 2.54
NO −0.16 0.068 2.32
N2O −0.23 −0.006 2.89
CO −0.20 0.003 3.16
CO2 −0.08 −0.011 2.75
CH4 −0.16 0.000 3.17
H2S −0.16 −0.010 2.18

In the picture of a covalent Lewis base-acid interaction, a higher HOMO energy level
of the gas molecules (Lewis base) means strong adsorption energy with the surface (Lewis
acid), which occurs when the HOMO gets closer to the unoccupied part of the surface
and lower its energy [218–221]. Lowering energy state leads to an effective charge transfer
from the Lewis base to Lewis acid. Based on our calculations, the class of molecules with
lone-pair interactions discussed here, preferably bind to the empty d orbitals of Ti atoms
on the surface. For instance, CH4 is not a member of the class of molecules with covalent
Lewis acid-base interaction. As shown in Table 3.4 the NO, N2O, CO, CO2, CH4, and
H2S molecules are all physically adsorbed on the S1 with quite small adsorption energies
and charge transfers, but NH3 molecule with lowest adsorption energy (Eads = −0.36 eV)
and the highest CT (0.098 e) is the only gas molecule chemically adsorbed on the S1.

The isosurface representations of the total charge density for the adsorption of NH3,
H2S, and CO2 on S1 were investigated to visualize the interactions between Ti3C2Tx and
gas molecules (Fig. 3.16). For a reference charge density of 0.018 e/Å3 , it was observed
that a connection was established between the charge density isosurfaces of NH3 and S1,
while no connection was observed between the charge density isosurfaces of other gases
and S1 that demonstrated a higher sensitivity of S1 to NH3 compared to other studied
gas molecules.

Figure 3.16: Isosurface representations for total charge density of (a) NH3 , (b) H2S, and (c)
CO2 on S1.

Remarkably, the addition of NO2 to the S1 results in the formation of nitrous acid
(HNO2), where the oxygen atoms of NO2 abstract hydrogen atoms from the S1. The
presence of fluorine atoms in S1 reduces the electronegativity of oxygen atoms. Therefore,
the O-H covalent bonds become relatively weak, so that oxygen atoms of NO2 can abstract
hydrogen atoms from the S1, and new covalent bonds between hydrogen atoms and NO2

molecules will form HNO2. The Gibbs free energy (∆GH) of hydrogen adsorption is
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Table 3.5: Thermodynamic quantities for NO2, HNO2, Ti3C2Tx , and Ti3C2Tx−H (S1 and S2)
species at T = 298.15 K.

Species EZPE (eV) −TSvib (eV) −TSrot (eV)
NO2 0.23 −0.003 −0.23
HNO2 0.52 −0.01 −0.26

Ti3C2Tx (S1) 5.98 0.00 −2.82
Ti3C2Tx−H(S1) 5.69 0.00 −2.79
Ti3C2Tx (S2) 6.51 0.00 −2.89

Ti3C2Tx−H(S2) 6.35 0.00 −2.77

considered to be an effective indicator of hydrogen-abstraction by the NO2 molecule.
Table 3.5 shows the thermodynamic quantities of this reaction. The calculated ∆GH for
a hydrogen atom abstraction by NO2 molecules from S1 and S2 are −1.10 eV and −0.69
eV respectively. This supports the fact that fluorine surface termination groups have a
lower ∆GH, which can lead to a higher hydrogen-abstraction by NO2 molecules and finally
formation of more nitrous acid molecules on the Ti3C2Tx substrate.

3.5.1.3 Surface functional groups

The NH3 sensing characteristics of Ti3C2Tx can be tuned by modifying the combination
ratio of surface termination groups. The effect of surface termination groups and the
presence of water molecules on the adsorption of NH3 molecules on Ti3C2Tx MXene
are investigated by analyzing three different substrates (S1, S2, and S3). Energy band
diagrams for S1, S2, and S3 are shown in Fig. 3.17. The density of states at the Fermi
level, N(EF), can be a representative of the material’s conductivity [215]. Since the Fermi
level is located at lower energies for S1 and S2, energy bands intersect the Fermi level at all
high-symmetry directions of the Brillouin zone. For S2, however, energy bands intersect
the Fermi level mostly along the Γ − X and M − Γ directions, which results in a slight
increase in N(EF) compared to that of S1, whereas energy bands intersect the Fermi level
along the X −M − Γ directions for S3 that results in the reduction of N(EF) compared
to that of S1.
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Figure 3.17: The electronic band structures of (a) S1, (b) S2, and (c) S3.

The calculated adsorption parameters of the NH3 on the three kinds of surfaces are
shown in Table 3.6. The adsorption energies between the NH3 gas molecule and S1, S2 and
S3 are calculated as −0.36 eV, −0.49 eV, and −0.19 eV, respectively, which shows stronger
adsorption of NH3 on S2. For the adsorption energies of NH3 on S1, S2, the recovery times
of the sensor at T = 298.15 K are 1.21 µs and 0.19 ms, respectively, which shows that
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Table 3.6: Adsorption energies, charge transfers, and the nearest distances between NH3 and
S1, S2 and S3.

Species Eads (eV) CT (e) Dgas−substrate (Å)
NH3/S1 −0.36 0.098 2.37
NH3/S2 −0.49 0.099 2.27
NH3/S3 −0.19 0.012 2.69

Ti3C2Tx MXene is a suitable base material for reusable NH3 gas sensors. Evidently, the
relatively short recovery time reveals the rapid response of the S1 to NH3 gas.

Fig. 3.18 elucidates the importance of geometry and composition of surface functional
groups and their effect on the adsorption of the NH3 gas molecule on Ti3C2Tx substrates.
The NH3 adsorption causes local structural deformation of both NH3 molecules and the
substrate. Titanium atom closest to the nitrogen atom is pulled outward from the layer,
with its neighboring titanium-carbon (Ti-C) bonding length increasing from 2.06 Å to 2.23
Å for S1, and from 2.10 Å to 2.34 Å for S2. However, for S3, the titanium atom closest
to the nitrogen atom is pushed inward to the layer, with its neighboring titanium-carbon
(Ti-C) bonding length decreasing from 2.059 Å to 2.044 Å. For S1 and S2, there is a strong
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Figure 3.18: The side view of the adsorption structures of the NH3 gas molecule on the surface:
(a) S1, (b) S2 and (c) S3. Binding distances are in Å. The top view of the adsorption structures
of the NH3 gas molecule on the surface: (d) S1, (e) S2 and (f) S3. The bond angles are shown
by curves.

electrostatic attraction between the lone pair of oxygen atom on the substrate and the
exposed positive parts of hydrogen atoms of NH3 molecules, thus the created hydrogen
bonds change the location of titanium atoms and configuration of NH3 molecules, which
results in the enhancement of CT between NH3 and titanium. For S3, the oxygen atom
of the H2O molecule adsorbs the hydrogen atoms of NH3 by hydrogen bonding. H2O
molecules stabilize NH3 molecules on S3, but it could decrease the interaction strength
between nitrogen and titanium atoms. It is worth mentioning that the bonding angles of
NH3 on S1 and S2 are larger than those of S3, which implies the repulsion of bond pair of
NH3 on S1 and S2 are smaller than that of single NH3 molecule. As a result, the partially
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positive charge of hydrogen atoms and the electronegativity of the nitrogen atom of NH3

molecule on S1 and S2 increase that might affect the CT from nitrogen to titanium.
The electrostatic surface potential (ESP) for the S1, S2, and S3 substrates and NH3 gas

are illustrated in Fig. 3.19. The origin of the ESP is a strong local electrostatic potential
on positive centers (titanium atoms) surrounded by negative centers (oxygen and fluorine
atoms) of surfaces. The ESP can polarize the lone pair of NH3 which in turn induces
a dipole moment in the Ti3C2Tx MXene substrate. The induced dipole moment further
polarizes NH3 and leads to an electrostatic bonding between the substrate’s surface and
the adsorbed NH3 molecule [222–224]. The strength of this interaction depends on the
depth of the ESP well. As a result, for S1 and S2, there is a strong local ESP which
stabilizes the occupied states of NH3 and leads to forming of electrostatic bonds between
nitrogen 2p lone pair and titanium 3d orbitals. For S2, the interaction and polarization of
the NH3 HOMO in the ESP well were enhanced by the outward movement of Ti from the
layer. The results show the importance of electrostatic effects in addition to the covalent
picture in determining the bonding mechanism, adsorption energies and CT trends.
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Figure 3.19: The electrostatic surface potential (ESP) for the NH3 gas molecule adsorption
on (a) S1, (b) S2 and (c) S3.

The contribution of surface functional groups to charge transfer is studied by charge
difference calculations . The isosurface representations of charge differences for NH3

adsorption on S1, S2, and S3 for a reference charge density of 0.0028 e/Å3 are shown
in Fig. 3.20.

The accumulation or depletion of electrons between nitrogen and titanium atom sites
is an indication of interaction strength between these atoms. Titanium atoms become
partially negative due to the gain of electrons from NH3 gas adsorption. According to
Fig. 3.20(d), the fluorine atom has a smaller contribution to CT than the oxygen atom.
However, in the case of S2, due to the presence of more oxygen atoms and fewer fluorine
atoms, the CT is larger than that of S1, as shown in Fig. 3.20(e). The difference in Bader
charge of the nearest oxygen and fluorine atoms to NH3 (before and after adsorption)
for S1 and S2 were 0.005 e for fluorine atom and between 0.008 e to 0.014 e for different
oxygen atoms. The results support the fact that oxygen surface functional groups have
a higher contribution in CT between the Ti3C2Tx substrate and the NH3 gas molecule
compared to fluorine surface functional groups. In the case of S3, most of the charge
from NH3 is transferred to the Ti3C2Tx substrate and only a small portion is distributed
over the water molecules. More precisely, the charge increments in water molecules are
0.0032 e and 0.0008 e, respectively, that shows 33.61% of the CT was transferred to water
molecules and the rest (66.39%) is transferred to the substrate.

To investigate the electronic properties of the three substrates, the projected density of
states (PDoS) of valence electrons for different substrates are calculated and illustrated in
Fig. 3.21. The Fermi energy (EF ) is set to zero as a reference. The PDoS near the Fermi
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Titanium Carbon Oxygen Fluorine Nitrogen Hydrogen

Fluorine

Oxygen

Figure 3.20: Isosurface representations of charge difference for the adsorption of NH3 on
(a) S1, (b) S2, and (c) S3 and isosurfaces of charge difference for the oxygen (red), fluorine
(green) and titanium (yellow) atoms nearest to NH3 molecule, for (d) S1, (e) S2, and (f) S3.
The accumulation and depletion of electrons are represented by the cyan and purple regions,
respectively.

level is dominated by titanium 3d orbitals. For all the three Ti3C2Tx substrates, there is
no energy gap at the Fermi level, which identifies the metallic nature of these materials.
Figure. 3.21(a) shows the total PDoS of a bare Ti3C2 for 3d orbitals of the titanium atom
and 2p orbitals of the carbon atom. The valence and conduction bands near the Fermi
level are mainly contributed by non-bonding titanium 3d orbitals of the surface (dangling
bonds). In addition, there is a band at positive energies, which is originated from repellent
interactions between titanium atoms.

The strong bond of titanium 3d orbitals weakens after termination with -O, -F, and
-OH surface functional groups. The titanium band at positive energies changes slightly,
due to the interaction of non-bonding orbitals with surface termination groups. The
Ti3C2 structure becomes stabilized by the saturation of non-bonding orbitals of valence
electrons of titanium atoms at the surface by -O, -F, and -OH groups. Due to these
bonding interactions, the PDoS curves shift toward more negative energies and pseudo-
gaps around Fermi level are induced as shown in Fig. 3.21(b), (c), and (d). The pseudo-gap
appears between the bonding orbitals at negative energies and non-bonding orbitals at
positive energies. It is worth mentioning that, for metallic structures, the width of the
pseudo-gap represents the strength of the covalent bonding, which in turn, determines
the stability of the structure [225, 226]. Therefore, it can be considered as a criterion for
comparing the stability of substrates with various surface termination groups. For the
S1, as shown in Fig. 3.21(b), valence states below the Fermi level can be divided into two
maximum bands which are formed by hybridized titanium 3d-carbon 2p and titanium
3d-oxygen 2p orbitals between 0 eV and −5.3 eV (band A), and titanium 3d-fluorine 2p
orbitals between −5.3 eV and −7 eV (band B). In addition, band C is formed below band
B corresponding to the hybridization between titanium and functional groups. For the
S2, which has fewer fluorine surface groups, after the surface groups are added to Ti3C2,
the Fermi level shifts toward lower energies and the DOS at the Fermi level decreases (a
pseudo-gap occurs as shown in Fig. 3.21(c)) due to the new induced energy states. The
DOS related to bands A are increased by titanium 3d-oxygen 2p orbitals, whereas that
of bands B are decreased. The DOS increases from 19.32 to 30.96 for oxygen atoms and
decreases from 35.90 to 13.37 for fluorine atoms. For the S3, as shown in Fig. 3.21(d),
after the addition of surface groups of -OH, -O and -F, the Fermi level shifts downwards
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Figure 3.21: The projected density of states (PDoS) of (a) Ti3C2, (b) S1, (c) S2, (d) S3, and
Ti atoms of the (e) S1. The PDoS of Ti atoms of the S1 are projected onto dxy, dyz, dx2−y2 , and
dz2 orbitals.

in energy, and in the presence of H2O molecules a pseudo-gap appears. Figure. 3.21(e)
shows the PDoS for titanium atoms of the S1, which are projected onto dxy, dyz, dx2−y2 ,
and dz2 orbitals. Five titanium 3d orbitals split into three groups: i) dxy and dx2−y2 , ii)
dyz, dzx, and iii) dz2 . The DOS at the Fermi level is dominated by the in plane dxy and
dx2−y2 orbitals, and the dz2 orbitals perpendicular to the substrate’s plane.

Fig. 3.22 shows PDoS for the adsorption of NH3 molecule on S1, S2, and S3. It is worth
mentioning that, the conduction states of substrates are mainly contributed from titanium
3d orbitals. This implies that when an extra electron is introduced to the substrates, the
electron will fill the titanium 3d unoccupied orbitals. Therefore, the adsorption of NH3 has
a substantial effect near the Fermi level. NH3 molecules induce several distinct states at
the carbon band in the energy range around −7.9 eV and −8.3 eV for S1 (Fig. 3.22(a)) and
S2 (Fig. 3.22(b)) respectively. However, for S3, some states are induced around −6.2 eV
and around −1.2 eV (near the Fermi level), as shown in Fig. 3.22(c). The results indicate
that the orbital mixing in S2 is stronger when compared to S1 and S3, which leads to
higher adsorption energy. Figure. 3.23 shows the PDoS of nitrogen and titanium atoms
when the NH3 molecule is adsorbed on the S1, S2, and S3. In Fig. 3.23(a) and 3.23(b), the
broadening of the adsorbed NH3 occupied states and an increased intermixing of nitrogen
and titanium states can be observed, which shows a larger covalent contribution to the
adsorption energy and CT. A gradual energy downshift of the center of the NH3 HOMO
can be observed at PDoS plots in Fig. 3.23(a)-(b) that reveals a HOMO in NH3 can be
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Figure 3.22: The PDoS of (a) S1/NH3, (b) S2/NH3, and (c) S3/NH3.

polarized more easily and responds better to the surface ESP well. The results indicate
the importance of surface intrinsic electrostatic potential in the ligand to metal CT. The
weak physical nature of NH3 adsorption on S3 is illustrated in Fig. 3.23(c).

To evaluate the N-Ti interaction at the surface, crystal orbital Hamilton population
(COHP) [227] calculations were performed. When an adsorbate binds to a solid surface,
the overlap of their electronic states leads to the formation of bonding and anti-bonding
states. The bonding states are positioned below the Fermi-energy and are fully occupied
and the anti-bonding states are mostly positioned above the Fermi-level. The delocalized
molecular orbitals of NH3 adsorbed on S1 and S2 interact with the titanium bands in
about−6 to−2 eV energy zone and the anti-bonding surface-adsorbate states are partially
filled. Compared to the case of NH3 adsorption on S1, the overlap region is wide in S2

and the anti-bonding occupancy is reduced. In addition, the bonding and anti-bonding
interactions are getting smaller in S3 and the localized molecular orbitals of NH3 adsorbed
on S3 weakly interact with the Ti bands at −1.2 eV. The results of the orbital analysis
are consistent with the computed CT and adsorption energies of the three NH3-Mxene
systems.
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Figure 3.23: The PDoS for the adsorbed N atom and its directly bonded surface Ti atom, and
−COHPs averaged over the Ti-N bond for the (a) S1, (b) S2, and (c) S3.
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3.5.1.4 Thermal stability of NH3 adsorption on Ti3C2Tx

The thermal stability and NH3 adsorption on the surface were analyzed by performing
AIMD. AIMDs up to 6 ps (1 ps equilibration) are simulated for three surfaces starting
from the most stable structures obtained with static calculations. Figure. 3.24 demon-
strates that Ti3C2Tx substrates are stable systems in the presence of NH3 gas molecules
at room-temperature. Here, the total energy fluctuation is minimal for all the cases.
Interestingly, NH3 gas molecule is dissociated from the S1 and S2 at the early stage of
the simulation, whereas for S3, the NH3 moves over the surface without more separa-
tion. These results show that cooperative hydrogen bond interactions and cooperative
adsorption are key factors for determining the degree of dissociation of NH3 over the
surface. From a computational point of view, considering the formation of a hydrogen
bond between NH3 molecule and the nearest under-coordinated atom at the surface, as
well as water-NH3 intrinsic interaction are of high importance for the fabrication of the
Ti3C2Tx -based NH3 sensor.
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Figure 3.24: The AIMD free energy of Ti3C2Tx substrates in the presence of NH3 gas
molecules.

3.5.1.5 The comparison with other 2D materials

Phosphorene, MoS2, and boron-doped SWCNT have been proposed as promising materials
for NH3 sensing [201,228]. Adsorption energies and CTs related to the interaction between
NH3 and these materials are compared in Fig. 3.25. As illustrated in Fig. 3.25, the CT
from NH3 to MoS2 and phosphorene is much smaller than that of Ti3C2Tx MXenes.

Although boron-doped SWCNT has a higher CT, its relatively high adsorption en-
ergy (−0.7 eV) suggests this material as an NH3 capturer which has a relatively long
recovery time. Zr2CO2 and V2CO2 are MXene substrates that have higher CT compared
to Ti3C2Tx MXenes [199,201], however, similar to boron-doped SWCNT, their relatively
high adsorption energy (−0.81 eV for both) leads to long recovery time. Ti3C2Tx MXenes
have a higher CT with NH3 compared to phosphorene and MoS2 and more appropriate ad-
sorption energy which leads to a better sensor recovery time. Compared to the ref 201, the
configurations studied for Ti3C2Tx MXenes are much similar to the reported synthesized
samples [202, 203], by choosing surface termination groups ratios closer to those of real
samples, instead of using just one type of surface termination groups. The presented re-
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Figure 3.25: (a) The charge transfer and (b) adsorption energies of the interaction between
NH3 and a variety of 2D materials. The data are extracted from [199] (red triangle), [201] (blue
triangle), [228] (green square), and, this work (black diamond).

sults in this study provide insights for understanding and performing optimization studies
on Ti3C2Tx for NH3 sensing, by controlling the synthesis process.

3.5.2 Fluorinated Graphene-based resistive humidity sensor

Monitoring of humidity is of high importance for various applications, such as food pack-
aging, agriculture, and the development of electronic skin [229–231]. Recently, various
types of humidity sensors have been developed for monitoring relative humidity (RH)
levels, utilizing different humidity sensing materials and fabrication processes [232–235].
This has stimulated growing research interest for the development of novel nanomaterials
that are sensitive to humidity. In addition, the rapid development of wearable electron-
ics technology has increased the demand for flexible humidity sensors. The development
of flexible sensors for physical and chemical sensing applications has attracted a fast-
growing research interest [236–242]. Carbon nanomaterials have been investigated for
the development of flexible sensors [66, 243–246]. Graphene, which is a two-dimensional
layered carbon nanomaterial, has proved to be a promising material for the development
of flexible sensors, owing to its high surface area and inherent flexibility [247–249]. The
functionalization of graphene can be used to modify its properties and develop sensors
with improved properties, such as sensitivity, flexibility, dynamic range, response time,
and recovery time [250].

Graphene oxide (GO), which is a functionalized graphene, has been used for humidity
sensing applications, due to its hydrophilicity [251]. GO has surface functional groups
that can form hydrogen bonding with water (H2O) molecules. The humidity sensing be-
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Figure 3.26: Dispersion of fluorinated graphene powder in IPA.

havior of GO is significantly improved when compared to the graphene, because hydrogen
bonding between GO and water molecules is much stronger than vdW forces between
graphene and water molecules [252]. One disadvantage of GO is its poor stability in var-
ious alkali solutions at moderate temperatures [253]. To address the stability problem,
fluorinated graphene (FG), which possesses good chemical and thermal stability and can
form hydrogen bonding with water molecules, can be a potential candidate for humidity
sensing applications [254].

FG has been investigated as an ammonia sensing material. Zhang et al. developed an
FG-based ammonia sensor, using SF6 plasma treatment process. The fabricated sensor
exhibited a sensitivity of ∼ 3.8 % for 100 ppm of ammonia at room temperature and
detected ammonia at concentrations as low as 2 ppm [255] . In addition, FG has been
used to develop an ammonium ion sensor. The fabricated sensor showed a detection limit
of ∼ 0.44 pM and a linear response over concentrations of 1 pM - 0.1 µM [256]. Due to the
high electronegativity of the fluorine, fluorine atoms of FG can form hydrogen bonding
with H2O molecules. Hence, FG can be a potential humidity sensing material. However,
a comprehensive investigation of humidity sensing behavior of FG has not been reported.

Figure 3.27: Illustration of the humidity sensor fabrication (a) polyimide substrate, (b) screen
printed Ag IDEs on polyimide, (c) drop casting of fluorinated graphene on IDEs and (d) fabri-
cated humidity sensor.

3.5.2.1 Materials and fabrication methods

The FG (fluorine to graphene – 2.57 mol%) was synthesized by Blair Research Group at
the University of Central Florida. The FG has ∼4 mass % fluorine, and carbon atoms,
where fluorine and carbon forms semi-ionic bonding (the sp2-hybridized carbon atoms
connected to the fluorine atoms). Flexible polyimide film (Kapton 500HN) from DuPont
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Teijin Films was used as the substrate. Conductive silver ink (AG-800) from Applied Ink
Solutions was used for printing IDEs. IPA, from Sigma-Aldrich Chemical Company, was
used as the solvent for the dispersion of the FG. Dimethyl glycol acetate, from Sigma-
Aldrich Chemical Company, was used as the cleaning solvent for the silver ink. A flat
flexible connector (Model No. 65801-002LF) from Amphenol ICC, was used to make
electrical connections to the humidity sensor.

Figure 3.28: 3D output of vertical scanning interferometry of printed Ag on polyimide illus-
trating a thickness (∆Z) of 4.40 µm.

The FG was synthesized using the method reported by Siddhanti et al. [257]. Briefly,
1.6 mg of FG was added to 4 mL of IPA. Then the FG suspension was placed in a 130 W
bath ultra-sonicator (Model FS30, Fisher Scientific Company) for 6 hours to improve the
dispersion [258]. After ultra-sonication, uniform dispersion of FG in IPA was achieved,
with no visible sediments (see Fig. 3.26).

The sensor fabrication steps are shown in Fig. 3.27. The silverbased IDEs were de-
posited on the flexible polyimide substrate using an HMI 485 screen printer and thermally
cured at 135 ◦C for 5 minutes in a VWR 1320 temperature-controlled oven. An average
thickness and surface roughness of 4.45± 0.21 µm and 0.95± 0.04 µm were measured for
the printed silver IDEs, using a Bruker Contour GT-K vertical scanning interferometer
(Fig. 3.28). The printed IDE was placed on a VWR Signature 810 hot plate, with a
surface temperature of 90◦C, and 280 µL of the FG suspension was drop cast onto the
IDEs to form the humidity sensing layer. The experiment setup to investigate the resistive
response of the humidity sensor is shown in Fig. 3.29. A Thermotron SE 3000 environ-
mental chamber was used to simultaneously test the resistive response of three humidity
sensors towards varying RH levels ranging from 20% RH to 80% RH, in steps of 10% RH,
at a constant temperature of 24◦C. Electrical connections to the humidity sensors were
made using the flat flexible connectors and connected to a Keithley 7700 multiplexer,
integrated into a Keithley 2700 mainframe. The Keithley 7700 multiplexer’s output was
connected to an Agilent E4980A precision LCR meter to measure the resistive response
of the humidity sensor, at an operating frequency of 1 kHz and an applied voltage of 1
V. The LCR meter was connected to a PC installed with a custom-built MATLABTM

program, to record the resistive response of the three humidity sensors.
The relative resistance change (∆R/Rb) of humidity sensors was calculated using:

∆R/Rb = 100× (R−Rb)/Rb, (3.58)
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Figure 3.29: Experiment setup for humidity sensor measurements.

where R is the measured resistance, and Rb is the base resistance. In this work, the
resistance at 20% RH is considered as the base resistance. The sensitivity of the humidity
sensor is calculated using:

S = (∆R/Rb)∆RH, (3.59)

where ∆RH is the difference between initial and final RH levels.
The response time of the humidity sensor is defined as the time taken by the sensor

to reach 90% of the transition between the initial value and the final value, when the RH
level is increased. Also, the recovery time is defined as the time taken by the humidity
sensor to go back to its initial state after decreasing the RH to its initial level. The
response time and the recovery time of the environmental chamber were also measured
and subtracted from the resistance values of the humidity sensor, to eliminate the effect
of the environmental chamber’s delay in reaching the next RH level.

The temperature coefficient of resistance (TCR) of the tested sensors was also calcu-
lated using:

TCR = (∆R/Rb)(T − Tb), (3.60)

where T is the measured temperature, and Tb is the base temperature, which is 30◦C for
the performed TCR measurements. A first-principles study, employing DFT calculations,
was performed to investigate interactions between the fluorine atom and graphene sub-
strate, as well as humidity sensing behavior of the FG. The FG-based humidity sensor
was fabricated on a flexible polyimide substrate, using the screen printing process, and
its resistive response towards varying RH levels was reported. The DFT calculations were
performed along with generalized gradient approximation (GGA) as implemented in the
SIESTA code [259]. A 15 Å vacuum was used to isolate the materials’ layers and ensure no
interactions between layers, making the simulations effectively illustrative of a monolayer.
A cut-off energy of 150 Ry and an energy convergence criterion of 1× 10−5 eV were used
for the calculations. The reciprocal space Brillouin zone (BZ) was sampled by using a
Monkhorstpack grid of 3× 3× 1 k-points. Calculations began with the determination of
the optimized geometry, which is the structure in which the residual Hellmann–Feynman
forces acting on atoms are smaller than 0.1 eV/Å. These optimizations were performed
for different adsorption sites of molecules on the graphene, in order to achieve the most
stable configuration. The analyzed FG supercells comprised of 24 carbon atoms and one
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Figure 3.30: Dynamic resistive response of humidity sensors.

fluorine atoms. First, the fluorine group was added to the graphene supercell with 24 car-
bon atoms to find the stable state of the FG material. Next, water (H2O) molecules were
added to the system to obtain the stable state of the adsorption of the water molecule on
the FG supercell. To analyze interactions between the water molecule and the FG, the
adsorption energy (Eads) was calculated using:

Eads = EFG+H2O − EFG − EH2O, (3.61)

where EFG+H2O is the total energy of the FG supercell and the adsorbed water molecule,
EH2O is the energy of an isolated water molecule, and EFG is the energy of an isolated
FG supercell.

In this work, in a collaborative paper with Western Michigan University, the humidity
sensing performance of the FG-based sensor was investigated under varying RH levels.
The author of this thesis has contributed to the research work illustrated in this section by
carrying out the ab-initio calculations. The dynamic resistive response of humidity sensors
towards varying RH levels was investigated. Since the fabricated humidity sensors have
different base resistance values, the normalized resistances of the fabricated sensors for
different RH levels were found, as shown in Fig. 3.30. It was observed that the resistance
of humidity sensors increased as the chamber’s RH level was increased. The obtained
results showed the linear response of the humidity sensors towards the variations of RH.
The sensor’s resistance curve followed the chamber’s RH curve effectively.

The FG includes fluorine atoms, possessing the highest electronegativity among all
elements. It provides active sites for the adsorption of water molecules and forms hy-
drogen bonding with the hydrogen atoms of the water molecules. Upon the adsorption
of water molecules, their electrons transfer to the FG. This electron transfer reduces the
concentration of the major charge carriers (holes) of FG and increases the sensor resis-
tance. When RH increases, more water molecules will be adsorbed on the FG resulting
in further increase of resistance of the humidity sensor and vice versa [260].

The ∆R/Rb of humidity sensors for varying RH levels is shown in Fig. 3.31, which
further supports the linearity of the resistive response of humidity sensors. The relative
resistance changes (∆R/Rb (%)) of humidity sensors were measured as 1.3± 0.3%, 3.1±
0.5%, 5.5 ± 0.7%, 8.5 ± 1.0%, 12.1 ± 1.3% and 13.3 ± 1.8% for the RH of 30%, 40%,
50%, 60%, 70%, and 80%, respectively when compared to 20% RH. The response of the
humidity sensors demonstrated a linear relation against the RH levels, with a sensitivity
and correlation coefficient of 0.22% RH and 0.98, respectively. The performance of the
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Figure 3.31: Relative resistance change of humidity sensors.

fabricated humidity sensor is compared to various resistive humidity sensors reported in
the literature and, as shown in Table I, our fabricated humidity sensor exhibited high
sensitivity [261–265].

Table 3.7: Performance of resistive humidity sensors reported in the literature and the humidity
sensor presented in this work.

Sensing material Measurement range Sensitivity (%/%RH) Ref.

Multi-layer graphene 15%− 80%RH S= 0.1− 0.17 [261]

PI/MWCNT (2.0 wt%) 20%− 90%RH S= 0.18 [262]

CNTs/Al2O3 30%− 80%RH S= 0.034 [263]

Graphene 1%− 96%RH S= 0.31 [264]

rGO/MoS2 10%− 90%RH S= 0.19 [265]

Fluorinated graphene 20%− 80%RH S= 0.22 This work

The response time and recovery time are important parameters for evaluating the
performance of any sensor. The response and recovery time of humidity sensors were
measured for transitions between 45% RH and 70% RH. The response and recovery char-
acteristic curves of the sensor are shown in Fig. 3.32. The response time of the humidity
sensor and chamber were measured as 232 ± 19 s and 150 s, respectively. This results
in a sensor response time of 82 ± 19 s. Similarly, a recovery time of the 527 ± 23 s and
402 s was measured for the humidity sensor and the chamber, respectively, resulting in a
sensor’s recovery time of 125± 23 s.

The response of the fabricated humidity sensors toward the varying temperature levels
was also investigated at 43% RH. The temperature was increased from 20◦C to 90◦C, in
steps of 10◦C. Figure. 3.33 shows the normalized response of three sensors toward the
varying temperature levels. It was observed that the normalized resistance decrease of the
humidity sensors was linearly proportional to the temperature, with a slope of −0.0032/◦C
and a correlation coefficient of 0.9948. The TCR of −0.25±0.03, −0.26±0.02, −0.28±0.02,
−0.30±0.02, −0.29±0.02, −0.30±0.02, and −0.32±0.02 were calculated at 30◦C, 40◦C,
50◦C, 60◦C, 70◦C, 80◦C, and 90◦C, respectively, for the humidity sensors (Fig. 3.33.b),
with an average TCR of −0.29± 0.02%◦C for the temperature range of 30◦C to 90◦C.
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Figure 3.32: Response (a) and recovery (b) curves of the fabricated humidity sensors, for
transitions between 45% and 70% RH.

3.5.2.2 First-principles calculations

First-principles study, employing DFT calculations, was performed to investigate inter-
actions between the fluorine atom and graphene substrate, as well as humidity sensing
behaviour of the FG. The FG supercell designed for the DFT calculations included 24
carbon atoms and one fluorine atoms. This model represents FG with low fluorination
rate, which was used in this work for the fabrication of humidity sensors. In the first step,
in order to fluorinate the graphene, the fluorine atom was placed on top of the graphene
sheet and structural relaxation of the system was performed. After the structure relax-
ation, the fluorine atom bonded with the underlying carbon atom. The top view and side
view of the most stable structure of FG is shown in Fig. 3.34. The carbon–fluorine bond
length was 1.5 Å. It was observed that the F-adsorbed carbon atom was pulled outward
from the graphene layer, with its bond length with the closest carbon atom increasing
from 1.4 Å to 1.5 Å (see Fig. 3.34.d). The local structure deformation indicates the strong
adsorption of F atom on the graphene monolayer. The most stable structure of FG was
used to investigate the adsorption of water molecules on the FG.

Figure 3.33: Normalized resistance (a) and TCR (b) of the fabricated sensors for different
temperature levels.

The interactions between the FG substrate and water molecules were then investi-
gated, using DFT calculations, by adding water molecules to the FG substrate. Several
initial structures for the H2O molecule with respect to the FG substrate were considered.
The most stable structures for the adsorption of water molecules on the FG, found by
comparing the total energy of relaxed systems, are shown in Fig. 3.35. By comparing
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the water molecule’s position before and after the relaxation procedure, it was observed
that hydrogen atoms of the water molecule moved towards the fluorine atom of the FG
substrate. After the relaxation process was completed for the system 5, which had the
minimum energy, the distance of the F atom from the closest hydrogen atom was 1.91 Å.
It is also worth mentioning that the H-O-H angle of water molecule decreased from 104.5◦

to 100.5◦ during the adsorption of the water molecule on the FG substrate. Also, the car-
bon–fluorine bond length increased slightly, from 1.5 Å to 1.52 Å. The Eads was calculated
for the most stable structures, which is shown in Fig. 3.35. As shown in Fig. 3.35, the
system 5 has the minimum Eads, so it is the most stable structure for the adsorption of
water molecules on the FG substrate. The Eads of -0.5 eV was calculated for the system
5, which supports the strong adsorption of water molecules on the humidity sensing FG.

(a) (c)

(d)(b)

Figure 3.34: Top view (a) and side view (b) illustration of graphene supercell used in this
study. The top view (c) and side view (d) illustration of fluorinated graphene supercell used in
this study. Carbon and fluorine atoms are shown with gray and green colors, respectively.

The interactions between the FG and water molecules were then investigated, using
DFT calculations, by adding water molecules to the FG. Several initial structures for the
H2O molecule with respect to the FG were considered. The most stable structures for the
adsorption of water molecules on the FG, found by comparing the total energy of relaxed
systems, are shown in Fig. 3.35. By comparing the water molecule’s position before and
after the relaxation procedure, it was observed that hydrogen atoms of the water molecule
moved towards the fluorine atom of the FG. After the relaxation process was completed
for the system 5, which had the minimum energy, the distance of the F atom from the
closest hydrogen atom was 1.91 Å. It is also worth mentioning that the H-O-H angle of
water molecule decreased from 104.5 Å to 100.5 Å during the adsorption of the water
molecule on the FG. Also, the carbon–fluorine bond length increased slightly, from 1.5
Å to 1.52 Å. The Eads was calculated for the most stable structures, which is shown in
Fig. 3.35. As shown in Fig. 3.35, the system 5 has the minimum Eads, so it is the most
stable structure for the adsorption of water molecules on the FG. The Eads of -0.5 eV was
calculated for the system 5, which supports the strong adsorption of water molecules on
the humidity sensing FG.

The obtained results demonstrated that FG, a highly stable derivative of graphene, is a
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Eads = -0.44 eV Eads = -0.49 eV Eads = -0.46 eV Eads = -0.44 eV Eads = -0.50 eV 

System 1 System 2 System 3 System 4 System 5

(a)

(b)

Figure 3.35: Top view (a) and side view (b) illustrations of the most stable structures for
the adsorption of water molecule on the fluorinated graphene. Carbon, fluorine, oxygen, and
hydrogen atoms are shown with gray, green, red, and white colors, respectively.

promising 2D material for the development of humidity sensors. Like FG, recent advances
in the synthesis of 2D materials has led to the development of novel sensors for numerous
applications. For example, 2D materials such as stannic sulfide and MXenes have shown
selectivity to gases such as nitrogen dioxide and ammonia through physisorption process
similar to FG [128, 266]. Other 2D materials such as bismuth (III) oxide have shown
sensitivity to UV rays and demonstrated its suitability to be employed as UV photo-
detector [267]. These 2D materials possess excellent sensitivity and reversibility due to
its physisorption property when compared to chemisorptive and ion conductive materials.
These 2D materials are compatible with flexible substrates and when employed in the
development of flexible and printed sensors similar to this process can result in promising
low-cost devices for various fields including biomedical, automotive and wearable elec-
tronics.

3.6 Conclusion

It was shown that monolayer MoS2 exhibits a giant intrinsic piezoresistance of ∼ 724,
which is driven by the uniquely strain-tunable band structure that is shared among MX2

(M = Mo, W , X = S, Se) TMDs. The experimental piezoresistance is calculated using
careful extractions of sheet resistance, from TLMs under vacuum, and large-area maps of
strain using optical techniques of Raman and PL. The origins of this piezoresistive effect
are explained through a detailed analysis of several scattering models, including inter-
valley phonon scattering and short-range strain vari-ation. This giant intrinsic piezore-
sistive can enable emerging applications in tactile sensing, like soft robotics, as well as
improving the mobility (and understanding variation) in TMD electronics.

We have also demonstrated a large TCR in atomically thin 2D materials (∼ 0.3% K−1

at 300 K and ∼ 0.6% K−1 at 100 K ), significantly higher than that of metals in the
sub-10 nm-thickness range. Simulations show that even larger TCRs (up to 0.45 % K−1

at 300 K and 2.5 % K−1 at 100 K) in monolayer 2D devices could be obtained by further
reducing the density of charged impurities. These could enable fast temperature sensors
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with low thermal resistance and thermal capacitance at the atomically thin limit.
Then we investigated Ti3C2Tx as an ammonia sensor by means of a first-principles

study. Since synthesized sample of Ti3C2Tx have a combination of various surface ter-
mination groups, as well as water molecules, the impacts of different ratios of surface
termination groups were analyzed, as well as the presence of water molecules on ammonia
gas sensing behavior of Ti3C2Tx . DFT calculations for Eads and CT between various
gases and S1 show a relatively high sensitivity of the substrate to NH3 gas molecules
compared to other gases with the highest CT (0.098 e) and the lowest Eads (−0.36 eV).
The calculated NH3 adsorption energy for S2 was −0.49 eV, which is larger than those of
S1 and S3. Isosurface representations of charge difference showed a smaller CT between
fluorine atoms and NH3 molecules compared to the CT between oxygen atoms and NH3

molecules. At NH3 adsorption sites, the Bader charge difference of nearest oxygen atoms
was 60% to 180% larger than that of the nearest fluorine atoms, demonstrating a stronger
interaction of NH3 with the Ti3C2Tx -based sensor with a lower ratio of fluorine surface
terminations. PDoS curves shift toward energies that are more negative, and a pseudo-
gap around the Fermi level appear, as surface termination groups are added to the Ti3C2

substrate. It shows that the orbital mixing of S3/NH3 is weaker compared to S1/NH3

and S2/NH3, which will lead to a smaller CT. Moreover, ESP and PDoS analyses for
NH3 adsorption showed that the surface properties can dictate the strength and nature
of bonding through a combination of covalent and electrostatic effects. The findings are
related to the general Lewis acid-base interactions in the matter of molecular chemistry.
AIMD simulations were also performed to confirm that all the structures in the presence
of the NH3 gas molecule are thermally stable at room-temperature.

Finaly we have shown that a novel fluorinated graphene (FG)-based resistive humidity
sensor was successfully fabricated by drop-casting FG suspension on Ag-based IDEs. The
FG was uniformly dispersed in IPA, using the ultra-sonication process, and the resulted
suspension was drop cast on silver-based IDEs screen printed on a flexible polyimide sub-
strate. The resistive response of humidity sensors towards varying RH levels ranging from
20% to 80% was investigated at 24◦C, which showed good repeatability for the fabricated
sensors. The response of the humidity sensors demonstrated a linear relation towards
varying RH levels from 20% RH to 80 % RH, with a sensitivity and correlation coefficient
of 0.22%/% RH and 0.98, respectively. The response and recovery time of the sensor for
transitions between 45% RH and 70% RH were calculated as 82 and 125 s, respectively.
The humidity sensors showed a linear response towards varying temperatures from 20 ◦C
to 90 ◦C, with a slope of −0.0032/◦C and a correlation coefficient of 0.9948. The average
TCR calculated for the sensors was approximately −0.3%/◦C. DFT calculations confirmed
the hydrogen bonding between FG and water molecules and demonstrated the strong hu-
midity sensing property of the FG. The obtained results suggest that FG, a highly stable
derivative of graphene, is a potential material for humidity sensing applications.



Chapter 4

Non linear transport based on MoS2

4.1 Introduction

Promising features of Molybdenum Disulfide (MoS2) such as the sub-nanometer thickness,
large piezo-resistance [20], and extreme flexibility qualify MoS2 as a candidate baseline
material for many applications. While linear transport (used to interpret the experimen-
tal low field mobility) has been addressed in several contributions [137, 138], high field
transport and velocity saturation have received a more limited scrutiny [164,268,269].

The velocity versus field curves are relevant for many experimentally characterized
transistors (which are not at all nanoscale) and, moreover, for sensor applications that
do not require aggressively scaled devices. On the other hand, the high field saturation
velocity is not the most appropriate figure of merit for the performance of nanoscale
FETs [135], where carrier transport depends on scattering mechanisms that govern how
close to the ballistic regime the device can operate, and then on the thermal velocity at
the source that sets an upper limit to carrier velocity even in the fully ballistic transport
limit.

As a result of a collaboration with Dr. Alessandro Pilotto, in this chapter we document
the development of a Monte Carlo (MC) solver for the multi-valley Boltzmann Transport
Equation (BTE) in MoS2, that is employed to investigate transport under uniform electric
field as well as quasi-ballistic transport in FETs. For the work illustrated in this chapter
we have leveraged on a previously developed MC solver described in [270], then we have
extended the solver to the electronic structure of 2D MoS2 and also updated the formula-
tion of the scattering mechanisms. This Chapter proceeds as follows. Sec. 4.2 summarizes
the model employed for the description of the conduction band of monolayer MoS2, while
Sec. 4.3, provides details on the multi-valley Monte Carlo technique. In Sec. 4.4, firstly
the MoS2 electron mobility calculated from MC simulations including different scattering
mechanisms is compared with the results of the linearized-BTE (LBTE) solver described
in Sec. 3.2, then the velocity versus field curves obtained with the MC solver are reported
and discussed. In Section 4.4.6, we report self-consistent simulations of a 100 nm FET
showing the impact of velocity saturation on the I-V curves of short channel devices in the
presence of different scattering mechanisms. Section 4.5 offers some concluding remarks.
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4.2 Description of the conduction band of monolayer

MoS2

A sketch of the hexagonal First Brillouin Zone (FBZ) of monolayer MoS2 is shown in
Fig. 4.1.a, where the two Cartesian directions are denoted as Armchair (A) and Zigzag
(Z). As already mentioned in Sec. 3.3, the conduction band structure of MoS2 presents
two sets of minima: in Fig. 4.1.a we can identify circular K valleys at the edge of the
FBZ (for each corner, only one third of a K valley falls inside the FBZ), and six elliptical
Q valleys with orientation θv = −2π/3,−π/3, 0, π/3, 2π/3 with respect to the Z direction
in the reciprocal space. It is worth noting that the A and Z directions in the real space
translate into the Z and A directions in the reciprocal space, respectively. As shown in
Fig. 4.1.b, the K valleys set the absolute minimum of the conduction band, while the Q
valleys are the second lowest valleys.

We have employed a non-parabolic description of the band structure based on the
Effective Mass Approximation (EMA) close to the K and Q conduction band minima
(Eq. 3.18). The longitudinal and transverse effective masses, ml and mt respectively, and
the non parabolic factors α were extracted by comparing to DFT calculations obtained
with QUANTUM ESPRESSO [108] (see Fig. 4.1.b); the corresponding values of the EMA
parameters are reported in Tab. 4.1. Analytical bands seem a defendable approximation

Valley ml [m0] mt [m0] α [eV −1] ∆E [eV ]
K 0.47 0.47 0.94 –
Q 1.14 0.54 1.16 0.16

Table 4.1: EMA parameters for the K and Q valleys in monolayer MoS2 extracted by fitting
DFT calculations [108].
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Figure 4.1: (a) Sketch of the First Brillouin Zone: A and Z denote the armchair and zigzag
directions, respectively. b) MoS2 energy dispersion computed by DFT simulations. c) MoS2
energy dispersion close to the K (red) and Q (blue) conduction band minima as calculated with
DFT simulations [108] (dashed), and then fitted with the non-parabolic EMA model of Eq. 3.18
(solid). The minimum in Q is plotted along the K-Γ (transverse) direction.
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Figure 4.2: Sketch of the simulated structure. Fx is the electric field along the x direction,
while L and R are the left and right contacts, respectively.az is the thickness of the monolayer
MoS2.

for the monolayer MoS2 because the K and Q conduction band minima are well separated
in energy from the next lowest conduction band extrema [138,271], and in fact they have
been employed in several previous references [138,272–274]. Monte Carlo simulations with
a full band descriptions have been reported for mobility and uniform high field transport in
phosphorene [275], and also for a 10 nm long MoS2 based FET [276]. The use of analytical
bands, however, is particularly suitable for Monte Carlo simulations of transistors with
channel lengths up to hundreds nanometers, where the computational burden of a full
band Monte Carlo approach may become prohibitive.

4.3 The multi-valley Monte carlo transport simulator

The sketch of the physical system simulated with the multi-valley Monte Carlo simulator
is reported in Fig. 4.2. Uniform transport (i.e. an infinitely long device) is considered.
Monolayer MoS2 is sandwiched between the top and bottom oxides, an electric field Fx is
imposed in the MoS2 monolayer and looping boundary conditions are used [135], namely
the electrons collected at a contact are injected at the opposite contact with the same
energy, momentum and velocity. The total number of particles in the simulation is thus
kept fixed and set by the electron density per unit area Ns =

number of electrons
S

.

Our simulator takes as input the geometrical parameters of the structure in Fig. 4.2
and the EMA parameters (Tab. 4.1) of the K and Q valleys. The scattering rates are
described according to Eqs. 3.28, 3.29, 3.44, 3.36 already discussed in chapter. 3. In the
case of isotropic mechanisms like intrinsic phonons (iPh), the scattering rates are stored as
a function of the initial valley and the carrier energy, while for anisotropic mechanisms due
to the Neutral Defects (NDs), Coulomb Impurities (CIs), and Surface Optical phonons
(SO ph), they are stored as a function of the initial valley, the carrier’s energy, the angle

θi that sets the direction of the initial state in the k⃗-space, and the angle θs between the
initial and the final states.

For isotropic scattering mechanisms (i. e. intrinsic acoustic and optical phonons),

Vogt-Herring transformations are used to determine the state after scattering k⃗′ [277].

Firstly, an effective wave vector k⃗′eff is determined in the valley of the final state by
using

E(1 + αE) =
ℏ2

2

(
k2l
ml

+
k2t
mt

)
=

ℏ2k′2
eff

2meff

, (4.1)

where meff =
√
mlmt. Then, a random number r with uniform distribution in [0, 1] is
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generated and k′l and k
′
t are obtained as

k′l = keff

√
ml

meff

cos(2πr) (4.2)

k′t = keff

√
mt

meff

sin(2πr). (4.3)

On the other hand, for anisotropic scattering mechanisms (i. e. neutral defects,

coulomb impurities, and SO phonons), k⃗′ and its components along the longitudinal and
transverse directions are given by [135]

k′ =

√
2mθE(1 + αE)

ℏ
(4.4a)

k′l = k′cos(θ) (4.4b)

k′t = k′sin(θ), (4.4c)

where θ = θi + θs represents the direction of the final state and it is chosen according
to the relative weight (w. r. t. the total scattering rate) of the scattering rate that
corresponds to a deflection θs, and mθ is the angle-dependent effective mass defined as

mθ =

[
cos2(θ)

ml

+
sin2(θ)

mt

]−1

. (4.5)

An ensemble MC technique is finally used to compute average quantities, such as the
average velocity vx along the x direction

vx = vlcos(θw)− vtsin(θw), (4.6)

as well as the energy and momentum distribution functions f(E) and fv(k⃗), respectively.
θw is the angle describing the Q valley orientation with respect to the zigzag direction in
k-space.

Treatment of carrier degeneracy, i.e. accounting for Pauli’s exclusion principle, as been
implemented as described in [278].

4.4 Results

4.4.1 Mobility calculation: MC versus LBTE

As a first validation of the multi-valley MC simulator, in Fig. 4.3 we compare the MoS2

electron mobility extracted as vx/Fx at low field with the mobility provided by the LBTE
solver in [20]. Mobility is analyzed at room temperature, for different values of the electron
density Ns and considering different combinations of scattering mechanisms (iPh, iPh and
ND, iPh and CI, iPh and SO Ph). The defect concentrations for ND scattering is ND =
2.4×1013 cm−2 (that corresponds to the 1% of of the sulfur atoms areal density), and the
concentration of Coulomb centers for CI scattering is Nimp = 3× 1012 cm−2 (a reasonable
value, similar to what reported in [20, 269]). The agreement between the two modeling
approaches is very good for all the considered cases. Fig. 4.3. Table 4.2 compares the
mobility computed with our Monte Carlo solver with results reported in the literature,
obtained for different values of the free electron’s concentration Ns and by including
different scattering mechanisms. Even if a quite large spread in the values of the phonon
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Figure 4.3: Comparison between the MoS2 electron mobility at T = 300 K as a function
of Ns computed by using either the LBTE (circles) or the MC simulations (crosses). Phonon
scattering and scattering with ND (ND = 2.4× 1013 cm−2), CI (Nimp = 3× 1012 cm−2) or with
SO phonons were included in different combinations.

limited mobility can be observed [138,268,279,280], our approach is fairly consistent with
the results in [268,280]. On the other hand, regarding the simulations with the inclusion
of scattering with Coulomb centers, our MC solver agrees quite well with the mobility
value reported in [281] (TOX: HfO2, BOX: SiO2, Nimp = 4× 1012 cm−2).

Ns [cm
−2] TOX/BOX Scattering [REF] [cm2/(Vs)] This Work [cm2/(Vs)]

1013 - iPh 420 [138] 244
1013 - iPh (Intravalley) 400 [279] 308
- - iPh 193 [268] 290 ≥ µ ≥ 1221

5× 1013 - iPh 144 [280] 122
1013 HfO2/SiO2 iPh + CI (Nimp = 4× 1012 cm−2) 49 [281] 56

Table 4.2: Comparison of the electron mobility (µ) computed with our Monte Carlo solver
with the results reported in [138], [279], [268], [280], and [281].

4.4.2 Velocity-field curves in the presence of intrinsic phonons

To check the correctness of our implementation and assess the adequacy of the analytical
band description as the electric field increases, we compare our MC solver against previous
literature [139,268]. The results in [268] are helpful to validate the analytical band model
on a more accurate full-band description, while in [139] we find results over an extended
temperature range. The comparison is reported in Fig. 4.4.

To verify that phonon scattering captures the temperature dependence of mobility and
saturation velocity, we first compare our results at different temperature (solid lines) to
the results in [139] for a MC with analytical bands. For the purposes of this comparison,
in our simulator we used the EMA parameters reported in [139] (instead of those in
Tab. 4.1), and included only the scattering with MoS2 intrinsic phonons. The electron
density is Ns = 1012 cm−2. We notice that our MC simulator and the one in [139] are in
good mutual agreement at all temperatures.

1In [268], the value of Ns is not specified, therefore we report the results of our Monte Carlo simulations
for 1011 cm−2 ≤ Ns ≤ 5× 1013 cm−2.
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Figure 4.4: Comparison between the vx(Fx) curves from [139], and the results of this study by
using the phonon scattering parameters and the EMA parameters as in [139], and between the
vx(Fx) curve at room temperature from [268] and the results of this study obtained by using
the phonon scattering parameters from [139], but the EMA parameters in Tab. 4.1.

However, the EMA parameters in [139] are not consistent with DFT calculations
reported in Fig. 4.1. In order to investigate the influence of the bandstructure description,
the dotted line in Fig. 4.4 reports the results of our MC simulations at room temperature
by using the EMA parameters of Tab. 4.1, and those are compared with the full band MC
simulations in [268]. A closer agreement over the whole range of applied electric fields is
observed with simulations from [268] (note that we used the same phonon energies and
deformation potentials as in [139], that, together with the EMA parameters in Tab 4.1,
appear to be a good choice also to reproduce the results in [268]). To further corroborate
the limited relevance of full-band effects, we plot in Fig. 4.5 the average energy and the
valley occupation as a function of the electric field in the different cases: we see that the
average energy, w.r.t. the valley’s minimum, in the range of electric fields considered here
is no larger than 150 meV for the K valleys and 75 meV for the Q valleys, so that the
non-parabolic band model is quite adequate in reproducing the full band structure as seen
in Fig. 4.1. Concerning the difference between our model with the parameters in Tab. 4.1
(that reproduce the curves in [268] and will be used in the rest of this paper) and the
velocity versus field curves of [139] (compare magenta dotted-line and blue triangles up),
it is mainly due to the energy separation between the K and Q valleys, which is 160 meV
in our case (Tab. 4.1) and 70 meV in [139]. This inconsistency is mainly due to the usage
of different exchange-and-correlation functional in DFT calculations. We have observed
a certain spread (starting from 60 meV to 300 meV) in the literature about the energy
distance between the K and Q valleys [148,282,283].

4.4.3 Velocity-field curves including scattering with neutral de-
fects and coulomb centers

In Fig. 4.5 we report the vx(Fx) curves computed with MC simulations when only intrin-
sic phonon scattering is considered (black line), compared with the results obtained by
including also scattering with ND (ND = 2.4×1013 cm−2) or CI (Nimp = 3×1012 cm−2).
We notice that the scattering with impurities has a strong effect on the mobility, which
degrades from values above 200 cm2/(Vs) down to about 9 cm2/(Vs) when CI is included.
The drastic mobility reduction also increases the electric field required to reach velocity
saturation above 105 V/cm, which is the maximum field that has been experimentally ex-
plored in MoS2 devices [268]. Figure 4.6 also shows that, however, the saturation velocity
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Figure 4.5: a) Average energy with respect to the valley minimum versus electric field. b)
Valleys’ occupation versus electric field. Results are reported in black for K valleys and in red
for Q valleys.
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Figure 4.6: Comparison between the room temperature vx(Fx) curves computed with the MC
simulator for electric fields up to 4×105 V/cm, with the EMA parameters of Fig. 4.1a and for
Ns = 1012 cm−2. Results are shown for intrinsic phonon scattering only (solid black), then by
adding the scattering by neutral defects (dashed red), and finally also Coulomb centers (dashed-
dotted green). TOX is vacuum, BOX is SiO2.

value that is eventually reached at high fields is essentially the same for the different sets
of scattering mechanisms.

4.4.4 Velocity-field curves including SO phonons

Figure 4.7 compares the velocity versus electric field curves obtained with the MC simu-
lator either including only scattering with intrinsic phonons or considering also scattering
with SO phonons originating in the top and bottom oxides. We notice that, in the latter
case, the mobility is reduced, as previously observed in Fig. 4.3, but vsat is larger than
the counterpart obtained neglecting the SO phonons (see also Fig. 4.6). The velocity
saturation in Fig. 4.7, however, is reached only for an electric field that is larger than
105 V/cm, namely a field range that has been so far impossible to probe in actual ex-
periments [268]. In order to better understand the counter intuitive influence of the SO
scattering on the saturation velocity, we compare in Fig. 4.8 the valleys’ occupation as a
function of the applied electric field obtained from the MC simulations when scattering
with SO phonons is neglected or instead accounted for, and by considering vacuum as
TOX. Figure 4.8 shows that in the presence of SO phonons, and for longitudinal electric
fields up to 4 × 105 V/cm, the electron population in the six Q valleys is below 15%,
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Figure 4.8: Comparison between valleys’ occupation vs. electric field when scattering with SO
phonons is either neglected (solid) or considered (dashed): TOX is vacuum and BOX is SiO2.

so that carriers mostly occupy the K valleys. When SO phonon scattering is neglected,
instead, a large fraction of electrons (52 ÷ 58%) resides in the Q valleys, that feature a
much lower mobility. This is confirmed also by the energy distribution functions at Fx =
3×105 V/cm reported in Fig. 4.9, where we notice that the presence of scattering with
SO phonons results in a more peaked f(E) at low energies. The reason of the increase in
the saturation velocity observed by including SO phonons is thus due to the anisotropic
and inelastic nature of the SO scattering mechanism. In fact, as it can be inferred from
the occupation functions in the reciprocal space reported in Fig. 4.10, the presence of SO
phonons tends to reduce the energy of the electrons that populate a valley (see Fig. 4.9)
without excessively randomizing their momentum. Therefore, for a given electric field, the
f(k⃗) is more elongated in the direction of the electric field when SO phonons are active.
In other words, SO phonons tend to induce an energy relaxation that prevents electrons
from occupying the Q valleys, whereas it produces only a small k⃗ randomization.

It is worth noting that the effects of SO phonons on vsat shown in Fig. 4.7 are quite
different from those obtained from MC simulations in [269] that, instead, reported a
vsat = 5.8×106 cm/s at Fx ≥ 5×104 V/cm when a SiO2 substrate is considered and CI is
active (with Nc = 1012 cm−2 and Ns = 5× 1011 cm−2). This discrepancy may be ascribed
to a difference in the electron mobility, that originates from different scattering rates
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Figure 4.9: Comparison between the energy distribution functions extracted from MC simu-
lations at Fx = 3×105 V/cm when scattering with SO phonons is either neglected (black) or
included: TOX is vacuum and BOX is SiO2 (red).

with intrinsic phonons. In fact, the authors in [269] reported a phonon-limited mobility
for monolayer MoS2 in the order of 2000 cm2/Vs, while in this work we found about
300 cm2/Vs (see Fig. 4.3). Moreover, Fig. 4.4.a of [269] shows that, for all the simulated
electric fields, intrinsic phonons are the dominant scattering mechanism, whereas in our
MC model, the scattering rate of SO phonons largely exceeds the rate of acoustic and
optical intrinsic phonons (see Fig. 4.11).

4.4.5 Effect of screening of SO phonons

Finally, in this work we have assumed that scattering with SO phonons is not screened by
the free electrons. This leads to an overestimation of the scattering rate. More accurate
results may be obtained by employing a dynamic screening approach [135] that, on the
other hand, would dramatically increase the computational burden of MC simulations.
Preliminary results with static screening suggest that the inclusion of screening in the
treatment of the scattering with SO phonons may be important for an accurate evaluation
of the value of vsat in MoS2. In fact, From Fig. 4.12 we can notice that, as the value of Ns

increases, when static screening is considered the vx(Fx) curves rapidly converge toward
the case when scattering with SO phonons is neglected in our MC simulations.
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ing for different values of Ns. Static screening is either neglected (black dotted line) or included
(dashed lines).

4.4.6 I-V curves of a short channel FET

The Monte Carlo transport procedure described in the previous sections has been cou-
pled with the 2D Poisson equation to perform simulations of a short channel FET (see
Fig. 4.13), analyze the impact of different scattering mechanisms on the current-voltage
(I −V ) characteristics and inspect the electron velocity profiles in the transistor channel.
We remark that, to focus only on how the performance of MoS2-based FETs are affected
by scattering mechanisms, in the following, we neglect the effects on the I − V curves
of the series resistances that, notably, are quite large at contacts between metals and 2D
semiconductors.

The Poisson equation and the Monte Carlo transport are coupled using the non-
linear scheme [284]. Compared to the simulations in the previous section, where periodic
boundary conditions were applied to mimic an infinitely long device, here the boundary
conditions described in [285] have been employed: electrons trying to exit the domain are
removed, while other electrons are regularly injected from the source and drain according
to Fermi-Dirac distributions whose Fermi levels are split by VDS. As in [285], the derivative
of the electrostatic potential is set to zero at the source and drain contacts.

Figure 4.14 shows the drain current versus gate-to-source voltage characteristics con-
sidering the scattering due to either only phonons or to phonons and Coulomb centers.
Since the work-function of the metal gate is assumed to be equal to the MoS2 affinity, the
threshold voltage is very close to VT = 0V . We see that when only phonons are included,
the curve is essentially a straight line, that is consistent with textbook formulas for FETs
under velocity saturation (i.e. ID = WvsatCOX(VGS−VT )). In other words, the saturation
drain voltage is very low and just above threshold we observe a linear relation between
ID and VGS. We have indeed verified that the velocity along the channel is fairly constant
and close to the saturation velocity displayed in Fig. 4.6 for uniform field simulations
accounting only for phonon scattering. When including Coulomb centers, instead, the
mobility is so low (see again Fig. 4.6) that the electron average velocity does not reach
a saturation value. As a result, we have the expected parabolic behavior of the current
for gate-source voltages in between VT and VT + VDS, that becomes linear only when the
device enters the triode region.

Figure 4.15 shows the output characteristics for the same cases as in Fig. 4.14. The
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slope at low VDS is related to the mobility and it is thus much larger when only phonons
are included. Then the current saturates at high VDS. This is due to velocity saturation
when only phonons are included and, whereas it is due to the formation of a pinched-off
region close to the drain in the case including the scattering due to phonons and Coulomb
centers.

Monolayer MoS2

BOX: SiO2

TOX: HfO2 (EOT = 2 nm)

Gate (G)

Source (S) Drain (D)

L = 100 nm

20 nm 20 nm

Figure 4.13: Sketch of the simulated FET device. A 100 nm long monolayer MoS2 channel
is sandwiched between a thick SiO2 BOX and HfO2 (EOT = 2 nm) TOX. The Source (S) and
Drain (D) regions are 20 nm long. A doping Dp = 8× 1013 cm−2 has been assumed.

4.5 Conclusions

We have developed a multi-valley Monte Carlo Transport simulator that has been used to
study uniform field transport in monolayer MoS2, but can be naturally extended to other
two-dimensional semiconductors.

At low electric field our simulator has been validated against the results of a solver of
the Linearized Boltzmann Transport Equation, showing good mutual agreement.

Monte Carlo simulations of high field transport in monolayer MoS2 have shown that
a multi-valley non-parabolic description of the band structure is accurate and that our
results well match the outcomes of more complex models, such as Full Band Monte Carlo
transport simulations. Moreover, we have found that the electron’s saturation velocity in
monolayer MoS2 is only slightly affected by scattering with Coulomb centers and neutral
defects, while the effect of SO phonons is more subtle. Our results also indicate that
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Figure 4.14: ID versus VGS characteristics of the device of Fig. 4.13 in a) logarithmic and b)
linear scales simulated at VDS = 1 V. Results obtained by including only scattering with intrinsic
phonons (black circles) are compared to the ones obtained by considering also scattering with
Coulomb centers (blue squares), when Nimp = 3× 1012 cm−2.
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Chapter 5

Conclusions

Although a number of different device concepts have been discussed in this thesis, the red
thread linking the different topics of this thesis is given by the 2D materials. In chapter 2,
we have studied the contact properties of graphene and monolayer MoS2 with different
metals. We have shown that Ni and Cu dope graphene significantly at minimum energy
distance, but not at larger distances. In this respect, the experiments for Ni-G and Cu-G
contacts report a large RC (especially at VBG = 0), thus suggesting d > 0.5 nm. This may
be the result of wrinkles, roughness and/or impurities impacting the quality of the M-G
interface. For the Au-G contact, a longer range interaction and considerable G doping
are predicted for d up to 1 nm, explaining the lower experimental RC compared to Ni-G
and Cu-G.

Simulation results predicted a large RC dependence on VBG at d > 0.4 nm that seems
in agreement with the experimental behavior, thus supporting the picture of a M-G with
larger distance than the minimum one.

We have also showed that for a defect-free MoS2 layer, the control of the metal-MoS2

distance d is crucial in order to enable a modulation of the SBH, that can be further
adjusted by an effective back-gating of the structure. This may be achieved by introducing
a proper buffer layer such as graphene or h-BN between the metal and MoS2. Moreover,
by employing an in-house developed ab-initio transport methodology, several options
for a metal contact to monolayer MoS2 have been discussed. We have quantitatively
analyzed the trade-off between SBH and TB in contacts with a buffer layer and confirmed
by simulations the superior performance of the bismuth-MoS2 n-type contact. We also
showed that the Au-NbS2-MoS2 system provides a pathway to an Ohmic p-type contact.
These results can be naturally extended to TMDs other than MoS2.

In chapter 3, applications of 2D materials in various sensors have been discussed. First
we have analyzed the sensing properties of monolayer MoS2 for strain and temperature
sensors. It was shown that monolayer MoS2 exhibits a giant intrinsic Gauge factor of
∼ 724. The origins of this piezoresistive effect are explained through a detailed analy-
sis of several scattering models. This giant intrinsic piezoresistive can enable emerging
applications in tactile sensing, like soft robotics, as well as improving the mobility (and
electronic transport) in TMD electronics.

We have also demonstrated a large Temperature Coefficient of Resistance (TCR) in
atomically thin 2D materials (∼ 0.3% K−1 at 300 K and ∼ 0.6% K−1 at 100 K), signifi-
cantly higher than that of metals in the sub-10 nm-thickness range. Simulations demon-
strate that even larger TCRs (up to 0.45 % K−1 at 300 K and 2.5 % K−1 at 100 K)
in monolayer 2D devices could be obtained by further reducing the density of charged
impurities. These could enable fast temperature sensors with low thermal resistance and
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thermal capacitance at the atomically thin limit.
We also investigated Ti3C2Tx as an ammonia sensor by means of a first-principles

study. The impacts of different ratios of surface termination groups were analyzed, as
well as the presence of water molecules on ammonia gas sensing behavior of Ti3C2Tx .
DFT calculations showed that at NH3 adsorption sites, the Bader charge difference of
nearest oxygen atoms was 60% to 180% larger than that of the nearest fluorine atoms,
demonstrating a stronger interaction of NH3 with the Ti3C2Tx -based sensor with a lower
ratio of fluorine surface terminations.

In chapter 3 we have showed that the response of the humidity sensors demonstrated
a linear relation towards varying Relative Humidity (RH) levels from 20% RH to 80 %
RH, with a sensitivity and correlation coefficient of 0.22%/% RH and 0.98, respectively.
The humidity sensors also showed a linear response towards varying temperatures from
20 ◦C to 90 ◦C, with a slope of −0.0032/◦C and a correlation coefficient of 0.9948. The
average TCR calculated for the sensors was approximately −0.3%/◦C. Density functional
theory calculations confirmed the hydrogen bonding between Fluorinate Graphene (FG)
and water molecules and demonstrated the strong humidity sensing property of the FG.
The obtained results suggest that FG, a highly stable derivative of graphene, is a potential
material for humidity sensing applications.

Finally in chapter 4, by means of multi-valley Monte Carlo Transport simulator, uni-
form field transport in monolayer MoS2 has been studied. We showed that at low electric
field, our simulator has a good mutual agreement with the solver of the lineraized Boltz-
mann transport equation (discussed in Sec. 3.2). Monte Carlo simulations for high field
transport in monolayer MoS2 have also shown that a multi-valley non-parabolic descrip-
tion of the band structure is accurate and that our results match well the outcomes of
more complex models, such as full band Monte Carlo transport simulations. Moreover,
we have found that the electron’s saturation velocity in monolayer MoS2 is only slightly
affected by scattering with Coulomb centers and neutral defects, while the effect of surface
optical (SO) phonons is more subtle. Our results also indicate that accurate description
of the screening of scattering with SO phonons is of great importance for the correct
determination of the velocity versus field curve of monolayer MoS2. These findings pave
the way towards the development of a Monte Carlo simulator for MOSFETs using MoS2

as a channel material.
The variety of prospective applications for 2D materials explored along this Ph.D.

project shows that in coming years more research efforts will be able to harness new fruits
from these materials, for new exciting opportunities in the nanoelectronic field.
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