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Summary

This research describes methods in investigating non-idealities on In-
ductive Position Sensors (IPSs) using numerical method casted in the
Discrete Geometric Approach (DGA). These sensors are able to provide
position information by means of eddy currents generated on a metallic
moving object called target. The positions are retrieved by computing
the induced voltages picked from two receivers placed at an operative
air gap from the moving object. The usual shape of the receivers is
sinusoidal so that the position can be retrieved as the inverse tangent
function of the picked voltages.

Being the working principle of the sensor based on the eddy cur-
rents firstly a Magneto Quasi-Static (MQS) problem has to be solved.
We provide a simulation tool based on the Boundary Integral Method
(BIM) to predict the performance of the sensor in terms of linearity er-
ror. The advantage with respect to the Finite Element Method (FEM) is
that the number of Degrees of Freedom (DoFs) concerns only the con-
ductor. Indeed, the meshing of the complementary domains is avoided.
Furthermore, the stiffness matrix is computed only once whereas the
right hand side takes into account for the movements of the conduc-
tor body. The solution time with a FEM would be prohibitive because
it has to remesh the complementary domain each time a movement of
the conductor takes place. After the simulation the induced voltages on
the receivers are used to compute the performance of the sensor such
as linearity error. The results validate the methodology, showing that
measured linearity errors match simulated values.

Secondly, the fact that the stiffness matrix is fully populated put a
limit in the size of the problem to treat. To overcome this limit, we de-
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scribe a method to compute the the mutual coupling part of the system
with two conductors on the fly, thus giving the possibility to solve prob-
lems with a higher number of unknowns. Finally, to speed up the so-
lution of the system, the Gauss-Seidel (GS) iterative techniques and the
Fast Multipole Method (FMM) are applied to take into account the mu-
tual effects between the conductors. The dissipated power computed
when the FMM is applied is in agreement with the one computed ana-
lytically.

Thirdly, a novel methodology to optimize the design of a ratiomet-
ric rotary IPS fabricated in Printed Circuit Board (PCB) technology. The
optimization aims at reducing the linearity error of the sensor and am-
plitude mismatch between the voltages on the two receiving (RX) coils.
Distinct from other optimization techniques proposed in the literature,
the sensor footprint and the target geometry are considered as a non-
modifiable input. This is motivated by the fact that, for sensor replace-
ment purposes, the target has to fit a predefined space. For this rea-
son, the original optimization technique proposed in this work modi-
fies the shape of the RX coils to reproduce theoretical coil voltages as
much as possible. The optimized RX shape was obtained by means of a
non-linear least-square solver. Comparisons between simulations and
measurements performed on different prototypes of an absolute rotary
sensor show the effectiveness of the optimization tool. The optimized
sensors exhibit a linearity error below 0.1% of the Full Scale (FS) with-
out any signal calibration or post-processing manipulation.

Then, we show that each target–receiver pair needs the adoption of
a different reconstruction formula for the identification of the target po-
sition, whereas in the literature the usual inverse tangent function is
applied for every possible pair. We seek the target–receiver pair that
maximizes the amplitude of the induced voltages on the receivers. The
results show that to achieve the maximum value of the induced volt-
ages, the best choice is to have a rectangular target and rectangular re-
ceivers. To verify these facts, a simulation and optimization method has
been applied to the rectangular receiver coils on two rotary IPS realized
with PCB technology. Measurements performed on the prototypes have
shown an increment of the induced voltage of more than 57% with re-
spect to the commonly used sinusoidal receivers. However, a linearity
error of 1.5%FS is obtained by using the inverse tangent reconstruction
formula. When using the proper formula for the rectangular receivers,
the linearity error becomes 0.6%FS for the nonoptimized prototype and
below 0.15%FS for the optimized one.

Moreover, a surrogate model for a rotary IPS is developed that mim-
ics simulator behaviour and serves as a decision support tool. This
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model takes geometric parameters as input and outputs the maximum
linearity error of the sensor, providing valuable insights to users in the
phase of deciding which sensor to adopt for their purposes.

Finally, we develop a digital twin of the rotating shaft of a motor
using as a key component a rotary IPS. Till now this type of sensor has
always been used as a position sensor. In this work we show for the
first time that it has the potential to provide information about not only
the position but also deviations from the normal operating region. We
use supervised learning techniques such as Random Forest (RF) regres-
sor to predict rotor shaft misalignments based on induced voltages on
receivers. The model determines both the directions and magnitudes
of these anomalies, offering valuable insights into the shaft’s condition
without the necessity for physical inspection. To show the effective-
ness of the integration between the physical and digital system, experi-
ments performed on a rotating motor in different operating conditions
are provided. The measurements confirm the effectiveness of this meth-
ods showing the detected misalignments and the accuracy of the model.

V





List of publications

Journals

1. Hoxha, A., Passarotto, M., Qama, G., & Specogna, R. (2022). De-
sign optimization of PCB-Based rotary-inductive position sensors.
Sensors, 22(13), 4683.

2. Hoxha, A., & Specogna, R. (2022). Study and Design of Ratiomet-
ric Inductive Position Sensors Using Area-of-Overlap Functions.
IEEE Sensors Journal, 22(23), 22487-22494.

3. Hoxha, A., Passarotto, M., & Specogna, R. (2022). Fast computa-
tion of eddy currents for multiple conductors. IEEE Transactions on
Magnetics, 58(9), 1-4.

International Conferences

1. Hoxha, A., Passarotto, M., & Specogna, R. (2022, October). Simu-
lation and measurements of a rotary inductive position sensor. In
2022 IEEE 20th Biennial Conference on Electromagnetic Field Compu-
tation (CEFC) (pp. 1-2). IEEE.

VII





List of Abbreviations

A
AI Artificial Intelligence. 3

B
BIM Boundary Integral Method. 14, III

C
CPS Cyber-Physical Systems. 1

D
DGA Discrete Geometric Approach. 17, 26, 34,

36–38, III
DoFs Degrees of Freedom. 33–36, 38, 42–44, III,

XV
DSS Decision Support System. 5, 6, 15, 79

F
FEM Finite Element Method. 13, 34–36, 50, 55,

70, III
FFT Fast Fourier Transform. 95, 97
FIT Finite Integration Technique. 26
FMM Fast Multipole Method. 39, 41, 43–45, IV,

XIX
FS Full Scale. 50–52, 55, 56, 59, 60, 62, 64, 69,

74, 75, IV

IX



List of Abbreviations

G
GDP Gross domestic product. 2
GP Gaussian Process. 82

. 81, 82
GS Gauss-Seidel. 41, IV

I
Industry 4.0 Forth Industrial Revolution. 1–3, 6, 13,

XV
IoE Internet of Everything. 1
IoT Internet of Things. 2–4
IPS Inductive Position Sensor. 3, 7–9, 11, 13–

15, 17, 21, 45, 47, 50–52, 55, 59, 63, 64, 66,
68, 69, 71, 76, 78, IV, V, XIV–XVII, XIX
. 7–9, 11, 12, 53, 70, 79, 85, III, XV

L
LVDT Linear Variable Displacement Trans-

formers. 7

M
MQS Magneto Quasi-Static. 17–19, 29, 40, 41,

47, III, XIII, XIV

N
NLLS Non-Linear Least-Square. 50, 52, 56, 71,

72, XVII

P
PCB Printed Circuit Board. 8, IV

R
RBF Radial Basis Function. 82, 83
RF Random Forest. 85, 89, 91, 93, 95–97, 101,

XVIII, XIX
RMSE Root Mean Square Error. 83
RVDT Rotary Variable Displacement Trans-

formers. 7

X



Contents

List of Abbreviations IX

1 Introduction 1
1.1 Fourth Industrial Revolution . . . . . . . . . . . . . . . . . 1

1.1.1 Industry 4.0 and the role of sensors . . . . . . . . . 3
1.1.2 The role of the simulation and optimization tools . 4
1.1.3 Decision Support . . . . . . . . . . . . . . . . . . . . 5
1.1.4 Digital twins . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Inductive position sensors . . . . . . . . . . . . . . . . . . 7
1.2.1 Eddy currents based IPS . . . . . . . . . . . . . . . . 8
1.2.2 Types of inductive position sensors . . . . . . . . . 9
1.2.3 Working principle of inductive IPS . . . . . . . . . . 11
1.2.4 Performance parameter: linearity error . . . . . . . 12

1.3 Inductive Position Sensors in the industry 4.0 paradigm . 13
1.3.1 Fast simulation of the IPS . . . . . . . . . . . . . . . 13
1.3.2 Optimization of the linearity error and of the re-

ceived signal . . . . . . . . . . . . . . . . . . . . . . 14
1.3.3 Decision support . . . . . . . . . . . . . . . . . . . . 15
1.3.4 Towards digital twins of the shaft . . . . . . . . . . 15

2 Solution of magneto-quasistatic problem on the target 17
2.1 The MQS problem . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Elements of Topology . . . . . . . . . . . . . . . . . . . . . 21

2.2.1 More on the cells: the dual cell . . . . . . . . . . . . 26
2.2.2 Tonti diagram . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Discrete approach of the eddy current problem . . . . . . 31

XI



Contents

2.3.1 Non trivial domain . . . . . . . . . . . . . . . . . . . 32
2.3.2 Basis functions . . . . . . . . . . . . . . . . . . . . . 33
2.3.3 Mass matrices: link with the finite element method 35
2.3.4 Uniform basis functions . . . . . . . . . . . . . . . . 37
2.3.5 Stabilization . . . . . . . . . . . . . . . . . . . . . . . 38

2.4 Multiple conductors . . . . . . . . . . . . . . . . . . . . . . 39
2.4.1 MQS-EFIE system for two moving conductors . . . 41
2.4.2 Fast Multipole Method and Gauss–Seidel iterative

scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.3 Numerical Results . . . . . . . . . . . . . . . . . . . 43
2.4.4 Fast simulation of the sensor IPS . . . . . . . . . . . 44

3 Performance improvement of the rotary IPS 51
3.1 Optimization of the receivers shape . . . . . . . . . . . . . 52

3.1.1 Non-ideality effects . . . . . . . . . . . . . . . . . . 54
3.1.2 Novel sensor optimization . . . . . . . . . . . . . . 55
3.1.3 Measurements and discussion . . . . . . . . . . . . 59

3.2 Optimization of the induced voltages . . . . . . . . . . . . 64
3.2.1 General working principle . . . . . . . . . . . . . . 65
3.2.2 Simulation and optimization for the rotary IPS with

rectangular receivers . . . . . . . . . . . . . . . . . . 70
3.2.3 Measurements and discussion . . . . . . . . . . . . 73

4 Towards digital twin 79
4.1 Space exploration for Decision Support . . . . . . . . . . . 79

4.1.1 Application to Inductive position sensors . . . . . . 80
4.1.2 Data Description . . . . . . . . . . . . . . . . . . . . 81
4.1.3 Building the model using Gaussian Processes . . . 82
4.1.4 Methodology . . . . . . . . . . . . . . . . . . . . . . 84
4.1.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.2 Misalignments detection . . . . . . . . . . . . . . . . . . . 86
4.2.1 Misalignments types . . . . . . . . . . . . . . . . . . 87
4.2.2 Decision Tree . . . . . . . . . . . . . . . . . . . . . . 90
4.2.3 Random Forest . . . . . . . . . . . . . . . . . . . . . 92
4.2.4 Random forest for misalignment identification . . . 94

4.3 Data Collection and Measurement Setup . . . . . . . . . . 98
4.3.1 Calibration of the model . . . . . . . . . . . . . . . . 99
4.3.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . 101

5 Conclusions 107

Bibliography 109

XII



List of Figures

1.1 Areas associated with the Industry 4.0 paradigm. (Source:
World Economic Forum site) . . . . . . . . . . . . . . . . . 2

1.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Types of IPSs with the front-end integrated circuit which

provide the induced voltages produced from the receivers.
1.2a Arc IPS; 1.2b Rotary IPS; 1.2c Linear IPS. (Pictures
courtesy of IDT/Renesas) . . . . . . . . . . . . . . . . . . . 11

1.3 The geometry of the sensor without (Figure 1.3a) and with
(Figure 1.3b) the conductive target rotating with angular
speed ω. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1 Eddy currents problem and the related domains where
Ω ∈ R3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Inner orientation of the nodes, edges, faces and volumes
of a tetrahedron. . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3 Tonti diagram . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Tonti diagram for the eddy current computation. Not

shown in the figure but we have to recall here that Ũ ∈
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CHAPTER1
Introduction

Each Industrial Revolution brings new technology, and here we will
focus on the Fourth Industrial Revolution, examining the role of sensors
and how they can help the industry to progress and become smarter.

1.1 Fourth Industrial Revolution

The Forth Industrial Revolution (Industry 4.0) is the response to face
with the consumerism, to provide high quality products for different
applications in extremely short time and low cost [115], to change the
way a factory is managed requiring to the employees to adapt their
skills to new ones [65]. In the context of Industry 4.0, several emerg-
ing technologies are driving this behavior. These technologies include
Cyber-Physical Systems (CPS), the Internet of Everything (IoE), cloud
computing decentralization [121], Augmented Reality, and Big Data
Analysis, among others. They are expected to enable factories to self-
organize and self-control in a distributed and real-time manner [9].

Today, the implementation of these technologies is advancing the vi-
sion of the next generation of Industry 4.0. This vision revolves around
the concept of smart reconfigurable manufacturing machines, with the
primary goal being distributed and decentralized machine control and
machine intelligence [70].

1



Chapter 1. Introduction

Figure 1.1: Areas associated with the Industry 4.0 paradigm. (Source: World Eco-
nomic Forum site)

In manufacturing the adoption of this paradigm is a top priority in
both private and public sectors. It is causing significant disruptions in
value chains, industries, and business models. Factories are at the heart
of this ongoing revolution, as one-third of the total economic value of
the Internet of Things (IoT) is attributed to production. While manufac-
turing represents 16% of global Gross domestic product (GDP), manu-
facturing industries account for 64% of global Research and Develop-
ment (R&D) spending [63].

Fig. 1.1 shows all the areas where the Industry 4.0 is already linked
with. It can be seen that interestingly the impact is relevant also in social
areas where the connection with the technology is indirectly related,
i.e. Ethics and Identity, Disrupting Jobs, Demanding New Skills. The
emphasis here is not only to implement a technology but, perhaps more
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1.1. Fourth Industrial Revolution

importantly, how to exploit it in order to increase productivity, simplify
the decisional steps and increase the efficiency of a company [92].

An HFS report of 2022 Excerpt for Accenture touches different as-
pects of the Industry 4.0 but the most salient and interesting part to the
author are the Key takeaways. In particular:

1 AI rise: Applications of Artificial Intelligence (AI) are on the rise
in use cases like condition monitoring and predictive maintenance.
Industry 4.0 uses realtime data analysis, AI, and machine learn-
ing in the manufacturing process, helping reduce errors. With
the convergence of AI and emerging technologies, firms can solve
complex problems and smooth decision making by reducing human
bias.

2 Digital twin, simulation, threads: Digital twins and simulations bridge
the gap between physical and digital assets. Simulation can help
us to execute different scenarios to test performance. By leverag-
ing digital twins, companies can have improved operations and
improve the time-to-market.

Five words were emphasized in the previous items since they are the
pillars of these manuscript. Now we are going to revisit these words
when applied to a key building block and crucial part of the new in-
dustrial paradigm, namely the sensors. We will start discussing the role
of the sensors in this paradigm, the importance of the simulations and
optimization tools, passing through decision making systems in support to
the employees for rational choices and, at the end, discussing the word
digital twin. Finally, the rest of the introduction will be dedicated to
the core of this thesis which are the IPS. Their working principle, the
advantages and disadvantages and their flexibility.

1.1.1 Industry 4.0 and the role of sensors

Sensors play a crucial role in driving Industry 4.0 and the IoT in fac-
tories and workplaces. When deployed at scale, the synergy between
advanced sensors and increased computational power empowers new
data analysis techniques and provides actionable insights to enhance
various operational areas.

In Industry 4.0, sensors serve as critical and strategic nodes through
which a wealth of information flows. Consequently, all the data gener-
ated must be interpreted to derive insights about the components where
the sensors are deployed. This data interpretation requires statistical
skills and machine learning tools, which can uncover hidden patterns
and relationships. This trend is made possible by the overall increase in

3



Chapter 1. Introduction

computing capabilities and the availability of statistical tools like R and
Python, along with their machine learning and deep learning libraries.

Cutting-edge communications, cost-effective sensors, and powerful
computing resources are creating new opportunities for collecting, eval-
uating, and integrating an ever-expanding range of data from industrial
plants. This, in turn, leads to improved efficiency, optimized mainte-
nance, and reduced energy costs. These factors have given rise to the
concept of smart sensors, which not only produce signals but also pro-
vide insights into the environmental conditions in which they are de-
ployed. This simplifies predictive maintenance, supports building au-
tomation, enables asset monitoring, and enhances overall process au-
tomation.

The trend indicates that the global smart sensors market is poised
for substantial growth. This growth is driven by several key factors,
such as the increasing demand for smart sensors in IoT-based devices
and consumer electronics, the high demand from automobile manu-
facturers seeking to enhance safety and comfort, and the accelerated
adoption of wireless technology for monitoring and controlling secu-
rity devices within manufacturing processes, all of which incorporate
smart sensors [96].

1.1.2 The role of the simulation and optimization tools

Simulation plays an important role in the manufacturing industry by
significantly enhancing productivity, reducing time-to-market, improv-
ing cost-efficiency, and enhancing product appeal, while also ensuring
better control and streamlining of processes. There are different type of
simulators, at a system level and at physical level.

SImulations at a system level are essential component of Industry
4.0, as comprehensively detailed in [37]. Prominent companies like
General Electric (GE) and Siemens have already integrated simulation
strategies into their operations, exemplified by initiatives like the bril-
liant factory and digital factory, respectively. Siemens employs simula-
tion tools for system planning, operation, and maintenance, while GE
utilizes simulation for asset management and optimization. Addition-
ally, simulation are employed for monitoring and optimizing produc-
tion processes.

Leading providers of simulation software, such as AnyLogic, Math-
Works, Siemens, Arena, Dassault Systèmes, Autodesk, Flexin, Simul8,
Aspen Technology, AVEVA, and Simio, are actively investing in the de-
velopment of commercial solutions.

Conversely, at a physical level, simulation tools can provide insights

4



1.1. Fourth Industrial Revolution

into the performance of individual components, which are fundamental
building blocks of the bigger system. Examples of commercial solvers
used for fluid dynamics, electromagnetism, and mechanics problems
are COMSOL, Ansys, CST Studio.

Simulation at a physical level enables engineers to predict how the
design of an Radio Frequency system or of a mechanical part will be-
have in millions of real-world scenarios, while reducing or even elimi-
nating the need for costly physical testing. It’s the ultimate superpower
that empowers companies to innovate and drive human advancement.
A comprehensive understanding of of the behaviour of the components
by means of simulations offers the advantage of facilitating effective
design, reducing time-to-market, and minimizing the risk of unwanted
failures.

Last but not least, when the number of parameters increase, for in-
stance geometrical parameters, the relations between those parameters
and the performances are not obvious any more. The choice of the de-
vice which has the better performance starts to be very hard. There is
plenty of examples of why the optimization is mandatory in today’s life
but i would rather cite an example picked from [12]. Therein one can
find an instructive description of the optimization performed by [30,31]
in order to improve the directivity of the Yagi-Uda antenna. Indeed, by
perturbing the distances between the 6 passive elements or their length
the parameter directivity is improved even of 77% with respect to the
half-wave dipole. Local techniques, similar to the already cited, are
related to the gradient descend and they have the advantage of being
very fast but reaching local minima. On the other hand, global evolu-
tionary techniques are usually slower than the gradient descend based
techniques but can find global minima of very complex functions.

1.1.3 Decision Support

In the engineering practice, it frequently occurs that designers, final or
intermediate users have to roughly estimate some basic performance or
specification data on the basis of input data available at the moment,
which can be time-consuming. Decisions must be made, but there are
many ways to make them. These alternatives require trade-offs to sat-
isfy the limits and achieve the best value of the targets. Decisions must
be precisely specified, such as how much of a particular product to pro-
duce on a specific day at a plant [27].

There is the need for tools which can facilitate decision making and
provide to the operators the possibility to perform decisions based not
only on the proper experience, which is somehow subjective and not
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always might be the best choice, also to have objective resources which
can drive the customer or the client step by step in identifying a better
solution to a certain problem. Design Support System (DesSS) [66, 89],
originated from the Decision Support System (DSS), are adopted for
the prediction and estimation of machine specification data such as ma-
chine geometry and machine design on the basis of heterogeneous in-
put parameters. These algorithms are able to predict the features of
the new possible versions of the product or a service. With the rise of
the machine learning tools also the DSS has changed the way they are
implemented becoming more sophisticated.

Time plays a substantial role no matter which industry you operate
in and what level you work at. Since inception, all categories of DSS
are intended towards simplifying things and saving time. A DSS helps
a business in quickly making an effective decision by analyzing its pros
and cons. The time taken in studying data and comparing the possi-
ble courses of actions is significantly reduced. The decision time cycle
gets shorter, allowing businesses to act speedily in a given situation,
ultimately reducing the time-to-market.

1.1.4 Digital twins

This paradigm, introduced for product lifecycle management in [52], has
acquired more and more relevance in industrial processes [98].

The failure of a single component may affect a massive part of the
production pipeline. In the Industry 4.0 context great effort has been
put in the development of automatic mechanism for fault prediction
[2, 123]. Indeed, having this knowledge a priori provides benefits in
terms of maintenance scheduling and cost saving [82].

A speed-up to this trend has been given from the possibility to col-
lect and process the huge amount of data generated from the sensors
[83, 111]. To have a prediction about where and when the malfunction
might occur a model of the machines subjected to faults such as engine
or shaft can be generated and processed in real-time [11]. This is the
idea of the digital twin paradigm; a virtual representation of the phys-
ical entities which work in synergy with other components in order to
have a full control on the entire production line [98]. This concept is
scalable; a digital twin can have the dimension of the Earth [13] or the
dimensions of tiny objects.

The concept is easily adaptable to many areas due to its vagueness in
the definition. However, research articles express some criticism [104,
109] to the definitions adopted in the past, recalling more and more the
need to give the right role to the words digital and twin. To this end we
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will refer to [104] where the high fidelity representation of the physical
is abandoned and the level of abstraction is preferred. In the author
opinion only the twin of the measurable features give life to the digital
twin. We consider a digital twin a model who provide the expected
results we are looking for. It doesn’t have to be a high fidelity model.

1.2 Inductive position sensors

IPSs exploit the variation of self or mutual inductance in order to de-
termine the displacement of the object to be detected. The variable
magnetic field generated by a transmitting (TX) coil is perturbed by
a moving object called target. A set of receiving (RX) coils placed in
the neighbourhood of the transmitter will experience induced voltages
that depend on the target position. A signal conditioning circuit ac-
quires these signals in order to determine the position of the target. An
example of IPS based on the eddy currents is depicted in Fig. 1.3.

The induced voltages in the RX coils depend mainly on the physi-
cal property of the target. Different types of targets can be used: tar-
get made by ferromagnetic materials, by LC resonators or by conduc-
tive but not magnetic materials (i.e. ironless) [49, 88]. Having a high
magnetic permeability, ferromagnetic targets increase the mutual cou-
pling with the RX coils, providing higher output signals. Unfortunately,
they are also sensitive to static or slowly varying external magnetic
fields [35, 68]. Similarly, LC resonators can provide greater output sig-
nal values compared to ironless targets thanks to the higher Q factor.
As a drawback, their sensitivity to temperature can lead to continuous
shifts of the resonant operating frequency, thus yielding a noisy mea-
surement. Last but not least, sensors based on ironless targets exploit
eddy currents induced on a conductive target by the variable magnetic
field produced by a transmitting coil. Typically, they provide weaker
output signals when compared to the other sensor types mentioned
above, but they are immune to stray external fields. This feature makes
them very attractive for automotive and industrial applications [36].

Examples of IPSs are Linear Variable Displacement Transformers
(LVDT), Rotary Variable Displacement Transformers (RVDT) and eddy
current based IPS.

Among different IPS types there are some characterizing features
that are worth to be mentioned. Firstly, depending on the post-processing
algorithm, the measurement may be ratiometric or differential. Secondly,
depending on the geometry of the RX coils, in absence of a target, the
induced voltage may be zero or different from zero [49]. Typically, the
LVDT or RVDT sensors perform a differential measurement, although
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ratiometric ones are preferred in order to solve problems related to ther-
mal variations [10].

1.2.1 Eddy currents based IPS

Eddy currents IPS offer some advantages that makes them appealing
for a wide number of applications. They are contactless position sen-
sors, offering significant reductions in material costs and immunity to
magnetic stray fields—a crucial requirement for many applications. These
IPSs can be easily integrated with cost-effective PCB-based coils and
simple metallic targets, providing single-chip design flexibility for ro-
tary on-axis (end-of-shaft) and off-axis (side-shaft or through-shaft) sen-
sors, as well as linear and arc position sensors, covering small angles
up to full 360° absolute angle sensing. The design of multi-sector rotary
sensors significantly improves sensor accuracy for small angular mea-
surements or sensors with a large number of pole pairs. These devices
find wide-ranging applications in various context such as:

• Automotive

• Robotics and unmanned aerial vehicles (UAVs)

• Home Appliances

• Industrial Equipment

• Medical Devices

• Small E-vehicles

Contactless position sensors offer several advantages over traditional
resolvers, Hall effect sensors, and xMR sensors. Some of the most no-
table benefits include:

• Elimination of the need for magnets, resulting in reduced system
costs.

• Support for through-shaft capabilities.

• Flexibility for motor designs.

• Immunity to stray magnetic fields.

• Full resolution available for every angle range.
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On the other hand, these sensors are bulky, the design of the trans-
mitting and receiving coils is very delicate since geometrical non-ideality
negatively affects the performance of the sensor, i.e. the ability to pro-
vide the expected displacements. Ensuring consistent sensor behav-
ior across both linear and angular variants presents a greater challenge
compared to certain alternative technologies, such as distributed impedance
or magnetostrictive methods. The difficulty arises from the inherent
limitations in achieving precise control when winding a coil wire. Sim-
ilar to capacitive position sensing elements, inductive sensors do not
yield a directly usable output. To obtain the desired output, an elec-
tronic circuit is necessary to supply the sensor with an Alternate Cur-
rent (AC) drive, followed by the demodulation and conditioning of the
signal.

1.2.2 Types of inductive position sensors

The shape geometry of the IPS defines also the position measurements.
For instance they can measure angular positions, rotary and arc IPS, or
linear displacement, linear IPS.

Rotary or angular variants of IPSs offer distinct advantages over po-
tentiometric types, primarily owing to their robustness and extended
operational lifespan. In contrast, linear sensing models are generally
considered less practical for measurements spanning more than ap-
proximately 500 mm. This limitation arises from the challenges associ-
ated with maintaining uniformity along the coil’s length during wind-
ing, resulting in higher costs for longer measurement ranges compared
to alternative sensing methods.

Comprehensive sensor designs are illustrated in Figures 1.2 and 1.2.
These designs incorporate signal conditioning electronics within the
sensor housing, serving the purpose of driving the transmitting coil,
demodulating, amplifying, filtering, and scaling the signal. All of these
functions are integrated into the Renesas/IDT chip.

These sensing elements can be designed to operate at elevated tem-
peratures, exceeding 150°C. However, it is essential to consider that the
electronics module may require separate mounting in a lower-temperature
area unless it is specifically engineered for high-temperature use. When
contemplating the development of high-temperature electronics, de-
signers may explore high-temperature semiconductors like silicon car-
bide (SiC), gallium arsenide (GaAs), silicon on insulator (SOS), and var-
ious dielectrically isolated CMOS processes.
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(a)

(b)

Figure 1.2
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(c)

Figure 1.2: Types of IPSs with the front-end integrated circuit which provide the
induced voltages produced from the receivers. 1.2a Arc IPS; 1.2b Rotary IPS; 1.2c
Linear IPS. (Pictures courtesy of IDT/Renesas)

1.2.3 Working principle of inductive IPS

Let us consider the rotary sensor in absence of a metallic target as de-
picted in Figure 1.3a. It consists of a transmitter (TX) and two receivers
(RX). The TX coil is driven by a known alternate current Is, thus gener-
ating a variable magnetic field. As the Faraday–Neumann law predicts,
RX coils exhibit induced voltages when operating in open circuit. Being
twisted in sine and cosine shapes, the induced voltage on each receiver
is zero. Indeed, by considering only one receiver, RXsin for instance, the
magnetic field generated by the transmitter acts on two identical areas
of the coil that, however, have opposite orientations. Figure 1.3a illus-
trates also the numerical sequence of the current path if the RXsin was
short circuited.

If, instead, a conductive target is positioned above the sensor, eddy
currents are generated inside it. These eddy currents create a magnetic
field which opposes to the magnetic field produced by the TX coil. As a
result, a shielding effect affects the portion of the domain of the sensor
covered by the target. Thus, voltages induced on the RX coils depend
on the target position. For instance, for the target position depicted
in Figure 1.3b, the induced voltage on the receiver RXsin reaches the
maximum value, whereas by rotating the target by 90 degrees the in-
duced voltage in that receiver becomes zero. This results in a cosine
response that depends on the target position θ. The same working prin-
ciple characterizes the receiver RXcos, but being rotated in quadrature
with respect to RXsin, the induced voltage of RXcos provides a sine spa-
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tial variation.

(a) Transmitter and receiver coils geometry.
The transmitter (TX) is driven by a known

alternating current, whereas receivers
RXsin and RXcos pick up the induced

voltages.

(b) Conductive target covering a portion of the
sensor; eddy currents flowing in the target

perturb the system by means of their
reaction magnetic field that superpose to the

source field generated by TX coil.

Figure 1.3: The geometry of the sensor without (Figure 1.3a) and with (Figure 1.3b)
the conductive target rotating with angular speed ω.

The position of the target can be determined thanks the following
formula

θmeas = atan
(

Urxsin (θ)

Urxcos (θ)

)
, (1.1)

in which θmeas is the reconstructed angle, Urxsin (θ) and Urxcos (θ) are the
sine and cosine responses of the induced voltages on the first and the
second receiver, respectively.

1.2.4 Performance parameter: linearity error

In an ideal scenario, a linear position sensor should yield a set of out-
put data that forms a straight line when exercised across its specified
operating range and plotted against the input stroke. This line should
seamlessly connect the zero reading to the full-scale reading. However,
in real-world sensors, the data may deviate from a perfectly straight
line, and the endpoints may not align precisely with the specified zero
and full-scale points.

The linearity error of IPSs can be expressed as follows:

ϵ% = 100 · ∥θmeas − θid∥∞

θFS
, (1.2)
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Here, θmeas and θid denote the measured and ideal angles for each tar-
get position. One should note that the definition of the straight line is
arbitrary. Given the data one can obtain it as linear square fitting, best
straight line, End-Point.

IPSs typically exhibit linearity errors within the range of approxi-
mately 0.2–1.0%, depending on the measuring range. This level of error
is generally acceptable for many applications, particularly those where
the primary concern is achieving a monotonic response with high reso-
lution, such as in numerous position-control loops. Some sensor models
may incorporate a microcontroller and nonlinearity correction, making
it possible to achieve nonlinearity levels of less than 0.2% in such cases.

Although variable inductance sensors are relatively easy to fabri-
cate, achieving high accuracy with them is a challenging endeavor. Con-
sequently, they have found their primary use in measurement systems
where simplicity takes precedence over performance. Their suitability
for non-contact measurement configurations makes them particularly
valuable in high-reliability applications and other scenarios where the
elimination of wearing components stands as a critical sensor feature.

1.3 Inductive Position Sensors in the industry 4.0 paradigm

What we will show in this thesis is that the IPS can in fact be considered
a component which fits into the Industry 4.0 paradigm. To sustain this
thesis they should satisfy the conditions discussed previously.

1.3.1 Fast simulation of the IPS

The working principle of the eddy currents IPS showed that the eddy
currents generated on the target shield a portion of the area where the
receivers lies. During the rotation or the displacement of the target the
induced voltages picked from the receivers give are used to reconstruct
the position of the target. But the design of the transmitting and re-
ceiving coils is very delicate since geometrical non-ideality negatively
affects the performance of the sensor, i.e. the linearity error. Is there a
way to predict in advance this parameter Indeed, there is.

One approach involves using commercial solvers based on the FEM,
and the following steps:

1. Design PCB and Coils: Start by designing the Printed Circuit
Board (PCB) that includes both the receiving and transmitting coils.

2. Design the Target: Design a metallic target that is placed at a spe-
cific distance (air gap) from the PCB.
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3. Mesh Creation: Create a mesh of the conductors and air in the
simulation.

4. Excitation: Apply excitation to the transmitting coil at the fre-
quency at which the sensor is intended to operate.

5. Voltage Calculation: Calculate the induced voltages on the re-
ceivers and adjust the position of the target until enough samples
are obtained to accurately represent the induced voltages.

While this approach is effective, it has one drawback: it can be slow
because for each movement of the target, you have to re-mesh, rebuild
the sparse stiffness matrix, and solve the problem again.

An alternative approach, as we employ and discuss in chapter 2, is
based on the BIM, as detailed in [18]. This method offers the advantage
of not meshing the air, although it necessitates the use of a full stiffness
matrix, which imposes a limit on the problem’s dimension. Neverthe-
less, by avoiding the need to re-mesh the air, this approach significantly
speeds up the simulation.

1.3.2 Optimization of the linearity error and of the received signal

Adopting a fast simulation tool, which is orders of magnitude faster
than commercial software based on finite elements, provides an high
level of control over the geometry of the eddy currents IPS. This en-
ables us to adjust the dimensions of the receivers in order to enhance
linearity error. This insight leads to the idea of optimizing the sensors.
However, the existing literature in this area is relatively sparse. Some
previous works, such as [112] and [114], have proposed sensor opti-
mization using surrogate models to expedite simulations and global
optimization techniques like Particle Swarm Optimization (PSO). No-
tably, both of these works involved modifying the target dimensions to
optimize linearity errors.

In this manuscript, we consider the sensor’s footprint and the tar-
get geometry as non-modifiable inputs. This constraint is motivated by
the need for sensor replacement, where the target must fit within a pre-
defined space. Consequently, the optimization technique we propose
focuses on modifying the shape of the RX coils to align with the the-
oretical coil voltages as closely as possible. The optimized RX shapes
are determined using a non-linear least-square solver. Through com-
parisons between simulations and measurements conducted on various
prototypes of an absolute rotary sensor, our optimization tool demon-
strates its effectiveness. The optimized sensors exhibit a linearity error

14



1.3. Inductive Position Sensors in the industry 4.0 paradigm

below 0.1% of the full scale (FS) without requiring signal calibration or
post-processing manipulation.

Additionally, it’s worth noting that each target-receiver pair may re-
quire a different reconstruction formula to identify the target’s posi-
tion. This contrasts with the common practice in the literature, where
the inverse tangent function is typically applied for all possible pairs
[64, 86, 113, 116, 118, 119]. In our approach, we seek the target-receiver
pair that maximizes the amplitude of the induced voltages on the re-
ceivers. This choice has two implications: increasing the area of the re-
ceiver shape should also increase the induced voltages, or equivalently,
the same induced voltage can be achieved by reducing the area of the
sensor. Our results demonstrate that, to attain the maximum induced
voltages, the optimal choice is to have a rectangular target and rectan-
gular receivers. These will be discussed in chapter 3.

1.3.3 Decision support

Often, users wish to determine if, within a predefined space, there exist
sensor configurations with varying characteristics in terms of linearity
errors. It can be very useful to have a tool that provides insights into
which sensor type to consider even before conducting a full simulation.
To address this need, we have developed a straightforward surrogate
model for a rotary IPS that mimics the behaviour of the simulator.

The input parameters for this model are geometric variables, such as
TX radius (min and max), RX radius (min and max), Target radius (min
and max), while the output parameter is the maximum linearity error.
By defining the level set of the linearity error as

Sϵ = {x ∈ Rn| f (x) ≤ ϵ},

we can determine the bounding box of these parameters. This infor-
mation are important for the operator in the decisional state and this is
brick for building more sophisticated DSS.

1.3.4 Towards digital twins of the shaft

Until now, this particular sensor has predominantly served as a posi-
tional sensor. However, this manuscript introduces for the first time
its capability to detect deviations from the standard operational range.
Notably, the signals acquired from the IPS receivers exhibit sensitivity
to shaft misalignment issues, including off-axis and tilt.

In Chapter 4, we present a machine learning tool based on the ran-
dom forest algorithm to detect these misalignment. This tool takes re-
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ceiver voltage data as input and delivers an output indicative of the de-
gree of misalignment. Furthermore, it excels at predicting the specific
types of deviations that manifest during the rotation of the shaft.

A fundamental question arises: Can the sensor be considered a digi-
tal twin of the shaft? To address this, we recall the definition of a digital
twin provided previously. In our context, a digital twin is regarded as
a reproduction of measurable quantities of interest.

Within this idea, if the sensor produces induced voltages that align
with the theoretical values, it means that the shaft is perfectly centered.
Any displacement from this optimal state leads to the generation of new
induced voltages, which correspond to shaft anomalies. The model de-
termines both the directions and magnitudes of these anomalies, offer-
ing valuable insights into the shaft’s condition without the necessity
for physical inspection. We will demonstrate the model’s capability to
predict both displacement directions and magnitudes, establishing the
feasibility of considering the sensor as a digital twin of the shaft. Fi-
nally, we will evaluate the model’s accuracy based on simulations and
its real-world performance through a series of measurements.
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CHAPTER2
Solution of magneto-quasistatic problem on

the target

The eddy currents generated on the target of the IPS can be effectively
solved through the application of numerical methods. Specifically, the
problem is casted within the MQS approximation of Maxwell’s equa-
tions. This chapter will not only provide the formulation employed for
the solution of the problem but also touch upon the key elements of al-
gebraic topology behind the formulation. The latter plays a crucial role
in the DGA, the numerical technique used within our research group.

2.1 The MQS problem

Figure 2.1 provides a visual representation of the problem we intend
to address. We are given a time variable current loop Ωs , a conductor
Ωc and finally the two receivers embedded in Ω ∈ R3. The aim is to
find the induced voltages on the receivers but, to achieve this, we first
have to solve the eddy currents problem on the target. Once we find the
distribution of the current j in Ωc then we are ready to find the overall
magnetic field acting on the receivers and finally compute the induced
voltages on the receivers.

The problem we want to solve is the following: ""Find the distribu-
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Figure 2.1: Eddy currents problem and the related domains where Ω ∈ R3.

tion of the current j inside the region Ωc given the source js in Ωs". The
Maxwell’s equations in the aforementioned hypothesis writes either in
differential or integral form as follows

∇× e = − ∂

∂t
(b + bs) , (2.1)

∇× h = j + js, (2.2)
∇ · b = 0, (2.3)
∇ · j = 0, (2.4)

∫
∂ f

e · dl = −
∫

f

∂

∂t
(b + bs) · ds, (2.5)∫

∂ f

h · dl =
∫

f
j + js · ds, (2.6)

0 =
∮

f
b · ds, (2.7)

0 =
∮

f
j · ds, (2.8)

where it is possible to note the Faraday-Neumann law (2.1,2.5), the
Ampere law (2.2,2.6), the Gauss law (2.3,2.7) and finally the continuity
equation (2.4,2.8). Being in MQS hypothesis accumulations of charges
within the considered domains are neglected so that the temporal deriva-
tive of the displacement current d doesn’t take place in these equa-
tions [97].

These equations are called topological equations since they hold with-
out the notion of distance. Whenever there is a variation of induced
magnetic field there will be also an electric field and whenever there is
a current there will be also a magnetic field. That’s how the field are
linked together but these equations alone doesn’t tell us how strong the
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field are linked. What we need are other constraints called constitutive
laws which writes

b = µh, (2.9)
e = ρj, (2.10)
h = νb, (2.11)
j = σe. (2.12)

The constitutive parameters include a wide range of low scale inter-
actions with a single value thus simplifying the relations with global
constants. The material parameters conductivity σ, resistivity ρ, reluc-
tivity ν, permeability µ are 3x3 tensors which constraint the value of e,
j, h and b in the 3 dimensions of the space. The materials we consider in
this thesis are isotropic and diamagnetic. The tensors can be substituted
with a real positive numbers.

In the rest of this thesis we will assume js harmonic of the form

js = Re {Js exp (jωt)} . (2.13)

so that the Maxwell’s equations in the frequency domain can be written
as

∇× E = −jω (B + Bs) , (2.14)
∇× H = J + Js, (2.15)
∇ · B = 0. (2.16)

In addition, the current density vector

Js · n = 0 in ∂Ωs (2.17)
J · n = 0 in ∂Ωc. (2.18)

where n is the normal vector on boundary surface.
In real-world scenarios, apart from cases with simple geometries

that allow for analytical solutions, numerical methods are employed
to address complex problems. The initial step involves representing the
computational domain using a set of simpler data structures called cells
which are the building block of the mesh. Instead of seeking a continu-
ous solution to the MQS problem, an approximated solution is obtained
for each element of the mesh.

Various mesh element can be used, such as squares, triangles, cubes,
tetrahedra, or more general polyhedra. Open-source software examples
that can generate the required data structures include GMSH [48] or
NETGEN [93]. The output file from such software, often referred to as

19



Chapter 2. Solution of magneto-quasistatic problem on the target

a mesh file, provides a list of entities like nodes, volumes, and boundary
faces, thus defining a partition of the computational domain into cells.
These cells serve as the fundamental building blocks of the cell-complex
that we will denoted as K.

The choice of meshing strategy in computational electromagnetism
is very important since the formulation adopted has to keep into ac-
count about the properties of the mesh. In the following a list of dif-
ferent types of meshes are listed. Each type has distinct characteristics
which can be more suited for a particular application or solution of a
problem.

Structured Mesh Structured meshes are characterized by a regular grid-
like arrangement of elements. The most important example of struc-
tured mesh is the cubic one. One of their primary advantages lies in
their computational efficiency, particularly evident in scenarios involv-
ing well-defined, uniform geometries. These meshes are comparatively
straightforward to generate due to their structured nature. However,
their regularity can impose limitations when adapting to complex ge-
ometries or regions with curved boundaries leading to solutions which
are affected by the staircase error.

Unstructured Mesh Unstructured meshes, on the other hand, are more
versatile and adaptable. This flexibility enables unstructured meshes to
approximate very well also curved geometries. However, this adapt-
ability often comes at the cost of increased computational complexity,
especially in algorithms that require extensive neighbour connectivity
information. Moreover, generating unstructured meshes can be a more
intricate task, as the elements’ shapes and sizes can vary significantly
across the mesh.

Hybrid Mesh In some situations, a compromise between structured
and unstructured meshes can be achieved through hybrid meshes. These
meshes combine structured elements with unstructured one.

Additionally, meshes can be categorized as conformal or non-conformal,
depending on how the elements of the mesh are attached together.

Conformal vs. Non-Conformal Mesh In a conformal mesh, the inter-
section between any two elements in the mesh is either a subelement
of both, or empty. This means that the mesh is continuous and does
not have any gaps or overlaps between its elements Conversely, a non-
conformal mesh does not enforce this strict alignment, potentially in-
troducing inconsistencies at interfaces.
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For the purpose of simulating the target of the IPS which might con-
tain curved shapes, for instance for arc or rotary IPS, this thesis will
focus on utilizing unstructured and conformal meshes generated with
GMSH.

2.2 Elements of Topology

The differential laws lack the inclusion of global topological insights that
are deducible from the integral laws. Remedying this issue involves
the utilization of (co)homology theory. The following sections are an
attempt to concentrate as much as possible topics related to differential
geometry and algebraic topology. The reference hereby are [41, 53, 55,
122].

Cells

Lets consider for instance a tetrahedron Ti ∈ Ωc obtained from the tri-
angulation of a manifold with boundary such as Ωc. It is composed of 1
volume, 4 faces, 6 edges and 4 nodes. These geometrical entities in the
field of algebraic topology are represented with abstract oriented struc-
tures called cells building the cell complex K. For instance a volume
is a 3-cell, a face is a 2-cell and more in general we will refer to p-cells
where p is the spatial dimension of the cell.

Figure 2.2: Inner orientation of the nodes, edges, faces and volumes of a tetrahedron.

The orientations can be easily defined. Given two nodes A and B
one is called sink (B) if the field lines go inward the point otherwise are
called sources (A). The line connecting the source with the sink defines
the orientation of the edge. The orientation of a surface is deduced
from the orientation of the edges. Finally, the orientation of the volume
is deduced from the orientation of the surfaces.

What the outer orientation of a p-cell is will be clarified in the next
sections, after introducing the inner oriented dual cell complex K̃. In-
deed, the outer orientation of the p-cell will be the inner orientation of
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the n − p-cell of the dual cell complex, where n is the maximum dimen-
sion of the space. In our case n = 3 since we will be working in R3.

Chains

We can formally sum the p-cells (qp) to obtain p-chains (cp) as

cp =
Np

∑
i

λiqi
p (2.19)

where Np is the number of the p-cell with dimension p and λi ∈ Z are
the coefficient depending on the orientation of the p-cell. The space of
all p-chains, denoted as Cp (K) defines an abelian group over Z, i.e. the
following properties holds

• associativity: given three chains a, b, c ∈ Cp (K) and the operation
⊙ then, (a ⊙ b)⊙ c = a ⊙ (b ⊙ c)

• zero element: given a, θ ∈ Cp (K) and the operation ⊙ then, θ is
zero element if a ⊙ θ = a. θ in this context is called null p-chain.

• inverse element: given a, b ∈ Cp (K) and the operation ⊙ then, b
is the inverse element of a if their sum gives the zero element.

• commutativity: given a, b ∈ Cp (K) then a ⊙ b = b ⊙ a,

where the operation ⊙ is simply the + operator.

Boundary Operator

An important element in algebraic topology is the boundary operator
∂p. For instance, the boundary of a curve are the two end nodes, the
boundary of surface is the closed curve, the boundary of a volume is
the closed surface. In general, the boundary operator ∂p maps chains in
Cp (K) to chains in Cp−1 (K).

· · · Cp+1 (K) Cp (K) Cp−1 (K) · · ·
∂p+1 ∂p

The chain complex is the sequence of chain groups connected by bound-
ary homomorphisms.
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Cycles

Definition 2.2.1. A p-cycle is a p-chain without boundary. Zp (K), the
set of p-cycles, is a subset of Cp (K) and is an abelian group.

Definition 2.2.2. A p-boundary is a p-chain boundary of a p + 1-chain.
Bp (K), the set of p-boundaries, is a subset of Cp (K) and is an abelian
group.

Lemma 2.2.1 (Fundamental Lemma of Homology). The operator ∂p∂p+1
maps p + 1-chains in Cp+1 (K) onto θp of Cp−1 (K).

From the fundamental lemma of homology it follows that p-boundaries
are also p-cycles but the inverse isn’t true. This means that Bp (K) ⊂
Zp (K). Since the p-boundary is a p-cycle why do we have to consider
them differently? The p-boundaries are boundary of an object living in
a higher dimension whereas the p-cycles aren’t. Finding these p-cycles
allows for topological classification of our cell-complex.

Homology

Definition 2.2.3 (Homology). The set of all p-cycles which are not bound-
ary of a p + 1-chain forms a group over the integers called homology
group.

Hp (K) = Zp (K) /Bp (K)

Homology group is invariant under continuous transformations of
the space. If two spaces are homeomorphic, meaning that there is a
continuous transformation that maps one space onto the other one, then
they have the same homology groups. Hence, at the end of the day,
by investigating the homology group of a manifold we retrieve those
global information that are lost during the differentiation process.

Finally, other useful topological invariants are the Euler-Poincaré
characteristics and the Betti number. The first invariants is valid for
n-dimensional polytopes and writes

nodes − edges + f aces = 2 − 2g

where g is called genus of an orientable surface. This value is 0 for
object homologous to a sphere, 1 if the object has one hole, 2 for a torus
with empty interior.

The second topological invariant is defined as:

The p-th Betti number, denoted βp, is equal to the dimension of Hp (K).
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Hence β0 tells us the number of connected components, β1 the number
of 1-cycles, β2 the number of 2 cycles. For instance, a torus has one con-
nected component, two 1-cycles and one 2-cycle (the hollow enclosed
from the torus surface).

Cochains and de Rham map

The cochains are in duality with the chains in this sense: they are bilin-
ear pairing of fields evaluated on chain [51]. The cochains are closely
related to the notion of forms in differential geometry. While the p-
forms are not restricted to be integrated over a p-chains of the mesh
their discrete counterpart (cochains) are. The example presented in Tab.
2.1 shows the deep connection between cochains and chains whereas a
more formal definition is possible by adopting the de Rham map.

Table 2.1: Examples of Cochains

Example Interpretation
ϕ(r) Potential associated to the node elements∫
l e · dl Voltage associated to the edges. The boundary are the two 0-cochains (potentials)∫
f b · ds Fluxes associated to the surfaces. The boundary are the 1-cochains (voltages)∫
v ρv dv Charge associate to the volume. The boundary is the 2-cochain

The mathematical tool to produce the cochains from a field is is the
de Rham map also mnemonically called restriction operator [84]. Given
a p-form ω ∈ F p (K) the de Rham map R associate the p-cochain
through the following map R : F p (K) → Cp (K)

Now, a link between chains and cochains can be represented as bilin-
ear operation which, similar to the inner product of two vector spaces,
maps elements of Cp (K) and Cp (K) to real numbers.∫

: Cp (K)× Cp (K) → R

The notation is similar to the inner product ⟨cp, cp⟩. In electromag-
netism the interpretation of this bilinear pairing is that of voltages, cur-
rents, charges, or fluxes.
Remark. The operator which takes p-cochains and provide p-forms is
the Whitney map defined as W : Cp(K) → F p (K) [84]. The com-
bination of the de Rham map with the Whitney map give rise to the
approximation theorem [40].

Coboundary operator

With the same formalism of the boundary operator ∂p which acts on
compact manifolds, the coboundary operator δp is introduced as actions
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on cochains.
The coboundary operator δp maps cochains in Cp (K) to cochains in

Cp+1 (K):

· · · Cp−1 (K) Cp (K) Cp (K) · · ·δp−1 δp

Cocycles and Coboundaries

The definitions of the cocycles and coboundaries follows again as in the
case of the cycles and boundaries.

Definition 2.2.4. A p-cocycle is a p-cochain without a coboundary. The
set of p-cocycles, denoted by Zp (K), forms a subgroup of Cp (K) and
is itself an abelian group.

Definition 2.2.5. A p-coboundary is a p-cochain, coboundary of a (p −
1)-cochain. The set of p-coboundaries, denoted by Bp (K), constitutes a
subgroup of Cp (K) and is also an abelian group.

As in the case of the boundary operator, the identity δpδp−1 = θp.

Cohomology

Definition 2.2.6 (Cohomology). The group of p-cocycles that are not
p-coboundaries forms a group over the integers, known as the coho-
mology group:

Hp (K) = Zp (K) /Bp (K)

Finally we recall the Poincaré-Lefschetz duality which states that the
p-th homology group is isomorphic to the n− p cohomology group and
viceversa, where n is the maximum dimension of the space.

Hp (∂K) ≈ Hn−p (K, ∂K)

To see that, lets suppose n = 3 and a manifold with a hole (for in-
stance a torus). Firstly, a mesh is build, then the homology group turns
out to have dimension 1 which means that there is a 1-cycle boundary
of nothing. Equivalently, if we label each 2-cocycle, after having com-
puted the de Rham map on those cells, the 2-cocycle bounds the 1-cycle
and theorem tells us that these quantities can be put in one to one cor-
respondence [38].
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Stokes Theorem

Let cp ∈ Cp (K) be a p-chain and ω ∈ Cp−1 (K) a p-cochain. The Stokes’
theorem can be written as∫

cp
δp−1ω =

∫
∂pcp

ω,

which can be with the new formalism assumes the form

⟨δp−1cp, cp⟩ = ⟨cp, ∂pcp⟩.

Stokes’ theorem highlights the interplay of δp−1 and ∂p as adjoint oper-
ators.

2.2.1 More on the cells: the dual cell

The de Rham map has provided us with the opportunity to establish
connections between fields and geometry, enabling the construction of
cochains. However, in certain numerical schemes, some fields are not
explicitly associated with any geometric element but are implicitly de-
rived from the p-forms defined on the primal cell complex K by means
of the constitutive relations, for instance in FEM. This raises the ques-
tion of whether these fields can be explicitly attached to geometrical
elements and treat them independently. This concept is at the bases
of numerical scheme such as the Cell Method (CM), Finite Integration
Technique (FIT) [33], and DGA [101]. Indeed, this is achievable by con-
structing the oriented dual cell complex K̃.

The dual complex has the same importance of the primal cell com-
plex. All the notion of the cells we already discussed in the previous
section are preserved. We can define the chains, the cochains a homol-
ogy and a cohomology on the dual complex.

The outer orientation of the p-cells of the complex K becomes the
inner orientation for K̃ and viceversa.

The Poincaré-Lefschetz duality for the dual cell complex writes

Hp
(
∂K̃
)
≈ Hn−p (K̃, ∂K̃

)
Turns out that the homology group and the cohomology group of K

and K̃ are isomorphic. Indeed, the relations

Hp (K) = Hp
(
K̃
)

and
Hp (K) = Hp (K̃)
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are valid.
Hence there is a one-to-one correspondence between homology and

cohomology between the of K and K̃ and viceversa,

Hp (∂K) ≈ Hn−p
(
K̃, ∂K̃

)
.

How to build the dual complex

The concept of duality in this context is somewhat abstract because it
doesn’t specify the exact locations of the dual vertices beforehand. A
widely used dual complex for triangulations involves utilizing the cir-
cumcenters of each simplex as dual vertices. When the initial triangu-
lation adheres to the Delaunay criteria (meaning it satisfies the empty
circumsphere property), this particular dual complex corresponds di-
rectly to the Voronoi diagram of the original vertices. It exhibits desir-
able properties like absence of self-intersections, convexity, and orthog-
onal relationships between the primal and dual components.

The barycentric dual, which employs barycenters instead of circum-
centers is also frequently employed, especially in FEM. However, it
doesn’t consistently meet both the orthogonality and convexity condi-
tions when applied to general triangulations [72, 100].

Remark. Firstly, using the barycentric dual does not generally give dual
meshes orthogonal to the primal mesh feature that is provided from
the Voronoy dual. On the other hand, Voronoi dual requires an appro-
priate choice of the primal mesh, in order to avoid that some simplex
has a circumcenter, or a spherocenter, that lie outside the simplex itself
whereas the barycentric dual mesh does not involve any restriction on
the primal mesh [43]

Classification of Variables

Physical variables can be classified into three distinct categories: con-
figuration, source, and energy variables [102]. Every physical system,
has its own “configuration”, and the variables describing this config-
uration are called configuration variables. Each field has its sources;
for example, electric charges are the source of electric fields, forces are
the source of motion and deformation. Variables describing sources are
called source variables. The third category, that of energy variables, is
created by multiplying a configuration variable by a source variable.

Turning back at the Maxwell’s equations (2.1)–(2.8) we already men-
tioned that they are also called topological equations. It’s interesting
the duality between the Faraday-Neumann law and the Ampere Law.
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Indeed, the last one is constituted from the source variables whereas
the former from the configuration variable. Usually, the source vari-
ables are attached to the primal cell complex whereas the configuration
variable to the dual cell complex. In this way it is possible to define a
consistent map from one variable of a complex to another of its dual.

Hodge Operator

The Hodge operator establishes connections between the p-cochains in
Cp(K) and the n − p-cochains in Cn−p(K̃), incorporating material prop-
erties specific to the medium. These connections depend on the metric
and involve concepts such as lengths and angles.

In the continuum, Hodge operators are linear mappings from the
space of p-forms to the space of (n − p)-forms, where n represents the
dimensionality of the space. In the context of electromagnetic theory,
constitutive relations are expressed in terms of these operators: D =
∗ϵE and B = ∗µH, connecting the 2-forms D and B on the primal com-
plex with the 1-forms E and H on the dual complex.

As linear mappings, discrete versions of the Hodge operators in the
lattice can be represented as a general linear mapping connecting the
discrete variables as follows:

[∗] : Cp(K) → C(n−p)(K̃)

The discrete Hodge operators, denoted in what follows as [∗], are
approximations of their continuum counterparts.

Incidence Matrices

At a discrete level, the boundary operator is described using incidence
matrices. If j spans all the p− 1-chains and i represents the p-chains, the
matrix representing the boundary operator is constructed according to
the rule:

M(i, j) =


+1 if cp−1|j ∈ ∂cp|i and sgn(cp−1|j) = sgn(cp|i),
−1 if cp−1|j ∈ ∂cp|i and sgn(cp−1|j) ̸= sgn(cp|i),
0 if cp−1|j ̸∈ ∂cp|i.

(2.20)

Given the cell complex K in R3, starting from a global numbering
typically assigned to its 0-cells (i.e., the grid nodes) and following the
previous definition, it is possible to construct the edges-nodes, face-
edges, and volume-face matrices, denoted as G, C, and D, respectively.
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These three incidence matrices completely describe the topological re-
lations between the oriented p-cells of the cell complex.

Similarly, we define the incidence matrices of the coboundary oper-
ator, where now the index is defined as follows:

M(i,j) =


+1 if δcp−1|j ∈ cp|i and sign(cp−1|j) = sign(cp|i),
−1 if δcp−1|j ∈ cp|i and sign(cp−1|j) = −sign(cp|i),
0 if δcp−1|j ̸∈ ∂cp|i.

(2.21)
These are essentially the same incidence matrices defined previously,

with the particularity that the edge-node matrix has a minus sign.

2.2.2 Tonti diagram

Fig 2.3 is a general representation of all the maps involved until now,
starting from K and K̃ for a manifold of dimension n = 3. Generally
we refer to this diagram as Tonti’s diagram and is a pictorial but very
powerful tool that describe all the concept we introduced previously.
And the next paragraph’s aim is to derive the MQS problem we want to
solve by looking at the Tonti’s diagram. The presented diagram do not
take into account time element although the general version considers
it.

Cochains for the MQS problem

In the eddy current problem the cochains involved in the solution of the
problem are listed below.

• 2-cochain I ∈ C2 (K) defined as the integral of the current density
vector in the primal complex:

I =
∫

f
j · ds,

• 1-cochain F ∈ C1 (K) defined as the integral of the magnetic field
in the primal complex:

F =
∫

l
h · dl,

• 1-cochain T ∈ B1 (K) defined as the integral of the electric vector
potential in the primal complex:

T =
∫

l
t · dl,
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Figure 2.3: Tonti diagram
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• 2-cochain Φ̃ ∈ C2 (K̃) defined as integral of the magnetic induc-
tion field in the dual complex:

Φ̃ =
∫

f̃
b · ds,

• 1-cochain Ũ ∈ C1 (K̃) defined as the integral of the electric vector
potential in the primal complex:

Ũ =
∫

l̃
e · dl,

• 1-cochain Ã ∈ B1 (K̃) defined as the integral of the magnetic vec-
tor potential on the dual complex:

Ã =
∫

l̃
a · dl,

2.3 Discrete approach of the eddy current problem

The eddy current problem or Faraday-Neumann equations can be solved
in terms of 1-cochains T which are also called Degrees of Freedom (DoF).
To do this, we look at the Tonti’s Diagram, and we see that

DI = θ and D̃Φ̃ = θ (2.22)

hold. That means that those quantities can be written as boundaries of
1-cochains T and Ã, i.e.,

I = CT (2.23)

and
Φ̃ = C̃Ã (2.24)

The first Faraday-Neumann law writes

C̃Ũ = −jω(Φ̃c + Φ̃s) (2.25)

Thus, we have
C̃Ũ = −jωC̃Ã − jωΦ̃s (2.26)

By renaming the discrete Hodge operators [∗ρ] and [∗µ] as R and
M, respectively, the constitutive equations are written as

Ũ = RI, (2.27)
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Ã = MI (2.28)

It’s important to emphasize that the relationship between the 1-cochain
magnetic vector potential Ã and the 2-cochain current density vector
I is derived using the Biot-Savart law. The step-by-step procedure to
determine this relationship in the k-th element of the mesh is:

1. Application of the Whitney map W to the 2-cochain I ∈ C2(K),
resulting in the recovery of the 2-form j ∈ F 2(K).

2. computation fo the magnetic vector potential:

a (r) =
µ0

4π

∫
vk

j (r′)
|r − r′|dv

(
r′
)

, (2.29)

with r the evaluation point, vk ⊂ K the k-th volume of the dis-
cretized domain, r′ ∈ vk and j (r′) the current density field in r′.

3. Application of the de Rham map R for a over the 1-chains of the
dual complex, resulting in the 1-cochain Ã ∈ B1(K̃).

Putting all together, we end up with the discrete version of the Faraday-
Neumann law.

C̃ (R + jωM)CT = −jωΦ̃s (2.30)

The only unknown is the 1-cochain T and the right hand side is known
but further details must be added in order to make the system work.

2.3.1 Non trivial domain

The system described in (2.30) can be expressed more concisely as:

KT = bs, (2.31)

Here, K represents the matrix containing CT (R + jωM)C, and bs
corresponds to the right-hand side term −jωCTÃs.

However, if Ωc is not simply connected the system (2.31) isn’t suf-
ficient to solve the problem. This system only captures local relations
where a p-cochain is always a coboundary of p− 1-cochain, i.e. it the so-
lution lies within the set of cocycles Bp (K), and Bp (K) = Zp (K). But
what about the p-cochains that are not coboundaries of p − 1-cochains?
In such cases, Bp (K) is a proper subset of Zp (K). So, if one restricts the
search for solutions to Bp (K), it implies that the space of cocycles is not
fully spanned.
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Consequently, I has an additional component known as i ∈ H2 (K),
representing independent currents:

I = CT + Hi.

The current I still satisfies the divergence-free condition, but now there
exists 2-cocycles (i) that are not the coboundary of any 1-cochain. Now
the problem is how to efficiently find the matrix H which represent a
basis for the 2-cocycle. A way to address this issue is to use lazy gen-
erators [39]. They are cocycles that span the first cohomology group
H1 (K̃, ∂K̃

)
. They have the advantage of being much faster to compute

than the standard cohomology generators, and they can be directly em-
ployed in ungauged eddy-current formulations. When applied to prob-
lems in the frequency domain, as in our case, it doesn’t result in any
degradation of performance during the system’s solution or the compu-
tation of current density distribution. The latter remains consistent up
to the linear solver’s tolerance, regardless of whether we utilize the ap-
proach that leverages the lazy generators or just the independent ones.

Furthermore, opting for this choice has the advantage of very quick
pre-processing, has a linear worst-case complexity, even when there are
numerous generators.[

K KH
HTK HTKH

] [
T
i

]
=

[
bs

HTbs

]
, (2.32)

where H is a matrix storing a proper cohomology basis Ωc, bs represents
the effect of the already mentioned source of magnetic field generated
by Ωs. The problem DoFs are stored in T and i that stems, respectively,
from the array of the integral of the electric vector potential along the
mesh edges and the additional nonlocal currents flowing in a non trivial
Ωc.

2.3.2 Basis functions

What remains unclear is the process of constructing the mass matrices R
and M. To address this, it’s essential to delve into the Galerkin method,
commonly employed in FEM, and understand its relationship with the
DGA. The crucial components in this discussion are the basis functions.

Reconstruction Operators and Their Significance

In our previous discussion, we introduced the Whitney operator:

W : Cp(K) → F p(K)
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This operator maps p-cochains to p-forms, a fundamental concept in
our context. However, there exists a broader category of operators
known as reconstruction operators that play a crucial role in finite-dimensional
spaces.

In finite-dimensional spaces V , it’s common to seek special vectors
{v1, · · · , vn} called basis vectors and represent each element of V as lin-
ear combination of the basis vectors. In our current context, the spaces
are infinite-dimensional because we deal with functions instead of tra-
ditional vectors. Nevertheless, if we can always try to represent the
solution as a linear combination of basis functions that generate the func-
tion space, similarly to the finite dimensional spaces. The key difference
is that the functional space spanned from the basis function have to sat-
isfy the requirements of 1) square-integrability (possess finite energy)
and 2) possess an inner product. Such a class of functions is referred to
as a pre Hilbert space, and it becomes a Hilbert space when it is com-
plete1.

Reconstruction operators perform the crucial task of mapping DoFs
to functions residing in a finite-dimensional space. Typically, DoFs are
associated with various geometric elements within an underlying three-
dimensional mesh, such as vertices, edges, faces, and cells. Reconstruc-
tion operators essentially act as the right inverse of the de Rham (or re-
duction) operators. De Rham operators traditionally map fields (known
as potentials, circulations, fluxes, and densities, or p-forms in the lan-
guage of differential geometry) to DoFs attached to vertices, edges, faces,
and cells, respectively. Combining a reconstruction operator with the
corresponding de Rham operator results in an interpolation operator.
A reconstruction operator is considered low-order when this interpola-
tion operator leaves cell-wise constant fields unchanged.

In the FEM literature, various reconstruction operators have been
developed for the tetrahedral cells. Notable examples include Whit-
ney reconstruction functions for potentials, the lowest-order Nédélec
shape functions for circulations, and the lowest-order Raviar-Thomas-
Nédélec shape functions for fluxes.

The Nédélec basis functions (Eq. 2.33), which discretize the H(curl)
space, ensure tangential continuity of their approximations across ele-
ment interfaces. This property makes them particularly well-suited for
fields like E and H, which share this constraint at material interfaces.

The Raviart-Thomas basis functions (Eq. 2.34), which discretize the
H(div) space, guarantee continuity of the normal component of their
approximations across element interfaces. This characteristic makes

1Completeness implies that each Cauchy sequence is convergent
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them suitable for fields such as B, J, and D, where the normal com-
ponent continuity is essential.

For example, when dealing with a tetrahedron with 4 nodes (na, nb,
nc, nd), the basis function associated with the face formed by nodes na,
nb, and nc plays a significant role [100].

wej = wn
a∇wn

b − wn
b∇wn

a (2.33)

w f j = 2 (wna∇wnb ×∇wnc + wnb∇wnc ×∇wna + wnc∇wna ×∇wnb)

(2.34)

2.3.3 Mass matrices: link with the finite element method

Now we are ready to reconstruct our fields within in the volume vk of a
tetrahedron as

jk = wk
TIk, (2.35)

where wk
T is the vector of the basis function attached to the faces or

edges of the k-th tetrahedron and Ik is the respective DoFs vector. The
basis function wk

T has 3 rows and as many columns as the DoFs of the
considered cell. The procedure used to solve the problem (2.30) relies
on the Galerkin method.

The Galerkin method is a technique used to transform continuous
operator problems, such as differential equations, into discrete prob-
lems. This transformation involves enforcing linear constraints deter-
mined by a finite set of basis functions represented as wT. The Galerkin
method is often associated with specific assumptions and approxima-
tion methods. For instance, the Ritz-Galerkin method typically assumes
a symmetric positive definite bilinear form in the weak formulation.
This approach often leads to the minimization of a quadratic function
representing the system’s energy.

This concept aligns closely with the traditional approach of the FEM.
In FEM, the solution we seek is projected onto a set of basis functions,
and these projections are weighted by the DoFs. In essence, we are
seeking to represent the solution as a linear combination of these basis
functions.

However, the DGA method introduces a different philosophy. In-
stead of minimizing energy, it aims to solve an algebraic equation di-
rectly. The Galerkin method still plays a role when constructing the
mass matrices, where an energetic approach is followed.

Lets explore how we build the mass matrices for the equation (2.30).
In the following the dependence from the position will be implicit for a

35



Chapter 2. Solution of magneto-quasistatic problem on the target

better reading. The dissipated power is expressed as:∫
vk

jT
k ek dv, (2.36)

where vk represents the volume of the k-th cell, and jk and ek are the
electric and current density vectors, respectively. These quantities are
combinations of the aforementioned basis functions. Two more straight-
forward computations follow:∫

vk

IT
k wkσkwk

TIk dv, (2.37)

since the DoFs are constant and independent of position:

IT
k

(∫
vk

wkσkwk
T dv

)
Ik. (2.38)

Here, we encounter the Rk mass matrix inside the brackets.
A similar approach can be applied to obtain the Mk mass matrix.

Starting from the energy accumulated in the inductive part:∫
vk

jT
k ak dv, (2.39)

we notice its equivalence with the electrostatic energy definition:∫
vk

ϕT
k ρk dv. (2.40)

By exploiting the Biot-Savart law, we arrive at:

µ0

4π

∫
vk

IT
k wk dvk

∫
vh

wh
TIh

rkh
dvh. (2.41)

Further simplification yields:

µ0

4π
IT

k

(∫
vk

∫
vh

wk
wh

T

rkh
dvk dvh

)
Ih. (2.42)

For isotropic and linear materials, we have:

µ0

4π
IT

k

(∫
vk

∫
vh

wh · wk
T

rkh
dvk dvh

)
Ih. (2.43)
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The block matrices associated with the k-th cell are defined as follows:

Rk =
∫

vk

wk · σkid · wk
T dv (2.44)

Mkh =
µ0

4π

∫
vk

∫
vh

wk · id · wh
T

rkh
dvk dvh (2.45)

Both of these matrices satisfy the requirements for consistency (cor-
rect map from circulations to fluxes) and stability (positive definiteness)
for tetrahedral mesh with barycentric subdivision, as is essential in the
Ritz-Galerkin method and in DGA. This implies that the circuit equa-
tion interpretation is applicable to the Galerkin method. Furthermore,
it’s noteworthy that both the mass matrix M and R serve as discrete rep-
resentations of the Hodge operator. Consequently, the Galerkin method
can be seen as a realization of a discrete Hodge operator.

2.3.4 Uniform basis functions

Previously we showed how to obtain the mass matrices for a tetrahedral
mesh. Besides,the mass matrices constructed by means of edge and face
elements introduced by Whitney and generalized by Nedelec, satisfy
both the stability and consistency properties required by DGA, for pairs
of grids in which the primal is composed of tetrahedra and the dual grid
is obtained according to the barycentric subdivision of the primal. This
result unfortunately does not hold in general for edge and face elements
relative to different geometries. For instance, Whitney’s elements for
generic hexahedral primal grids do not satisfy the consistency property
required by DGA, for any choice of the dual grid.

In [34] were able to derive novel constitutive matrices satisfying
both the consistency and stability properties required by DGA. This was
made possible by the introduction of a novel set of edge and face vec-
tor functions authors. Unlike the Whitney’s elements these set of basis
functions was adopted in general for polyhedral elements. They have
this form

f p =
1
|v|c

T
n−pcp, (2.46)

where f p ∈ F p (K) is the uniform reconstructed field, cp ∈ Cp (K) is
the vector of p-cochains (DoFs). One also recognize the basis function
w ∈ F p (K) as cn−p/ |v| ∈ Cn−p

(
K̃
)
. Interesting to note that now the

basis functions are defined as the dual chains.
It is important to note here that if uniform basis function are adopted

the equations for the resistance mass matrix computations become
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IT
k wk

(∫
vk

σkdv
)

wk
TIk, (2.47)

whereas the inductance matrix take the form

IT
k wk

(∫
vk

∫
vh

id

rkh
dvkdvh

)
wh

TIh, (2.48)

where id is the 3×3 identity matrix. This class of functions, unlike Whit-
ney’s and Nedelec’s basis functions, do not satisfy any curl-conforming
or div-conforming properties. Thus in DGA, by using a pair of dual
grids instead of a single grid, convergence can be guaranteed by us-
ing basis functions which do not satisfy all the regularity conditions of
Whitney’s and Nedelec’s basis functions.

The use of uniform basis functions enables the factorization of the
inductance matrix, introducing an new family of low-rank inductance
matrix compression techniques. These techniques demonstrate a signif-
icant improvement in terms of memory occupancy and computational
efficiency compared to current state-of-the-art alternatives. This en-
hancement facilitates the solution of problems with a higher number
of DoFs [81].

Indeed, from equation 2.48 is observed that the inductance matrix
can be represented as:

WM1/rWT , (2.49)

where the matrix M1/r ∈ RF·V×F·V , with F denoting the number of faces
and V representing the number of volumes.

In [81], the matrix in equation 2.49 is manipulated observing that the
results of the double integrals for each pair of volumes vh and vk in the
mesh can be computed and stored in a dense matrix N with dimensions
V × V. The stiffness matrix can then be reconstructed using factorized
expressions that involve sparse matrices, with memory occupancy scal-
ing linearly with the number of unknowns in the problem.

This factorization induces a ground-braking speedup of various or-
ders of magnitude with respect to the state-of-the-art solutions (in par-
ticular, a popular Adaptive Cross Approximation (ACA) library) thanks
to the use of fast summation techniques, like the FMM, to perform the
matrix–vector product. Subsequent sections will provide an example of
FMM utilization.

2.3.5 Stabilization

In general the Gram matrices M and R are positive semi-definite. For
a 3D or a 2D problem the basis functions w are a vector in R2 or R3,
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respectively. Whereas the Gram matrix has as much rows and columns
as the number of vectors attached to the edges, faces or nodes of the
computational cell. It’s easy to see that this matrix has not full rank.
Indeed the determinant of this matrix is null. This leads to instability
on the solution since for instance in a direct solver one has to invert the
stiffness matrix.

There are basically two method in literature that are adopted for the
solution to this problem [22]. The method of the first type consist in
building basis functions which embed a particular part that makes the
vector linearly independent where an example can be found in [34]. The
second type is to change the properties of the mass matrix and split the
mass matrix in consistent part and stabilization part and feed them with
appropriate null vectors that belong to the ker(R) (ker(M)). Obviously,
these vectors are orthogonal to the rows of R(M). This won’t alter the
problem, except to replace the rank deficiency of the matrices.

Hence, generally there are build novel resistance (Rs) and induc-
tance (Ms) matrices as follows

Rs = R + SR; Ms = M + SM , (2.50)

where the SR and SM are the stabilization part of the resistance and in-
ductance matrix, respectively. They are chosen so that Rs and Ms main-
tain the properties of symmetric positive definite, and that the stabiliza-
tion part maps to the null vector. One can also adopt regularizations
techniques see [6] and construct SR and SM as D̃D, also called grad-div
regularization technique [56]. This choice assure both the conditions we
are requiring such as the symmetry and the positive definiteness of Rs
(Ms), being sum of symmetric positive definite matrices.

C̃
(
R + jωM + D̃D

)
C

2.4 Multiple conductors

Integral formulations based on the solution of the weak form of the
so-called Magneto Quasi-Static Electric Field Integral Equation (MQS-
EFIE) for eddy current computation [4], [23], [17] are very appealing
for a wide range of practical problems in which the electromagnetic in-
teractions are noticeable just for a reduced part of the computational
space wherein it is possible to identify a closed conducting region Ωc
immersed in a uniform insulator [77], [103]. In this context we can men-
tion the inductive position sensors based on eddy currents where the
eddy currents generated on the target may be affected by the presence
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of conductors in the neighbourhood of the operating region [50]. Under
these circumstances, to have the opportunity of meshing the conductor
only can make the difference in terms of computational performance
and ease when building the mesh with respect to other more standard
approaches as that ones offered by Finite Element Methods (FEM) [20].
Also, this advantage becomes more and more appreciable whenever
movements have to be taken into account because, for instance, the con-
ductor is changing its position with respect to a fixed source of magnetic
field Ωs (a coil, for instance).

In fact, the advantage arising from the use of EFIE in presence of
multiple conductors is twofold: from the one hand, in every case in
which this formulation is applied the geometry has to be meshed just
once since with this approach there is no need to build the mesh of the
insulator in which the conductors are moving. To the other hand, when
the displacement law is unique for all the conductors under analysis,
and so their mutual position is fixed, there is no need to reassemble the
problem mass-and-stiffness matrix K at each step of the motion, thus
making it possible to assemble and store it just once to then obtain a
quick simulation of the space sweep.

Yet, this last benefit tends to be somehow deeply reduced in case
of conductors ΩF whose position undergoes to a different law with re-
spect to the moving objects ΩM. By recalling that the construction of
MQS-EFIE system of equation is affected by the drawbacks of dealing
with a fully populated matrix whose computation of the inductive part
can often be cumbersome, it is thus clear that whenever ΩM changes
its position with respect to ΩF the former of the previously mentioned
advantages is overcome by the necessity of successively reassembling
at least a part of K in order to take into account the new relative posi-
tion of ΩM with respect to ΩF that will be characterised by a new set of
mutual coupling relations.

Here we show how, for MQS-EFIE formulations, this gap can be to-
tally mended by applying domain decomposition techniques, as pro-
posed for instance in [80], in addition to a fast computation of Laplace-
kernel-based expressions by means of the Fast Multipole Method (FMM)
[62] that in [91] was shown to be effective in reducing the computational
time for an hybrid Finite-Boundary Elements (FE-BE) method in pres-
ence of motion. The proposed recipe leads to an approximated system
of equations whose solution can be found iteratively by means of either
GS scheme or GMRES [90].

In the continuation, our novel approach is illustrated by recasting
the MQS-EFIE system in an approximated form suitable for slowly mov-
ing conductors, neglecting thus the electromotive force induced from
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the movement. Equations are going to be written in the frequency do-
main only but we here remark that the same formalism can be extend
and thus used even when the electromagnetic problem requires a solu-
tion in the time domain [5].

In regards to the method validation we propose a test case where
two conductors are in relative motion between each other. Having placed
the conductors one above the other the test aims to investigate the ef-
fect of the approximated solution of the magnetic vector potential ob-
tained with the FMM at different heights and an accurate one based
on the method proposed in [42]. Another aspect taken into account is
the computational time where the results have shown an important im-
provement when applying the FMM making essentially possible the in-
vestigation in reasonable time of the effects of conductors in the neigh-
bourhood of eddy current sensors.

2.4.1 MQS-EFIE system for two moving conductors

Let ΩF and ΩM be the fixed and the moving conductor in direction d
respectively and ΩS the source feeded with a known current js (t) as
depicted in Fig. 2.5. Each conductor has been discretized partitioning
thus ΩF in NF elements and ΩM in NM elements hence obtaining the
primal cell complexes KF, KM. Let TF and TM be the unknowns for
the fixed and moving domains and finally bF

s and bM
s the source acting

on the fixed and moving domain. The integral formulation (2.54) is
modified as follows[

KF jωKFM
M

jωKMF
M KM

] [
TF

TM

]
=

[
bF

s

bM
s

]
, (2.51)

where the matrices KFM
M and KMF

M take into account only the magnetic
mutual coupling between the ΩF and ΩM due to the eddy current gen-
erated on them. From this description, it follows that the off-diagonal
blocks KFM

M and KMF
M are responsible of the mutual induction effects be-

tween the moving and fixed domains. This representation is easily ex-
tendable to N different disjoint conductors if Ωc = Ω1 ∪ Ω2 ∪ · · · ∪ ΩN
as shown in [80].

Under the hypothesis that j (r) is uniform in each volume of KF and
KM, it has been already shown that the linear application K maps DoFs
into the fluxes of the magnetic induction field across the dual grid faces
and that this result can also be directly obtained, via the faces-edges
incidence matrix C, by calculating the curl of the integral of a (r) along
the dual grid edges ẽ as showcased in Fig. 2.6.
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As a matter of fact, since the off-diagonal blocks of K change at each
relative displacement of ΩM with respect to ΩF, it is much more conve-
nient to try to compute it on the fly instead of reassembling and storing
a matrix that will become useless in a while. In fact, the system can be
seen as[

KF 0
0 KM

] [
TF

TM

]
+

+

[
0 jωKFM

M
jωKMF

M 0

] [
TF

TM

]
=

[
bF

s

bM
s

]
, (2.52)

where the off-diagonal terms can be computed on the fly and brought
in the right hand side. This announced choice has equally important
implications both into the possibility of speeding up the computation
by resorting to the FMM and into a more cautious memory use.

2.4.2 Fast Multipole Method and Gauss–Seidel iterative scheme

Let S = {M, F} be the set of the conductors and i ∈ S an element so
that S \ i consists in all the conductors excluded the i-th one. In the
hypotheses that the distance between the two conductors is sufficiently
large, the following approximation of the volume integral expression in
(2.53) holds

ai

(
rẽ

g

)
=

µ0

4π

∫
VS\i

jS\i (r′)∣∣rẽ
g − r′

∣∣dv
(
r′
)
≈

NS\i

∑
k=1

µ0

4π
jk

|vk|∣∣∣rẽ
g − rk

g

∣∣∣ , (2.53)

where ai

(
rẽ

g

)
is the vector potential computed at midpoint of the dual

edge rẽ
g ∈ Ωi. VS\i is the overall volume of ΩS\i where jk is constant

inside the discrete element with volume |vk| at the barycentre rk
g ∈ ΩS\i.

The approximation in (2.53) enables FMM to be applied in order
to rapidly and efficiently compute the Laplace-kernel 1/

∣∣∣rẽ
g − rk

g

∣∣∣ on a
staggered grid of points. Secondly, since FMM is effective in only pro-
viding the results of the application of KFM

M and KMF
M to the problem

DoFs, the solution of (2.52) has to be achieved by means of an iterative
scheme that successively computes the effects of the flowing of a given
current in a subdomain Ωi.

The system (2.52) has been solved by applying the (GS) method [62].
It consists in finding iteratively Ti ∈ Ωi by using the most recent Tj, j ∈
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S \ i to compute the contribution Φ̃i on Ωi, i.e.

KiTi
n+1 = bi

s − jωΦ̃i
n.

The solution Ti is then updated to be used to find TS\i
n+1 in the other

conductor ΩS\i.

2.4.3 Numerical Results

As for numerical results, we report an example of eddy currents com-
puted in two conducting plate, one in motion and one fixed, at a fre-
quency of 50 Hz. All simulations are performed on an AMD Ryzen
Threadripper PRO 3975WX processor. Each conductor has a length of
200 mm, a width of 120 mm and a thickness of 5 mm, and it is meshed
with 936 hexahedra.

The test consists in solving the system (2.52) for different positions
of the moving domain by performing consecutive displacement over
the z-axis. The distance between the conductors goes from 1 mm to 155
mm as depicted in Fig. 2.7. Table 2.2 shows a comparison between the
computation of the magnetic vector potential with the approximated
solution (2.53) using FMM with respect to the method proposed in [42].
The latter provide an analytic solution of a(r) produced by a uniform
current density j(r′) in an arbitrary polyhedra with volume v(r′).

As far as the power loss inside the conductors is concerned the two
methods are in agreement in all the proposed conditions, even in the
worst case where the two conductors are close to each other.

Secondly, table 2.2 highlights another aspect, namely the computa-
tional time required for finding the solution of the eddy current prob-
lem which clearly goes in advantage of the FMM due to the paralleliza-
tion of the computation of the Laplace-kernel. In fact, the results show
a speed up of more than 20 times if compared to the method where the
vector potential is computed in closed-form.

Finally, the number of iteration increases when the moving conduc-
tor approaches the fixed one. In fact, 4 iterations are sufficient to solve

Table 2.2: Comparison between the computation time and the power loss when the
magnetic vector potential is evaluated as in [42] and by applying the FMM

Distance between ΩF and ΩM [mm] 1 2 5 55 105 155
Power loss ([42]) [W] 23.26 22.36 19.76 6.02 4.94 4.77

Power loss (FMM) [W] 23.29 22.39 19.79 6.02 4.94 4.77
Total computation time ([42]) [s] 600 535 428.4 136.4 98.5 78.4

Total computation time (FMM) [s] 28.4 22.2 17.6 5.8 4 3.3
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the problem when the conductors are distant 155 mm whereas the num-
ber of iterations increases to 31 when the distance decreases to 1 mm.
Since for each movement the solution at the first iteration starts from
zero, a possible improvement is to recycle the solution obtained at the
old position as starting point for the newer one. Applying this tech-
nique to the test case the number of iteration decreased by 5 when the
solution at 2 mm become the starting guess for the system at 1 mm.
However, the solution of the system at 2 mm showed an improvement
of only 3 steps because of a greater distance from the starting guess (i.e.
the solution at 5 mm).

2.4.4 Fast simulation of the sensor IPS

For the simulation of the IPS we use a boundary integral method in
the hypothesis that the target is a good conductor, i.e. the skin effect
is neglected. The target is discretized in 696 triangles (see Fig. 2.8),
thus obtaining the primal cell complex K. Starting from K the dual cell
complex K̃ can be obtained from the barycentric subdivision of K. To
each chain of K or K̃ a corresponding discrete forms is associated.

The incidence matrices G and C, which represent the discrete coun-
terpart of the differential operators grad and curl, maps p-forms to
p + 1-forms K, with p = 0, 1, 2 respectively. The relative maps on the
dual complex are obtained by transponding this matrices. The eddy
current problem for this 2D problem and simply connected domains,
writes

GT (R + jωM)GΨ = −jωGTÃs, (2.54)

where Ψ are called stream functions associated to the primal nodes. The
matrix R+ jωM is the mass matrix already introduced previously. They
map, respectively, currents on the primal edges to voltages Ũ and mag-
netic vector potential Ã on the dual edges. Finally, the application of the
incidence matrix GT to these quantities provides the Faraday-Neumann
law written in this formulation. Once the solution is found the local
current density vector inside a given cell s is computed projecting the
global variable current Ik onto the bases functions.

Now, a first version is to adopt the Raviart-Thomas basis functions
on the edges of the triangles building the mesh. The drawback is that
the assembling of the mass matrices requires to compute numerically
the integrals of equations 2.44 and 2.45 since the basis functions de-
pend on the position. If, on the other hand, uniform basis functions are
adopted the mass matrices assembling time, in the case of triangles, has
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a speed up of x9.

wek =
ẽk

|s| , (2.55)

where the ẽk is the dual edge vector connecting the barycentre of the cell
(see Fig. 2.9) with the primal edge ek and now instead of the volume we
have to divide by the surface |s|.

Finally, provided j (r) on the target, the induced voltage on the RXs
is computed as

VRX = −iω
∫

γRX

aRX(P, js, j)dl(P), (2.56)

where the vector potential aRX on the receivers depends on the evalu-
ation point P the source current js and the eddy currents on the target
j already computed by solving the MQS problem. The total simulation
time for 100 position of the target above the sensor is approximately
40 s. This is huge improvement in terms of speed if compared to FEM
solvers which for this type of problems would take several hours in
order to reproduce an entire period of the induce voltages.

Fig. 2.10 depict a comparison between the simulated rotary IPS and
the measurements. A set of motorized mechanical stages are used to
accurately centre the target and rotate it above the sensor. For each po-
sition of the target the envelope of the received signal is extracted, thus
obtaining the induced voltages Vrxsin and Vrxcos. The induced voltages
have been normalized with respect to the maximum induced voltage on
the sine receivers. This is because the current used in the simulator is
not compatible with the current used in the measurements where an al-
ternate voltage of 3.5 Vpp at the operating frequency of 2.083 MHz was
used. Although the difficulties in centering the target the results show
that the values and the shape of the measured error are comparable to
the simulated ones thus validating the method.
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Figure 2.4: Tonti diagram for the eddy current computation. Not shown in the figure
but we have to recall here that Ũ ∈ C1 (K̃), F ∈ C1 (K), Ã ∈ B1 (K̃) and finally
T ∈ B1 (K).

Figure 2.5: The source js (t) acting on the two discretized conductors, one fixed (ΩF)
and one movable (ΩM) where d is the relative displacement between the conductors.
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Figure 2.6: Flow chart from DoFs array to fluxes. The relation between the integral
of the electric potential with the fluxes enables the computation on the fly of the
off-diagonal term.
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(a) 1 mm gap between ΩF and ΩM (b) 155 mm gap between ΩF and ΩM

Figure 2.7: The problem setting with 2.7a) ℜ(j) when the gap between the conductors
is 1 mm and 2.7b) ℜ(j) when the gap between the conductors is 155 mm. The
source circular coil in black is powered with a uniform js (t) current
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Figure 2.8: Example of the simulated geometry with the surface integral method.
The eddy currents generated inside the conductive body under rotation perturb the
received signals.

Figure 2.9: In black the primal cell and in red the dual cell using the dual barycentric
subdivision.
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Figure 2.10: (a) comparison between the simulated induced voltages and the measured
one. (b) comparison between the linearity errors obtained with the best linear fitting
line.
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CHAPTER3
Performance improvement of the rotary IPS

The aim of this chapter is tow fold: 1) to introduce a novel method-
ology to optimize the design of a ratiometric rotary IPS fabricated in
printed circuit board (PCB) technology and 2) increase the amplitude of
the induced voltages on the receivers.

Firstly, the optimization aims at reducing the linearity error of the
sensor and amplitude mismatch between the voltages on the two re-
ceiving (RX) coils. Distinct from other optimization techniques pro-
posed in the literature, the sensor footprint and the target geometry
are considered as a non-modifiable input. This is motivated by the fact
that, for sensor replacement purposes, the target has to fit a predefined
space. For this reason, the original optimization technique proposed in
this work modifies the shape of the RX coils to reproduce theoretical
coil voltages as much as possible. The optimized RX shape was ob-
tained by means of a Non-Linear Least-Square (NLLS) solver, whereas
the electromagnetic simulation of the sensor is performed with an orig-
inal surface integral method, which are orders of magnitude faster than
commercial software based on FEM. Comparisons between simulations
and measurements performed on different prototypes of an absolute
rotary sensor show the effectiveness of the optimization tool. The opti-
mized sensors exhibit a linearity error below 0.1%FS without any signal
calibration or post-processing manipulation.
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The aim is to describe the working principle by introducing area-
of-overlap functions. We show that each target–receiver pair needs
the adoption of a different reconstruction formula for the identifica-
tion of the target position, whereas in the literature the usual inverse
tangent function is applied for every possible pair. Then, we seek the
target–receiver pair that maximizes the amplitude of the induced volt-
ages on the receivers. The results show that to achieve the maximum
value of the induced voltages, the best choice is to have a rectangular
target and rectangular receivers. To verify the theory, simulations and
optimization method has been applied to the rectangular receiver coils
on two rotary IPS. Measurements performed on the prototypes have
shown an increment of the induced voltage of more than 57% with re-
spect to the commonly used sinusoidal receivers. However, a linearity
error of 1.5%FS is obtained by using the inverse tangent reconstruction
formula. When using the correct formula, the linearity error becomes
0.6%FS for the nonoptimized prototype and below 0.15%FS for the op-
timized one.

3.1 Optimization of the receivers shape

The correct measurement of the angles is of crucial interest in many
industrial, automotive and aerospace applications, where the transduc-
ers responses are used to implement a proper controlling procedure.
Depending on the physics involved in the sensing mechanism, a cate-
gorization of these transducers is possible; we can thus recognize four
main types of angle sensors: optical, capacitive, magnetic and induc-
tive ones. Each of those has pros and cons and the choice of one type
rather than another depends on the application and the performance of
the transducer.

Optical encoders are able to perform precise and high resolution po-
sition measurements [76]. Indeed, the displacement measurement by
means of optical interferometer can reach sub-nanometer or picometer
accuracy [61]. On the contrary, they depend on the working environ-
ment as the presence of vibrations or dust may induce an incorrect out-
put [16]. Typically, due to their complex design, these sensors are more
expensive if compared to the previously mentioned types [44].

On the other hand, capacitive displacement sensors, such as capac-
itive rotary encoders, are cheaper and they exhibit a simpler design
with respect to optical ones. More than the fact that they have a low
power consumption, they also provide high precision measurements
[14, 45, 57, 120]. However, their capacitance depends on temperature
and humidity and, if used in harsh environment where dust and mois-
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ture are also present, the measurements are unavoidably affected by
these factors [24, 107].

By exploiting the fabrication techniques of the complementary metal
oxide semiconductor (CMOS) technologies, Hall effect and magnetore-
sistive (MR) position sensors are widely used thanks to the small size,
low cost and the full integration with the front end system. If coupled
with a permanent magnet, the displacements of the MR or Hall sen-
sor with respect to the magnet results in a variation of their electrical
properties. Yet, these sensors are sensitive to external magnetic fields
and, moreover, as far as the Hall sensor is concerned, being the mag-
netic field provided by a non-uniformly distributed permanent magnet,
a calibration is mandatory [44, 108, 110, 117].

Finally, the IPS have shown very interesting properties that make
them suitable for a wide range of applications where the robustness of
the sensor is crucial. A pioneering work in this regard can be found
in [69]. Being robust, contactless and immune to thermal variations it
is particularly adapted for those applications where the environmental
conditions are harsh. They are low cost and they have a reduced size
with respect to typical resolvers [106]. Indeed, the sensor is designed
i PCB technology. The measurement performed from the sensor are
absolute and ratiometric.

Yet, when compared to optical and capacitive transducers, this kind
of sensors present a higher linearity error. In order to reduce the lin-
earity error, we propose an original optimization procedure which op-
timizes the RX coil geometry is proposed. Preliminary results in this
regard can be found in [46]. Previously, in [112, 114], the main focus
has been the optimization of the target geometry, that however is usu-
ally fixed in industrial applications, given that the target has to fit some
predefined space. An enabling technology for sensor optimization in a
reasonable time is a fast virtual prototyping of the sensor. By exploit-
ing a fast and efficient simulation software based on the surface inte-
gral method, combined with a NLLS solver, linearity errors lower than
0.1%FS are achieved. Preliminary results about the simulation method
can be found in [78]. We emphasize that this linearity error is obtained
without applying any calibration or post-processing manipulation such
as offset compensation or induced voltages normalization. The impor-
tant implication is that the front end circuitry which interfaces with the
sensor can be very simple or avoided at all.
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3.1.1 Non-ideality effects

The description of the sensor working principle drawn before repre-
sents an ideal case; yet, actually, non-ideality effects such as non-linearity,
skin effect, tilt of the target, presence of other conductors near the sens-
ing region and a non-uniform distribution of the magnetic field, influ-
ence the sensor measure. In what follows, a brief description and a
strategy to reduce these effects are given.

The linearity error, defined as

θmeas = atan
(

Urxsin (θ)

Urxcos (θ)

)
, (3.1)

is of crucial importance since it defines the variation of the response of
the sensor from the ideal curve. The ideal case is the one wherein the
response of the sensor depends linearly on the position of the target as
predicted in (3.1). As far as the IPSs sensors are concerned, the linear-
ity error basically depends on the difference between the ideal induced
voltage and the actual signal picked up by the RXs. This behaviour is
very difficult to be predicted, because many geometric factors have a
role in this respect, such as the lack of symmetry in the transmitter coil,
the non-uniform distribution of the induced magnetic field, the target
and the fact that different portions of the RX coils are placed in different
PCB layers connected by means of vias.

Second, having a finite conductivity, the shielding capability of a
real target is reduced. This factor is expressed in terms of penetration
or skin depth, a parameter that depends on the frequency. Table 3.1
shows penetration depths for different conductors in a frequency band
that ranges from 2.2 MHz to 5.6 MHz, the values typically used for
automotive applications. The skin depth is given by

δ =

√
1

π f σµ
, (3.2)

where σ is the target conductivity, µ the magnetic permeability, and
f the working frequency of the sensor. If the thickness of the target
is relatively small when compared to the penetration depth, the eddy
currents generated on the target cannot totally oppose to the external
magnetic field that is only partially shielded by the target. Hence, the
target thickness has to be at least greater than the penetration depth at
the lowest operation frequency. For our purposes, a copper target with
a thickness of 35 µm is used, which provides a good shielding efficiency.

Furthermore, the measure is sensitive to the air gap between the sen-
sor and the target, because of the variations on the mutual coupling. In
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Table 3.1: Conductivities and relative skin depth, at automotive application frequen-
cies, for different conductors.

Material σ [S/m] at 20°C δ [µm] at 2.2MHz δ [µm] at 5.6MHz
copper 5.95 x 107 44 28

aluminium 3.77 x 107 55 35

fact, many proximity sensors exploit this principle in order to measure
the distance from a transmitting coil to a target [47]. But, for our pur-
poses, where the focus is on the angle measurements, this distance must
be fixed. If the target is not parallel to the sensor surface, then the reac-
tion magnetic field generated by the eddy currents on the target will not
oppose uniformly to the magnetic field generated by the TX coil. This
implies that the induced voltages on the receivers will present different
amplitudes depending on the tilt during the revolution of the target.

Another aspect regarding the non-idealities is the possible presence
of metallic parts in the neighbourhood of the operating region of the
sensor. This can be considered as an additional source of eddy cur-
rents, different from the target, that might perturb the measurements
thus increasing the linearity error [49]. Nevertheless, in most appli-
cations the environment is controlled, and compensation techniques or
simulations, for instance with the method proposed in [59], may be per-
formed in order to take into account or predict this non-ideality effect.

Fig. 3.1 show the presence of two dummy exits as far as the receivers
are concerned. They have the important role of making the whole sen-
sor symmetric. Given that the output of the receiver concatenate a cer-
tain amount of flux, an offset is always present on the received signals.
The dummy exits reduce this effect since they contribute with the same
amount of concatenated flux as the real output of the receivers.

Finally, the RX coils traces are split between the top and the bottom
of the PCB and the electrical connection is maintained through vias. On
the other hand, the target is present only on one side of the sensor thus
making the shielding effect different from one side to the other of the
PCB. The optimization of the receiver coils takes implicitly into account
all these effects and it tries to correct the RX coils shape to compensated
and reduce them.

3.1.2 Novel sensor optimization

Theoretically, the induced voltages should have a sine and cosine re-
sponse with the same amplitude during the revolution of the target.
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Figure 3.1: Dummy exits on the rotary IPS.

Unfortunately, this is not the case in a real device since the non-ideality
effects, described in the section 3.2.1, come out. The deviation from the
ideal voltages leads to linearity errors higher than other types of sen-
sors.

Attempts in improving the linearity error can be found in [112, 114],
where a rotary IPS has been simulated with FEM and optimization al-
gorithms, such as Response Surface Method (RSM) and Particle Swarm
Optimization (PSO), are used for searching the optimal geometrical pa-
rameter of the device that minimize the linearity error defined as

ϵ% = 100 · ∥θmeas − θid∥∞

θFS
, (3.3)

where θmeas and θid are, respectively, the measured and the ideal angles
for each position of the target.

In [112] the RSM is used to extract an approximated model of the
linearity where the model parameters are those that mostly affect the
linearity error. The model is obtained by means of a set of 20 exper-
iments and approximated with a second order polynomial where the
independent variables are the radian, the thickness of the rotor and the
gap of the rotor from the stator. However, no optimization is performed
on the stator side.

Unlike the RSM algorithm, the PSO has the advantage of providing
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a global optimal solution. To identify the relevant parameters which
mainly affect the sensor linearity, in [114] a screening procedure is per-
formed consisting of a complete simulated target sweep for each ge-
ometrical parameter under investigation such as: excitation coil turn
number, coil width, rotor thickness, etc. After the screening phase, only
a subset of the parameters to be optimized is selected.

Both these methodologies are time consuming since the screening
phase is performed with FEM. Moreover, since only the rotor param-
eters are optimized, the geometry of the sensor is less flexible. If any
geometric parameter changes, for instance the stator dimension, the
screening procedure has to be repeated.

Differently, we consider the geometry of the rotor as a fixed input.
This is something that happens in most practical cases, where the target
has to fit some predefined space or the gap for some reasons is set to a
specific value. In this setting, the optimization techniques proposed so
far cannot be used. The main novelty of this work is to propose a new
methodology for the sensor optimization, that can optimize any sensor
with a fixed footprint and a fixed target geometry. The very idea is to
automatically modify the shape of the RX coils in such a way that the
linearity error is reduced. An enabling technology for the optimization
of the RX coil geometry is the fast virtual prototyping of the sensor.

Different optimization algorithms have been tested in order to de-
termine which of them provides the best trade-off between the linearity
error and time consumption. Among them the PSO was tested by de-
scribing the RX geometry by means of few control points. After the
optimization the non-linearity error was below 0.2%FS, but the time re-
quired for the optimization was prohibitive. If one would like to better
describe the geometry by adding the necessary flexibility to reduce the
error toward zero, the number of variables to optimize would increase
to the number of points representing the geometry of the receivers. In
this case the optimization is not feasible with PSO or any other global
optimization technique, because hundreds or thousands of variables
needs to be optimized. The best results were obtained by applying a
NLLS solver. This approach, available as an off-the-shelf Intel Math
Kernel Library routine, gave the best performance in terms of time con-
sumption and non-linearity error if compared to the other algorithms.
The non-linear optimizer with trust region iteratively searches the ge-
ometric shape of the RX coils, expressed as the radius vector h, which
minimizes the sensor non-linearity. The problem can be formulated as

min
h∈Rn

∥θ (h)− θid∥2
2, (3.4)
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(a) Design#1 (b) Design#2

(c) Design#3 (d) Design#4

(e) Design#5

Figure 3.2: The set of geometries simulated and measured. (3.2a) receivers placed
into separated layers, one on the top and one on the bottom, without optimization;
(3.2b) receivers sharing the top PCB layers, without optimization; (3.2c) receivers
as in (3.2b) but with the presence of dummy exits which provide symmetry to the
sensor that lacks in the previous designs; (3.2d) receivers as in (3.2a) with dummy
exits optimized with NLLS; (3.2e) receivers connected with interleaved topology
optimized with NLLS.
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where θ (h) ∈ Rp is the measured vector of the p angles for each posi-
tion of the target and n is the number of points that define the geometry
of the receivers, whereas θid ∈ Rp are the ideal angles of (3.1).

However, the optimization problem (3.4) has a drawback since the
minima reached doesn’t assure the same amplitude for both induced
voltages. For this reason, the problem is reformulated and the optimizer
follows the ideal induced voltages instead of the ideal linearity since
the first condition implies the second. Referring to only one receiver,
although the optimization is performed in parallel for both of them, the
RX shape is determined by

min
h∈Rn

∥Urx (h)− Uid
rx∥2

2, (3.5)

where Urx (h) ∈ Rp is the vector of p induced voltages for each p po-
sition of the target, Uid

rx are the ideal voltages and n are the coordinates
that define the geometry of the receivers. A Taylor expansion of the
function Urx (hk+1), at the step k + 1, can be written as

Urx (hk+1) ≊ Urx (hk)+ Jks, (3.6)

where Jk denotes the jacobian matrix of Urx (hk) and the vector s is
the difference between hk+1 and hk. By plugging (3.6) into (3.5), the
problem can be written as

min
s∈Rn

∥Jks + F (hk)∥2
2, (3.7)

where F (hk) = Urx (hk) − Uid
rx . Now it is possible to determine the

next step by finding the optimal s. A possible solution may be obtained
by solving the normal equation

JT
k Jks∗ = −JT

k F (hk) , (3.8)

although other methods can be applied for solving the sub-problem
(3.7) within the trust region, as extendedly discussed in [73]. The al-
gorithm ends when the minima or the maximum number of iterations
is reached.

3.1.3 Measurements and discussion

A set of measurements have been performed on various geometries of
the sensor and a comparison between the physical prototypes and their
virtual counterpart is given below. The considered designs are reported
in Fig. 3.2. For each design, a Gerber file has been produced and a

59



Chapter 3. Performance improvement of the rotary IPS

sensor

target

Figure 3.3: Setup of the measurement for the rotary IPS. After the centering of the
conductive target the air gap is set to 1 mm.

Table 3.2: Features and relative simulated and measured linearity error for each tested
design

Design #1 #2 #3 #4 #5
RX on top and bottom ✓ ✗ ✗ ✓ ✓

RX only on top ✗ ✓ ✓ ✗ ✗

RX with dummy exit ✗ ✗ ✓ ✓ ✓

RX optimized with NLS ✗ ✗ ✗ ✓ ✓

RX interleaved ✗ ✗ ✗ ✗ ✓

Simulated error [%FS] 3.62 0.19 0.25 0.07 0.01
Measured error [%FS] 3.74 0.63 0.44 0.17 0.11

prototype fabricated. In these prototypes the traces have a thickness
of 35 µm and a width of 200 µm while the thickness of the PCB is 1.6
mm. An in-house measurement system consisting of a set of motorized
and manual precision mechanical stages with 11 degrees of freedom has
been built in order to center the target and set the air gap to 1 mm (Fig.
3.3). A signal generator (Siglent SDG6022X) is used in order to feed the
TX coil at a frequency of 2.083 MHz and amplitude 3.5 Vpp. A data
acquisition board (Picoscope 5000 Series) acquires the received signals
from the RX coils and from the TX one. The post-processing consists of
extracting the envelope of the received signals.

Table 3.2 provides, for each considered design, a summary of the fea-
tures and the relative simulated and measured errors, that are described
in detail below. The linearity error is computed with respect to the least
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squares straight line curve which is not required to pass through any
specific data point of the sensor output characteristic [74, 87]. It is im-
portant to remark that the discrepancy between the virtual and the real
prototype is due to the fact that it is very difficult to align the latter with
the target into its nominal position, even by using precision mechanical
stages. Indeed, a misalignment of some tens of microns can be enough
to change the behaviour of the sensor, especially when the linearity er-
ror is very small.

The first design (Fig. 3.2a) that has been considered places the two
RX coils one in the top of the PCB and the other in the bottom. The
reason behind this choice is to avoid as much as possible the presence
of vias, that are otherwise necessary when the two coils are placed on
the same PCB layer. The shape of the RX coils is ideal, i.e. without
optimization. As it can be seen from the measurements performed on
this prototype (Fig. 3.4b), the linearity error is higher than 3.5%FS. This
error is mainly due to the fact that the amplitudes of the induced volt-
ages are very different between each other because the receiver placed
on the bottom of the PCB exhibits a lower signal than the other one
(the red line in Fig. 3.4a), because it is further away with respect to the
target.

A way to compensate the mismatch between the induced voltages in
the two RX coils is to design the receivers on the same layer in order to
reduce as much as possible the part of the coil that is located in the bot-
tom layer. The second design (Fig. 3.2b) is implemented in this way and
the effect of this adjustment is a general improvement in the simulated
and measured linearity, if compared to the Design#1. The measured lin-
earity error is below 0.63%FS (Fig. 3.4d), whereas amplitude of RX coil
voltages (Fig. 3.4c), tend to reach the ideal shapes.

Although the improvement in the linearity error between Design#1
and Design#2 is evident, the Design#3 is an attempt to further reduce
this error by adding the dummy exits (Fig. 3.2c). Indeed, the linearity
should improve by making the sensor more symmetric, since the flux
linkage should be theoretically balanced. However, Fig. 3.4f shows that
there is not a substantial improvement in the linearity even though the
physical measurement is slightly more tolerant to misalignments, and
it is easier to center the target within an acceptable tolerance.

To achieve a better performance in terms of linearity error the design
optimization procedure described in the former sections is adopted.
Design#4 and Design#5 (Fig. 3.2d and Fig. 3.2e, respectively) are re-
sults of the NLS optimization algorithm. Design#4 is optimized starting
from the Design#1 and adding the dummy exit, whereas Design#5 has
a different arrangement of the RX coils which is called interleaved. The
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(c) Induced Voltages Design#2
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(d) Linearity Error Design#2
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(e) Induced Voltages Design#3
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(f) Linearity Error Design#3

Figure 3.4: Comparison between the simulation and the measurements for the non-
optimized designs. (3.4a), (3.4c), (3.4e) show the simulated and measured induced
voltages. The displayed values are normalized with respect to the amplitudes of the
simulated and measured Urxsin, respectively; (3.4b), (3.4d), (3.4f) show the linear-
ity errors. The position, which is expressed in degree, refers to electrical angles.
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(a) Induced Voltages Design#4
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(c) Induced Voltages Design#5
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Figure 3.5: Comparison between the simulation and the measurements for the opti-
mized designs with NLS. (3.5a), (3.5c) show the simulated and measured induced
voltages. The displayed values are normalized with respect to the amplitudes of
the simulated and measured Urxsin, respectively; (3.5b), (3.5d) show the linearity
errors. The position, which is expressed in degree, refers to electrical angles.

advantage of interleaving is that the RX coils have the same distribu-
tion between the top and the bottom of the PCB. The symmetry offered
by interleaving together with the dummy exits provides to the sensor
a robust performance with respect to tilt and centering of the target, if
compared to all the other designs.

Fig. 3.5b and Fig. 3.5d shows that the simulated error improves
noticeably if the NLS algorithm is used. Indeed, simulated errors below
the 0.1%FS are achieved for the Design#5 and below 0.01%FS for the
interleaved design. The whole optimization of the sensor requires less
than half an hour. Nevertheless, the measurements show errors that
are higher than the simulated ones. This is due to the measurement
setup where the misalignment of the target and the noise of the ADC are
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responsible for the deviation from the simulated design. Furthermore,
this effect becomes more evident when the linearity error is reduced, as
the results of the Design#4 and Design#5 show. However, the pattern of
the virtual prototype is maintained, and this can be noticed at the zero
crossing where the linearity error is zero.

3.2 Optimization of the induced voltages

Our aim in this the following is to investigate whether improvement
in the received signal can be performed by modifying the shape of the
receivers.

Indeed, the literature [64, 86, 113, 116, 118, 119] shows other types of
receiver shapes and this gives us the possibility to seek among differ-
ent receiver shapes those who maximize the area. The consequence of
this choice can be read in two ways: increasing the area of the receiver
shape ought to increase also the induced voltages or, equivalently, we
can obtain the same value of the induced voltage by reducing the area
of the sensor.

A second aspect is to reduce the linearity error maintaining the ad-
vantages of the first aspect. To reduce the linearity error means that
the distance between the reconstructed position and the theoretical one
should be as small as possible. A typical approach to reconstruct the
position of the target exploits the fact that the induced voltages are
trigonometric functions when a rectangular target moves above sinu-
soidal receivers. The position of the target is retrieved by using the in-
verse tangent of the ratio between the sine and cosine induced voltages.
We remark that, in the aforementioned works the position is retrieved
with the inverse tangent although the shape of the receivers are not si-
nusoidal functions.

On the contrary, we stress that there is a strict connection between
the geometry of the target and the geometry of the receivers such that
the reconstruction of the position must take into account this aspect in
order to reduce the linearity error. We also provide a simple and useful
theoretical tool in order to predict the shape of the induced voltages
whenever the geometry of the receivers and target is different from the
sinusoidal case. This allows us to model the receivers shape. The result
is that there is a specific reconstruction formula for each target–receiver
pair and that the maximum value of the induced voltage is achieved
when rectangular target and rectangular receiver coil are adopted.

In order to verify the theory, a rotary IPS with rectangular receiver
coils has been designed and simulated with the surface integral method
[19]. Furthermore, the methodology for the optimization of the linear-
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Figure 3.6: A general representation of geometry of the sensor constituted by a set of
receivers, a transmitter and a target. In the figure the target is covering a portion
of the i-th receiver of area T (x).

ity error, previously proposed in [58], has been applied to the afore-
mentioned design. The measurements have shown that the maximum
induced voltage is 64% higher than sinusoidal receiver shape whereas
the linearity error (computed adopting the correct formula) without op-
timization is 0.6% and after the optimization is 0.15%FS.

3.2.1 General working principle

In a very general setting, Fig. 3.6 depicts the IPS where the target is
moving above the receivers following a certain trajectory x. The trans-
mitter coil is driven by a known alternate current iTX, thus generating a
variable magnetic field within the region Ω. The twisted receivers col-
lect an amount of flux proportional to the area. Since the number of the
receivers might be more than one, we index the areas representing the
i-th receiver with the proper oriented surfaces Si and si.

For the description of the ideal working principle of the sensor we
assume the magnetic field generated from the transmitting coil to be
uniform and orthogonal to the plane where the receivers lie. We assume
also that the reactive field, due to the eddy currents generated inside the
target, perfectly shields the external magnetic field.

Considering the receiver uncovered from the target (in Fig. 3.6 the
j-th receiver), the measure of the induced voltage performed with such
a geometry depends on the net flux Φj, which can be written as

Φj (t) =
∫

Sj

b (t) · n+dS +
∫

sj

b (t) · n−dS, (3.9)

where n+ and n− are the external orientation of the surfaces Sj and
sj, respectively. Being the induced magnetic field purely sinusoidal we
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apply the Steinmetz representation to (3.9). In the aforementioned as-
sumptions the imaginary part of the induced voltage at the j-th receiver
depends only from the area as follows

Vj (ω) = −ωBz

[∫
Sj

dS −
∫

sj

dS

]
, (3.10)

where Bz is the amplitude of the induced magnetic field.
From now on we would assume to work at the fixed frequency f0

and will normalize the induced voltage with the value −ω0Bz. Let Vi
be the normalized voltage of the i-th receiver.

When the conductive target covers a portion of the receiver, such
as the i-th receiver in Fig. 3.6, due to the eddy currents generated in-
side the conductor, the induced voltage depends on the portion of area
covered by the target and also from the trajectory as

Vi (x) =
∫

Si/T(x)
dS −

∫
si/T(x)

dS, (3.11)

where Si/T (x) consist in the area of Si uncovered from the target. The
same considerations can be done for the negative part.

The equation (3.11) can be generalized to N domains, for instance
whenever multiperiod sensors are considered, composing the i-th re-
ceivers by defining the functions

Ψk (x) = (Sk − sk) +
∫

T(x)
dS; ψk (x) = (sk − Sk) +

∫
T(x)

dS, (3.12)

and compute the total induced voltage for the i-th receiver as the sum

Vi (x) =
N

∑
k=1

Ψk (x)− ψk (x) , (3.13)

where Ψk (x) and ψk (x) are the positive and negative contributions to
the induced voltage, respectively. We will call these functions area-of-
overlap functions, as defined in [71].

Till now we haven’t considered any constraint about the geometry
of the receivers and the target. All we can say is that Vi (x) is a bounded
function. Indeed,

min
1≤k≤N

−sk ≤ Vi (x) ≤ max
1≤k≤N

Sk. (3.14)

In order to achieve the maximum (minimum) value, the target has to
cover the area of the maximum (minimum) surface when it moves along
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the trajectory x. Actually, Vi (x) is in general very complex to define
since it depends on the trajectory of the target, on the target and receiver
geometries. Similar problems, where the geometry of two convex bod-
ies have to be matched, arise when dealing with motion planning ap-
plications and their complexity is pointed out in many works, [1,15,28].
Here, the shape of the target and of the receivers are free parameters.
Furthermore, since we don’t have constrains on the target geometry, a
trivial one which covers the surface of the receiver is that who coincides
with the receiver itself. However, we have to take into account also the
trajectory followed by the target, given that it determines the dimen-
sion of the sensor. Indeed, we consider only translation of the target on
a fixed straight line. In particular, those lines such that the receiver is
completely covered by the target.

Let w denotes the width of the receiver, that is, the minimum dis-
tance between two parallel lines enclosing the receiver, [1]. Thanks to
the mean value theorem we can find a rectangular representant for the
receiver which has the same width but minimum length, hence mini-
mum size. As a consequence, we will consider only rectangular target
moving above the surface Sk or sk with a constant velocity ẋ and has the
capability to cover all the surface.

The term velocity is introduced on purpose since

d
dt
Vi (x) = ∇Vi (x) · ẋ (3.15)

highlights the fact that there is an energetic interpretation of (3.15) being
∇Vi (x) a force and ẋ a velocity, [7]. Hence, a more general framework
can be applied to this functionals, thus giving the possibility to analyze,
model and adapt novel receivers shapes. We limit ourselves, instead, in
showing how the area-of-overlap functions look like in simple cases, in
particular for a linear geometry of the IPS. The rotary and arc sensors
can be obtained from a change of coordinates from cartesian to polar.

Fig. 3.8 shows the graph of the function Ψ (x) when the target is
moving above the receivers represented in Fig. 3.7. The request of the
differential measurement means to require Sk to be equal to sk. Hence,
the area-of-overlap functions depend only on the area covered by the
target. As expected, these functions reach the maximum value when
the target covers completely the surface.

In general, we can choose among different trajectories in order to
reach the maximum values of Ψk (x) (equivalently ψk (x)) but, if we are
able to endow the receivers geometry with a characteristic shape such
that at the trajectory x∗ the area-of-overlap functions results in closed
form then we can exploit this fact to retrieve the position of the target.
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(a)

(b)

(c)

Figure 3.7: Different receivers geometry (left) with rectangular target (right): (a)
sinusoidal receiver; (b) rhombic receiver; (c) rectangular receiver

Let us consider a sinusoidal receiver shape (see Fig. 3.7a) coupled
with the rectangular target. If the x-axis is chosen as path x∗, then the
function Ψsin (x∗) (ψsin (x∗)) is a cosine function of the position. Fig.
3.8a depicts the graph of the area-of-overlap function and the red dots
its values when the target is moving along the trajectory x∗. The posi-
tion of the target is easily achieved by considering the inverse function
of the cosine. On the other hand, if we endow the receivers with the
cosine shape, the primitive is the sine. This gives the possibility to de-
sign two receivers, in phase and in quadrature with respect to the x∗,
such that the ratio between Vsin (x∗) and Vcos (x∗) is invertible with the
inverse tangent function as

x̂ = atan
(
Vsin (x)
Vcos (x)

)
. (3.16)

This is the standard method to reconstruct the position of the target.
If we adopt the rectangular receiver, on the one hand, comparing

the geometry depicted in Fig. 3.7c with that of Fig. 3.7a, it is easy to
observe that the maximum value of Ψ (x∗) is subject to an increment
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(a) (b)

(c)

Figure 3.8: Ψ(x) on the preselected geometries (a) sinusoidal receiver; (b) rhombic
receiver; (c) rectangular receiver. The red dots indicate the predefined path followed
by the rectangular target.

of π−2
2 , which correspond to 57% of signal increment. On the other

hand, we cannot apply the usual reconstruction formula as done for
the sine and cosine shape of the receivers. Fig. 3.8b shows that the
induced voltage of a rectangular receiver and rectangular target has a
triangular shape (red dots). With the same considerations about the sine
and cosine shape we can consider a second rectangular receiver which
is shifted in quadrature with respect to the in phase receiver and try to
perform a ratiometric measurement.

Let VI (x∗) and VQ (x∗) be the induced voltages on the in-phase
and in-quadrature receivers, respectively. Being this functions affine
we have that the correct formula to be used in order to reconstruct the
position of the target is

x̂ =

{
L
4

m(x)
m(x)+1 if VI (x)VQ (x) > 0,

− L
4

1
m(x)−1 otherwise.

(3.17)

where m (x) corresponds to VI (x) /VQ (x) whereas L is the length of
the sensor. For instance, L is equal to 2π for an absolute rotary sensor
or 2π/n if an incremental IPS with n periods is used. Other types of
reconstruction formulas will lead to a wrong measure, thus affecting
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Table 3.3: Design parameters of the simulated IPS

Input Feature Values
Receiver minimum radius 6 mm
Receiver maximum radius 14 mm

Target min radius 5 mm
Target max radius 16 mm

Air gap 1 mm
PCB thickness 1.6 mm

Transmitter number of turn 4
Modulation amplitude 0.65 mm

directly the linearity error.
Finally, Fig. 3.7b shows the rhombic receiver as proposed in [64].

For this receiver the area can be computed given the maximum diago-
nal [−T, T] and the minimum diagonal [−t, t]. The target is rectangular
with width 2t and length 2T. We identify his position with his barycen-
tre. Depending on the position of the target the in-phase area-of-overlap
function writes

ΨI (x) =


t(x + T) + t

2T
(
x2 − T2) if −3T

2 ≤ x < −T,

t(x + T) + t
2T
(
x2 − T2)+ tT

2 if − T ≤ x < 0,

t(−x + T) + t
2T
(
x2 − T2)+ tT

2 if 0 ≤ x < T,

t(−x + T) + t
2T
(
x2 − T2) if T ≤ x ≤ 3T

2 .

(3.18)

As we can see, the function ΨI (x) is a second order polynomial. The
reconstruction position can be obtained inverting the ΨI at the proper
interval in order to obtain x̂ = Ψ−1

I (x).
We conclude this section with the linearity error formula. This pa-

rameter is computed as

ϵ% = 100 ·
∥x̂ − xre f ∥∞

FS
, (3.19)

where xre f is the reference line and FS is the full scale. For instance, FS
is 2π for an absolute rotary IPS.

3.2.2 Simulation and optimization for the rotary IPS with rectangu-
lar receivers

Lets now apply the rectangular receiver shape coupled with a rectan-
gular target to an absolute rotary IPS. In order to predict the induced
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voltages on the receivers, the sensor has been simulated with the sur-
face integral method proposed in [19]. In particular, the method is ap-
plied to the conductive target that has been discretized with 424 nodes,
696 triangles and 1119 edges. Preliminary results about the simulation
method applied on IPSs with sinusoidal receivers can be found in [79]
and [58], where the simulation method has been extensively discussed
and here we briefly recall the main advantages.

On the one hand, the integral method, when compared to the FEM,
does not require to re-mesh the domain during the motion of the target
above the sensor because only the conductors are meshed. This pro-
vides a speed-up in the simulation of the sensor passing from hours to
seconds for a full simulation. On the other hand, it provides a fully pop-
ulated matrix, which reduces the size of the problems that are possible
to solve.

Table 3.3 represents the geometric parameters of the sensor with the
rectangular receivers. Some preliminary considerations which deviates
from the theory has to be made before simulating the design.

First, in order to achieve a physically feasible design, the copper
traces of the receivers should pass on the top and on the bottom of the
PCB. The electrical connection is maintained through vias, but in order
to avoid via–trace collisions we had to assure a certain gap between the
traces and the vias. Hence the radius of the receivers has been modu-
lated with an amplitude such that this problem is solved (see Fig. 3.9a).

Secondly, having a greater area due to the modulation, we expect
that the induced voltages has to be greater than the theoretical results,
i.e. signals 57% higher with respect to the sinusoidal receivers.

Thirdly, the receivers are placed on the top and on the bottom of the
PCB, whereas the target lies only on one side. This implies that the eddy
currents generated on the target influence more the receiver traces on
the layer near the target. Moreover, this introduces a subtle and more
general effect which is the non-uniform distribution of the magnetic
field above the sensor.

Finally, the air gap is also not considered on the proposed theory.
Actually, the reactive magnetic field of the target cannot completely op-
pose the external induced magnetic field. Indeed, as the air gap be-
tween the target and the receivers increases, it doesn’t shield totally the
covered surface.

Although the assumptions of the theory proposed in the Section
3.2.1 might seem too restrictive, however all these effect are well ex-
plainable. Indeed, a change of trajectory from the ideal x∗ to another
trajectory results in a the deviation of Ψ (x) from Ψ (x∗). Furthermore,

71



Chapter 3. Performance improvement of the rotary IPS

(a) (b)

Figure 3.9: Geometry of the receivers for an absolute rotary IPS: (a) non-optimized;
(b) optimized with NLLS. In phase receiver (red), In quadrature receiver (blue),
transmission coil (black).

the air gap results in the fact that graph
(
Ψag (x∗)

)
is interior to the op-

timal graph (Ψ (x∗)). We recall that a graph of a function f defined on
a domain D represents all those couples (x, f (x)) such that x ∈ D. A
combination of this two effects affects negatively the reconstruction of
the position of the target.

To show the effect of the variable air gap, two simulations have been
performed on the previous designs. If we focus the attention at the
peaks of the induced voltages for the non-optimized designs (Fig. 3.11
and Fig. 3.12), we can observe that they become smoother as the dis-
tance of the target from the sensor increases. However, the induced
voltage slope is far from being linear. The linearity error is poor even if
we approach the target to the sensor because we are not acting on the
second non ideality (i.e. the non uniform distribution of the magnetic
field).

To improve the linearity error of an absolute rotary IPS with sinu-
soidal receivers, an optimization method has been presented in [58].
Indeed, it was shown that it is possible to exploit the speed of the simu-
lator in order to optimize the receivers shape with the NLLS optimizer.
We apply this method also to the rectangular receiver shape taking care
to apply the correct formula for the reconstruction of the position. Fig.
3.13 and Fig. 3.14 show that the optimization positively impact on the
induced voltages and consequently on the linearity error. Aside the
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(a) (b)

Figure 3.10: Geometry of the prototypes: (a) non-optimized; (b) optimized with
NLLS.

peaks, the slope of the induced voltages become linear. With an air gap
of 0.5 mm it is possible to observe that the induced voltage tend to ap-
proach the reference line also at the peaks. This is observable in Fig.
3.14a and Fig. 3.14b, where the linearity error decreases as the induced
voltage is more similar to the reference. However, for fabrication con-
straint, we have to exclude from the optimization the points where the
vias lies. Thus, at the zero crossing, the linearity error shows peaks of
similar amplitude as for the 1 mm gap.

3.2.3 Measurements and discussion

Two PCB-based prototypes, based on the designs previously described,
have been tested with an in-house measurement system consisting of
a set of motorized and manual precision mechanical stages with 11 de-
grees of freedom. It is needed in order to centre the target. We adopt an
air gap of 1 mm, which is a typical value used in automotive or indus-
trial applications.

The signal generator (Siglent SDG6022X) feeds the transmitting coil
at a frequency of 2.083 MHz with an amplitude of 3.5 Vpp. The fre-
quency adopted for the measurements is within the automotive stan-
dards frequency. The data acquisition board (Picoscope 5000) acquires
the received signals from the receivers coils and from the transmitting
one. All these samples are collected and the post-processing consists of
extracting the envelope of the received signals.
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Figure 3.11: Simulation of the non-optimized sensor with an air gap of 1 mm: (a)
induced voltage; (b) linearity error.
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Figure 3.12: Simulation of the non-optimized sensor with an air gap of 0.5 mm: (a)
induced voltage; (b) linearity error.

The linearity error is computed with the formula (3.19), where xre f
is the least squares straight line curve. It is important to note that this
curve is not required to pass through any specific data point of the sen-
sor output characteristics [75]. For the reconstruction of the position of
the target the formula (3.17) is used.

Fig. 3.15 and Fig. 3.16 depict the results of the measurements. The
values of the induced voltages are normalized with respect to the infin-
ity norm of one receiver. The measurements show very good agreement
with the simulations although the difficulties of centering the target. In-
deed, very little variations are sufficient to bring the induced voltage
away from the ideality, thus leading to an error in the measurement.

The induced voltages of the non-optimized sensor show the same
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Figure 3.13: Simulation of the optimized sensor with an air gap of 1 mm: (a) induced
voltage; (b) linearity error.
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Figure 3.14: Simulation of the optimized sensor with an air gap of 0.5 mm: (a) in-
duced voltage; (b) linearity error.

behaviour if compared to the simulations. It can be noticed how 1.6
mm between the top and the bottom of the PCB can affect the induced
voltage. To explain why, lets suppose the target covers the area S1 of
the first receiver. Thus, the induced voltage is maximum in that receiver
and is proportional to s1. On the other hand, the induced voltage on the
second receiver ought to be zero, but this value will never be achieved
since S2/2 of the receiver is on the top and the other one s2/2 is on the
bottom. Having the same area but different magnetic fields acting on
those areas the error becomes evident. Indeed, in those positions the
error reaches the maximum value of 0.6%FS.

As far as the optimized sensor concerns shows a important decre-
ment of the error passing from 0.6%FS to approximately 0.15%FS. The
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Figure 3.15: Measurements for the non-optimized sensor with an air gap of 1 mm:
(a) induced voltage; (b) linearity error.
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Figure 3.16: Measurements for the optimized sensor with an air gap of 1 mm: (a)
induced voltage; (b) linearity error.

first thing to notice is how the areas in the bottom of the receiver are
enlarged by the optimizer in order to compensate the lack of flux.

Secondly, the errors are comparable with the simulations but gener-
ally higher. From the figures, it is possible to observe a discontinuous
behaviour at the zero crossing, which are the points where the opti-
mizer cannot act due to geometrical constraints given by the presence
of vias. Although this effect was already present in the simulation, it
becomes even more evident in the measurements.

It is important to note that, for the position reconstruction, the proper
formula has to be adopted. If we instead use the inverse tangent for-
mula linearity errors greater than 1.5%FS affects the measure.

Finally, Fig. 3.18 shows a comparison of the induced voltage ob-
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tained with the rectangular coil versus the induced voltages obtained
with sinusoidal coils having the same size and the same geometrical
parameter as presented in the Table 3.3. It is evident that there is a
gain of approximately 64% on the induced voltages. As we expected
the value is higher than theoretical value of 57% due to the fact that we
modulate on purpose the radius of the receivers in order to respect the
via to trace distance.

Figure 3.17: Measurement setup for an absolute rotary IPS with rectangular coils.
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Figure 3.18: Comparison between the induced voltages for the sinusoidal and rectan-
gular receivers shape coupled with a rectangular target.
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CHAPTER4
Towards digital twin

Often, users wish to determine if, within a predefined space, there exist
sensor configurations with varying characteristics in terms of linearity
errors. It can be very useful to have a tool that provides insights into
which sensor type to consider even before conducting a full simulation.
To address this need, we have developed a straightforward surrogate
model for a rotary IPS that mimics the behaviour of the simulator.

Moreover, this manuscript introduces for the first time its capabil-
ity to detect deviations from the standard operational range. Notably,
the signals acquired from the IPS receivers exhibit sensitivity to shaft
misalignment issues, including off-axis and tilt.

In this chapter, we present a machine learning tool based on the ran-
dom forest algorithm to detect these misalignments.

4.1 Space exploration for Decision Support

In the engineering practice, it frequently occurs that designers, final or
intermediate users have to roughly estimate some basic performance
or specification data on the basis of input data available at the moment.
The common practice in many companies relies in the knowledge of ex-
perts which has the capability to identify the performance of a product
give certain specifics. Another approach to do this is to investigate by
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means of simulation tools directly the performances. There is nothing
wrong with these approaches but they are time consuming. Recently ef-
fort has been put in the investigation of the performances based on the
input parameters by means of software which can support the users
during the choice of a product. An effective tool which can facilitate
decision making is the DSS.

The DSS provides a data-driven approach to engineering design pro-
cesses, which can save time. By using machine learning algorithms, the
DSS can quickly estimate performance or specification data, and it can
be extended to other fields where the current design practice needs im-
provements. The DSS also allows for the preservation of a company’s
knowledge over time and the possibility to have the models on request
at any time [89].

The first step toward the DSS is the building of a surrogate model
or also know as metamodel. A surrogate model is a simplified model
that is used to approximate the behaviour of a more complex model.
In the context of engineering design, surrogate models are often used
to replace computationally expensive simulations with faster and sim-
pler models that can be used for optimization or other tasks. Surrogate
models are typically created using machine learning algorithms, which
learn to map inputs to outputs based on a set of training data. Once the
surrogate model is trained, it can be used to predict the output of the
more complex model for new inputs. Surrogate models can be used to
speed up the design process, reduce the cost of simulations, and enable
more efficient optimization. Through the years it has become clear that
metamodeling provides a decision support role for design engineers.
To make an example of the importance of having a metamodel, it is re-
ported that it takes Ford Motor Company about 36-160 hrs to run one
crash simulation [54].

A list of areas where the metamodeling can play a role was provided
in [105]. Among different areas the Design space exploration was par-
ticularly interesting for our purposes. The design space is explored to
enhance the engineers’ understanding of the design problem by work-
ing on a cheap-to-run metamodel.

4.1.1 Application to Inductive position sensors

As far as the IPSs is concerned, users wish to determine if, within a
predefined space, there exist sensor configurations with low linearity
errors. Here low linearity error means w.r.t. the necessity of the user.
It should be noted here that not always the users have the possibility
to optimize the receivers coils. It can be very useful to have a tool that
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provides insights into which sensor type to consider even before con-
ducting a full simulation. To address this need, we have developed a
straightforward surrogate model for a rotary IPS that mimics the be-
haviour of the simulator.

The input parameters for this model are geometric variables, such as
TX radius (min and max), RX radius (min and max), Target radius (min
and max), while the output parameter is the maximum linearity error.
By defining the level set of the linearity error as

Sϵ = {x ∈ Rn| f (x) ≤ ϵ},

we can determine the bounding box of these parameters which can be
useful to for the operator in the decisional state of the sensor to consider
for future application.

4.1.2 Data Description

To build a surrogate model we have to create a dataset so that a map in-
put (feature space)-output(labels) is created. In general we don’t know
the relations that exists between these quantities. The model will do
that for us. The approach of training a model with label is called super-
vised learning.

Supervised learning can be divided into regression and classifica-
tion problems. Whereas the outputs for classification are discrete class
labels, regression is concerned with the prediction of continuous quan-
tities.

The training data comes in pairs of inputs (x, y), where x ∈ Rd is the
input instance, and y is its label. The entire training data is denoted as:

D = {(x1, y1), . . . , (xn, yn)} ⊆ Rd × C
where:
Rd is the d-dimensional feature space, xi is the input vector of the

i-th sample, yi is the label of the i-th sample, and C is the label space.
The dataset used in this study, comprise 18,382 samples in the train-

ing set and 4,596 samples in the test set, all obtained through simula-
tions performed solving the eddy current problem described in the first
chapter. The input features and their corresponding intervals are sum-
marized in Table 4.1. The choice of the intervals depends on the user
needs whereas the output variable which set the performance is the lin-
earity error. Obviously, the model we would build is a regression model
being the output a real variable.

For the dataset sampling the Sobol strategy was used. It provides a
sequence of points that very uniformly fill the multi-dimensional cube
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Table 4.1: Input Features and Intervals

Input Feature Min Value (mm) Max Value (mm)
Maximum radius TX 32 36

Minimum radius Target 24 28
Maximum radius Target 30 36

Minimum radius RX 26 28
Maximum radius RX 29 34.5

where the distribution of the sampling points tends to concentrates in
specific regions due to the curse of dimensionality [95].

4.1.3 Building the model using Gaussian Processes

Gaussian Processs (GPs) 1 represent a category of statistical models
enabling the formulation of a probability distribution over stochastic
functions. Rather than explicitly specifying a mathematical function
governing the generation of observed data, GPs capture the covariance
relationships between pairs of data points within the process. This
modelling approach incorporates our domain expertise and available
data, which might seem abstract but finds diverse applications, includ-
ing the modelling of stochastic physical phenomena, as well as high-
dimensional interpolation and smoothing. Indeed they have several
advantages:

1) their prediction interpolates the observations. Useful when the
model should generalize well the input data.

2) the prediction is probabilistic, typically following a Gaussian dis-
tribution. This allows for the computation of empirical confidence
intervals, enabling decisions regarding whether to refit the model
(online fitting or adaptive fitting) in specific regions of interest.

3) the method allows the specification of different kernels.

We start from considering the Gaussian distribution. A Gaussian
random variable X ∼ N (µ, Σ), where µ represents the mean and Σ is
the covariance matrix, follows the probability density function given
by:

P(x; µ, Σ) =
1

(2π)d/2|Σ|
exp

(
−1

2
(x − µ)⊤Σ−1(x − µ)

)
where |Σ| denotes the determinant of the covariance matrix Σ. The

Gaussian distribution has some nice properties. Considering y = [yA, yB]

1Also referred to Kriging method
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a Gaussian random variable, with mean µ = [µA, µB], and covariance

matrix Σ =

[
ΣAA ΣAB

ΣBA ΣBB

]
.

• Normalization:
∫

p(y; µ, Σ) dy = 1

• Marginalization: The marginal distributions p(yA) =
∫

p(yA, yB; µ, Σ) dyB
and p(yB) =

∫
p(yA, yB; µ, Σ) dyA are Gaussian:

yA ∼ N (µA, ΣAA)

yB ∼ N (µB, ΣBB)

• Summation: If y ∼ N (µ, Σ) and y′ ∼ N (µ′, Σ′), then y + y′ ∼
N (µ + µ′, Σ + Σ′).

• Conditioning: The conditional distribution of yA on yB:

p(yA|yB) =
p(yA, yB; µ, Σ)∫

p(yA, yB; µ, Σ) dyA
,

is also Gaussian:

yA|yB = yB ∼ N
(

µA + ΣABΣ−1
BB(yB − µB), ΣAA − ΣABΣ−1

BBΣBA

)
.

Now the idea is to use these properties to build a model such that
the complicated function which represent the map between the data
and the output is a multivariate Gaussian distribution

f ∼ G(µ(x), k(x, x′)).

It can be thought about the function as a random variable with a
mean and a variance but in the case the mean is not a number but in-
stead a functions. Sometimes is also called trend.

In practice, the labels f (x) determine the heights of the functions
whereas the most difficult task is finding the relations between the x
and his neighbours. This is the task of the covariance function k(x, x′)
and this is the heart of the GPs. One popular and powerful covariance
function is theRadial Basis Function (RBF) with different length scales
for each feature dimension. Fig. 4.1 shows an example of the functions
living in GP (a priori) and the functions constrain from the dataset (a
posteriori) [85]. In this case the function we want to model, given the
data (black dots in the figure), is f (x) = sin(x) + sin(2x) when the sam-
ples are computed in x = [−4,−3,−2.5,−1.5,−1,−0.5, 1.2, 1.3, 2, 3.4, 4.
The dashed black line is the mean function µ(x) whereas the dashed
red line is the real function.
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Figure 4.1: A priori (on the left) functions picked from the GP and a posteriori (on
the right) functions picked from the GP modelling a function f (x) = sin(x) +
sin(2x).

4.1.4 Methodology

The training of our model is made easier with the use of the versatile
machine learning library such as scikit-learn. Within the package,
build in functions are already available and also several numbers of
kernels.

By taking advantage of the library’s extensive features, we’ve made
the training process more efficient and carefully fine-tuned the model’s
settings to ensure it works well with our dataset.

We outline the training setup in Table 4.2.

Table 4.2: Parameters of Gaussian Process Regressor

Parameter Value
Kernel RBF

Length Scale 1.0
Length Scale Bounds (1 × 10−2, 1 × 102)
n_restarts_optimizer 9

4.1.5 Results

The maximum linearity error ranges from 0 to 4%. The primary metric
used for evaluation was the Root Mean Square Error (RMSE), calculated
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Figure 4.2: Gaussian Process Performance

as

RMSE =

√
∑N

i=1(M(xi)− ŷ(xi))2

N
. (4.1)

This metric showed a value of approximately 0.15 which is the error
of the predicted linearity error from the actual one. Fig. 4.2 illustrates
the error distribution on the test set. The distribution indicates that
the error clusters around the true values. In the majority of cases, the
error remains within 10% of the actual values. Specifically, with a 95%
confidence level, the error does not exceed 7.5% in most instances.

These results establish the reliability of our model’s predictions, mak-
ing it a valuable tool for applications like quality assurance and opti-
mizing sensor design and placement. Furthermore the model also al-
lows users to have a tool which can predict a large dataset in very short
time. A simulation takes approximately 40 seconds whereas with the
model the values of 10000 samples are obtained in seconds. Once a
user have the performance parameters can easily choose to select the
level set of the sensors which has linearity error below a certain thresh-
old and finally decide the right geometry to adopt for further develop-
ment.
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Chapter 4. Towards digital twin

4.2 Misalignments detection

The utilization of non-invasive techniques for data acquisition in auto-
matic timely scheduling of the maintenance and predicting failure as-
pects of dynamic machines holds a great scope in future [32]. To this
end, different works provide solutions based on vibrations (or acoustic)
analysis performed using accelerometers or inductive proximity sen-
sors [67, 94]. In particular, in [94] a comparison between the vibration
sensors and the proximity sensors has shown that the later tends to pro-
vide better diagnosis informations. Moreover, they claim that high fre-
quency components are difficult to detect accurately as far as the prox-
imity sensors are adopted. This is inherently related to the operation
principle of the sensor which measures displacements. Hence, even
shaft surface movements affect negatively the measurement. In order
to improve the accuracy of the model using these sensors, information
fusion algorithms are used [99].

What we want to show in this manuscript is that it is possible to
achieve predictive maintenance by using as a key component IPSs. Till
now this sensors has been used for the measurement of the position ro-
tation. Yet, in many works is claimed that the measurements on the lin-
earity error, which is a key performance parameter of the sensor, are af-
fected by the misalignments between the rotor part and the stator part.
If in the one hand this is a problem in the context of the position sens-
ing, on the other hand it suggests that the sensor can be used for novel
purposes such the detection of anomalies within the system. A theoreti-
cal motivation was previously given in [60], where emphasis was given
to the relation between the trajectory and the area-of-overlap functions.
These functions are directly related to the output response of the sensor.
Whenever the trajectory followed by the rotor deviates from the ideal
one the area-of-overlap functions will also deviate from the ideal one.

In this work we exploit this feature to develop a digital model repre-
senting the shaft of a rotating machine. First we perform a set of simu-
lations with several anomalies which might affect the operating region
of the shaft. Then, we build an inverse regression model which has as
input the observations obtained from the simulations and as output the
anomalies that has generated those observations. To build the digital
twin we use the Random Forest (RF) regressor. Finally, we show the
potential of the method by means of measurements performed on a ro-
tary IPS.
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4.2. Misalignments detection

Figure 4.3: Definition of the off-axis along x-axis and y-axis.

4.2.1 Misalignments types

In the following we will refer to the target as rotor, which will be at-
tached to the shaft, whereas as far as the the sensing part is concerned,
containing the receivers and the transmitter, as stator.

Several types of mechanical misalignments has been identified as far
as the IPSs is concerned. When using the IPS as a position sensor the
investigation of these non-idealities is important because compensation
techniques are applied in order to improve the linearity of the sensor.
A list of these non-idealities is provided in the following.

1) A rigid rotation of the system rotor-shaft w.r.t. the stator defines
the tilt

2) A rigid translation of the system rotor-shaft w.r.t. the stator defines
the off axis

3) A rigid translation of the rotor w.r.t. the stator along the z axis
defines the air gap.

To understand how the aforementioned non-idealities act on the in-
duced voltages, a set of simulations has been performed considering
one effect at time. Instead of showing the induced voltages of the sensor
with and without misalignments, Fig. 4.5 depict the pointwise differ-
ence between these signals. This is a compact representation of the dis-
crepancies and furthermore it provides useful insights about the effect
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Figure 4.4: Definition of the tilt along x-axis and y-axis.

of each misalignment. The figure shows also the geometry of the sensor
with the transformations discussed above which cause that particular
error. These quantities are projected on the plane as a parametrization
of the θ angle i.e. [∆Vcos (θ) , ∆Vsin (θ)]. Observing the graphics of these
discrepancies some interesting rule of thumb can be extracted.

First, the air gap has always the effect of reducing the amplitude
of the received signal as far as the distance between the target PCB in-
creases. Indeed, the intensity of the eddy current generated inside the
target decreases as the distance from the transmitter increases.

Second, the off-axis and the tilt results in an asymmetric distortion
of the received signal. As far as the off-axis is concerned, being the ro-
tor parallel to the stator the induced voltages cannot increase more than
the maximum value allowed for that specific air gap. When an off-axis
is applied, it can only be reduced since a portion of the receiver remains
uncovered. Regarding the tilt, having the rotor an angular misalign-
ment it will cover more a portion of the stator but less the other one
during the revolution of the shaft. The signals increased in one region
will decrease on the other one as a compensation effect. They can be
associated in literature with the static eccentricity since the minimum
radius of the rotor above the stator is fixed.

These misalignments can be associated in literature with the dy-
namic eccentricity since the minimum radius of the rotor above the sta-
tor rotates with the rotor during the revolution. Based on the [3, 29] we
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Figure 4.5: The misalignment on the left and the 2D error plot of the induced voltages
w.r.t. an ideal reference. From top to bottom; off-axis, tilt, air-gap.
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can identify the aforementioned anomalies acting on our sensor as:

• multivariate: since we are considering five different mixed anoma-
lies

• collective: since they can act on the overall system at the same time

• temporal: since the observations are only time dependent

The normal operation condition is when the rotor follows the ideal tra-
jectory which generates on the receivers the desired responses. In our
case the ideal responses of the rotary IPS must be sinusoidal functions.

Given these information we want to develop a method to identify
the misalignment of the shaft where the sensor is mounted. To achieve
this we develop a machine learning tool based on RF for regression
purposes which given in input the induced voltages signals on both
receivers is able to identify the anomaly and give insight in the position
of the rotor shaft.

In our view this work represent a first step towards the concept of
digital twin of the shaft using the IPS.

4.2.2 Decision Tree

There exist several straightforward yet effective models that partition
the input space into cuboidal regions, with edges aligned to the axes.
Each region is then assigned a simple model, such as a constant. These
models can be seen as a method of combining models where only one
model is responsible for making predictions at any given point in the
input space. The selection of a specific model for a new input x can
be described as a sequential decision-making process that corresponds
to traversing a binary tree (a tree that splits into two branches at each
node).

Fig. 4.6 illustrates a recursive binary partitioning of the input space
and its corresponding tree structure. In this example, the first step di-
vides the entire input space into two regions based on whether x1 < θ1
or x1 > θ1, where θ1 is a model parameter. This creates two subregions,
each of which can be further subdivided independently. For instance,
the region x1 < θ1 is further divided based on whether x2 < θ2 or
x2 > θ2, resulting in regions A and B.

The recursive subdivision can be described by traversing the binary
tree depicted always in Fig. 4.6 . For any new input x, we determine its
region by starting at the root node of the tree and following a path down
to a specific leaf node based on the decision criteria at each node. It’s
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Figure 4.6: Partition of the domain and the related decision tree [21].

important to note that these decision trees are not probabilistic graphi-
cal models.

A key feature of tree-based models, which makes them popular in
fields like medical diagnosis, is their interpretability. They correspond
to a sequence of binary decisions applied to individual input variables,
making them easily understandable by humans. For example, to pre-
dict a patient’s disease, we might first ask if their temperature is above
a certain threshold. If yes, we might then ask if their blood pressure is
below another threshold. Each leaf of the tree corresponds to a specific
diagnosis.

To learn such a model from training data, we need to determine the
tree’s structure, including which input variable forms the split criterion
at each node and the value of the threshold parameter θi for the split.
We also need to determine the values of the predictive variable within
each region. This process is called tree growing and is a crucial part of
decision tree algorithms in machine learning. It involves selecting ques-
tions or conditions to split the data. This process continues recursively
until a stopping criterion is met, such as reaching a maximum depth or
a minimum number of samples per leaf. The goal is to create branches
that lead to terminal nodes (leaves) that are as pure as possible, mean-
ing they contain predominantly samples from one class.

Considering a classification problem where we aim to predict a sin-
gle target variable t from a D-dimensional vector x = (x1, ..., xD)

T of
input variables. The training data consists of input vectors {x1, ..., xN}
and corresponding continuous labels {t1, ..., tN}. Even with a fixed num-
ber of nodes in the tree, finding the optimal structure (including the
choice of input variable for each split and the corresponding thresh-
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olds) to minimize the RMSE is usually computationally infeasible due
to the large number of possible solutions. Instead, a greedy optimiza-
tion is typically used, starting with a single root node that corresponds
to the entire input space and then growing the tree by adding nodes one
at a time.

At each step, there will be several candidate regions in the input
space that can be split, corresponding to adding a pair of leaf nodes to
the existing tree. For each of these, there is a choice of which of the
D input variables to split, as well as the value of the threshold. The
joint optimization of the choice of region to split and the choice of in-
put variable and threshold can be done efficiently by exhaustive search.
Notably, for a given choice of split variable and threshold, the optimal
choice of predictive variable is given by the local average of the data,
as noted earlier. This process is repeated for all possible choices of vari-
able to be split, and the one that results in the smallest residual sum-of-
squares error is retained.

However, there are some problems with tree-based methods like
classification and regression trees (CART). While their interpretability
is often seen as a major strength, in practice they are good but not great
predictors very sensitive to the details of the dataset [26].

There are other issues with tree-based methods considered in this
section. One is that splits are aligned with the axes of the feature space,
which may be suboptimal. For example, separating two classes whose
optimal decision boundary runs at 45 degrees to the axes would require
many axis-parallel splits compared to a single non-axis-aligned split.

Furthermore, decision tree splits are hard, meaning each region of
input space is associated with one and only one leaf node model. This
issue becomes particularly problematic in regression where we typi-
cally aim to model smooth functions, but tree models produce piecewise-
constant predictions with discontinuities at split boundaries.

4.2.3 Random Forest

We have seen that standard decision trees are restricted to axis-aligned
splits of the input space. These constraints can be relaxed, at the ex-
pense of interpretability, by allowing soft, probabilistic splits that can
be functions of all of the input variables, not just one of them at a time.
If we also give the leaf models a probabilistic interpretation, we arrive
at a fully probabilistic tree-based model called the hierarchical mixture
of experts

RFs are a combination of tree predictors such that each tree depends
on the values of a random vector sampled independently and with the
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same distribution for all trees in the forest [25].
A new data point is classified by passing it through each of the

trees, averaging over the resulting terminal distributions, and taking
the mode of this aggregate distribution. Due to averaging and weak
dependence, significant errors in these estimates can be tolerated.

Furthermore, since the processes of tree-growing and parameter es-
timation can be separated, these estimates can be refined indefinitely
without the need to reconstruct the trees. This refinement is achieved
simply by updating a counter in each tree for each new data point.

The separation between tree construction and parameter estimation,
along with the possibility of using different training samples for each
phase, opens up opportunities for tree-growing based on either unla-
beled samples (i.e., unsupervised learning) or samples from only some
of the shape classes. Both of these methods perform surprisingly well
compared to traditional supervised learning [8].

To see why an ensamble of trees work better than a single tree we
start from considering the bias-variance decomposition computed on
an entire dataset A. Let the model M be a random variable with distri-
bution P . The variance bias decomposition writes:

E
[
(MA(x)− y(x))2

]
= E

[
(MA(x)− M̄(x))2

]
Variance

+ E
[
(M̄(x)− ȳ(x))2

]
Bias

+ E
[
(ȳ(x)− y(x))2

]
Noise

where y(x) is the real label, the MA(x) the estimate label, M̄(x)) is the
mean classifier and y(x) the mean label.

Our primary aim remains reducing the variance component:

E
[
(MA(x)− M̄(x))2

]
To achieve this, we aspire to converge individual functions MA toward
a common function M̄. One way to address this challenge is through
ensemble learning techniques. The weak law of large numbers, which ap-
plies to i.i.d. random variables, suggests that when we have N indepen-
dent classifiers MAi , the average of their predictions tends to converge
to a common prediction:

M̂ =
1
N

N

∑
i=1

MAi → M̄ as m → ∞

This ensemble of classifiers is often referred to as an ensemble. So the
idea to build N models associated to the datasets Ai (i = 1, . . . , N)
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should provide benefits in reducing the variance. However, a practi-
cal challenge arises: we often do not have access to multiple datasets
A1, . . . , AN, but we only have the single dataset A. To address this chal-
lenge the concept of Bagging (Bootstrap Aggregating) is introduced.

The bagging consist in simulating selections from the distribution
P , by performing sampling with replacement from the same dataset A.
We define a probability distribution over the dataset A as Q(X, Y|A)
that selects a training sample (xi, yi) from A uniformly at random:

Q((xi, yi)|A) =
1
n

for all (xi, yi) ∈ A with n = |A|

which means that all the samples has the same probability to be picked.
Then multiple datasets Ai are created by sampling from the new

defined probability density Q, where |Ai| has the same size of A and
each Ai is selected with replacement from A. The bagged classifier is
defined as follows:

MA =
1
N

N

∑
i=1

MAi

It’s important to note that MA does not necessarily converge to M̄ be-
cause we are under the assumption that M(Ai) and M(Aj) are inde-
pendent. Nevertheless, in practice, bagging effectively reduces vari-
ance.

Although is not possible to prove that the new samples are i.i.d., it
is possible to show that they are selected from the original distribution
P with the assumption that the dataset is large.

In summary, Bagging involves the following steps:

• Sample N datasets A1, . . . , AN from A with replacement.

• Train a classifier Mi(x) on each Ai.

• The final classifier is defined as M(x) = 1
N ∑N

j=1 Mj(x).

In practice, a larger value of N generally leads to a more effective en-
semble, but there are diminishing returns. Setting N excessively high
may result in slower computation without significant improvements in
function performance.

4.2.4 Random forest for misalignment identification

For the development of our model, we employed the VSCode environ-
ment and the scikit-learn Machine Learning package in Python. Specif-
ically, we utilized the sklearn.ensemble module, which includes averaging
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Figure 4.7
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Figure 4.7: Distribution of the predicted error from the RF model and the gaussian
fitting curve with the relative standard deviation. (4.7a) air gap error; (4.7b) error
of off-axis along x direction; (4.7c) error of off-axis along y direction (4.7d) error of
tilt along x direction; (4.7e) error of tilt along y direction.

algorithms based on randomized decision trees, such as the RF algo-
rithm.

Given that we have the ability to provide synthetic data obtained
from our solver we want to use a supervised learning model to predict
the misalignments. Exploiting the speed of the in-house solver, 20000
data can be obtained in less than 24 hours. 10 cores are used in paral-
lel for the simulations executed on a workstation with 32GB of RAM
equipped with Intel Core i7 with base clock frequency of 3.6GHz per
core.

The learning process for the RF model was carried out on a high-
performance computing system equipped with an AMD Ryzen Thread-
ripper PRO 3975WX CPU. This CPU boasts 32 cores, 256 GB of RAM,
and operates at a base frequency of 3.49 GHz, providing significant
computational power for machine learning tasks.

The misalignments are uniformly sampled from a predefined 5 di-
mensional hyper-rectangle which feeds the simulator. Table 4.3 shows
the ranges of the hyper-rectangle. For each simulation we obtain the
outputs which are the samples of the induced voltages, 101 for the sine
receiver and 101 for the cosine receiver. The Fast Fast Fourier Transform
(FFT) is then applied to the received signals, where we take only the
first 100 points. The reason why we adopt this representation is that the
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Table 4.3: Simulated misalignments

Misalignent type Range
off-axis x [-2, 2] mm
off-axis y [-2, 2] mm

tilt x [-1°, 1°]
tilt y [-1°, 1°]

air gap [0, 3] mm

low frequency signals are responsible for the misalignments, whereas
the high frequency signals shows the typical behaviour of bearing fault
The real and the imaginary part of the FFT for each receiver becomes
the input of the machine learning model, where the output are the cor-
responding misalignments that we want to predict.

It is important to note that the data collected for this model was ob-
tained through a simulator, which provides clean and accurate data.
Actually, the measured data are noisy which can make the prediction of
the model difficult. We first apply a preprocessing step when the data
is cleaned with moving average filter. The purpose of this preprocess-
ing step is to make the measured data more representative of the actual
data with which the model was trained.

For the validation of the model 20% of the dataset is left out from
the training set and the root mean square error (RMSE) of the model is
computed. Table 4.4 and Fig. 4.7 shows the predictive performance of
the model.

Table 4.4: RMSE Errors for RF model.

Variable RMSE Error
Airgap 0.027 [mm]

Off-axis x 0.076 [mm]
Off-axis y 0.075 [mm]

Tilt-x 0.067 [°]
Tilt-y 0.065 [°]

In particular Fig. 4.7 shows that, in 95% of the cases, the distribution
of the error for each non-ideality provides the following relative errors

• below 4%FS for the Off-axis,

• below 6%FS for the Tilt,

• below 2%FS for the Air Gap.

97



Chapter 4. Towards digital twin

The next section will provide some measurements in order to test
this model and whether his performance can provide insights about
the misalignments.

4.3 Data Collection and Measurement Setup

To assess the model’s performance, we conducted a series of measure-
ments adopting a measurement setup similar to those shown in the
previous chapters. During this measurement session, we adopted the
Renesas/IDT Inductive Position Sensor Integrated Circuit (IPS2550),
which offers a high-speed analog interface, providing positional infor-
mation in the form of demodulated analog sine/cosine raw data ob-
tained from the receiver coils. The IPS2550 incorporates a local oscil-
lator (LO) that excites the transmitting coil at the user’s specified fre-
quency using an external capacitor; in our case, this frequency was set
to 3.4 MHz. The input stage of the system involves a mixer, which mul-
tiplies the LO signal with the received signal, followed by a low-pass
filter to extract the envelope of the received signal, which is then used
as input data for our model. Having trained the model with only one
period per anomaly, from each received signal, a preprocessing stage
takes care in collecting properly each measured period.

Before starting the test, we first identify the maximum induced volt-
ages on the receivers. It consists in placing the metallic target above the
receivers, touching the PCB resist. Subsequently, rotating it at 90° cov-
ering each of the 4 areas of the receivers. The maximum induced volt-
age was saved and used to correctly normalize the measured induced
voltages, as described in (4.3).

The test consist in centring the target as accurately as possible and
subsequently induce different displacement that emulate different shaft
misalignment such as off-axis along the x and y axis and a tilt in the
x and y axes. Table 4.5 shows the sequence of the displacements we
perform on the target. Since we don’t have knowledge a priori of the
anomalies affecting the "centered" target the table shows displacement
w.r.t. an unknown value. Subsequently, we apply the delta displace-
ments.

For each movement we collect approximately 15 periods of the sine
and cosine receivers. Periods which contains wrong or incomplete val-
ues, for instance the first and the last period corresponding to the phases
when the stepper motor accelerate and decelerate, are removed from
the dataset. Fig. 4.8 depicts an example of the received signals while
the stepper motor, which simulates a shaft, performs multiple rotations
around its axis.
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Figure 4.8: Example of the output signal obtained from the oscilloscope. The x-axis
is the numbers of samples whereas the y-axis is the induced voltage on RXcos (Blu)
and RXsin(Orange)

Similar to the model training phase, we compute the FFT of each
single period, separately, extracting the real and imaginary parts of the
first 100 samples which becomes the input of the previously trained RF
model.

4.3.1 Calibration of the model

In Chapter 3, we gained valuable insights into the non-ideality of the ro-
tary IPS. Interestingly, it also offers a straightforward solution to make
the model work effectively.

The issue at hand is this: we train the model with a variable air gap,
but in practice, we place the sensor at a unknown distance that might
also be outside the training range. How can the model accurately iden-
tify the air gap when the real sensor operates with a current different
from the simulated one?

The problem arises from the fact that the model can’t identify the air
gap unless the training dataset contains the maximum value of the in-
duced voltage. This maximum value corresponds to the position of the
target at z = 0. Even in this case, automatic identification of the air-gap
from the model in practice is very challenging. Eventually one should
manually try to identify the correct working region of the model which
is not our purpose. Our aim is to automatically identify the operation
region without involving the intervention of an operator.

Revisiting Chapter 2, we discussed the distribution of induced volt-

99



Chapter 4. Towards digital twin

Table 4.5: Measurement sequence using the stepper motor for the off-axis and a go-
niometer manually moved.

Measurement Air Gap[mm] Off-Axis X[mm] Off-Axis Y[mm] Tilt X[°] Tilt Y[°]
meas #1 x1 + 0.7 x2 x3 x4 x5

meas #2 x1 + 0.7 x2 + 0.4 x3 x4 x5

meas #3 x1 + 0.7 x2 + 0.8 x3 x4 x5

meas #4 x1 + 0.7 x2 x3 x4 x5

meas #5 x1 + 0.7 x2 − 0.4 x3 x4 x5

meas #6 x1 + 0.7 x2 − 0.8 x3 x4 x5

meas #7 x1 + 0.7 x2 x3 x4 x5

meas #8 x1 + 0.7 x2 x3 + 0.4 x4 x5

meas #9 x1 + 0.7 x2 x3 + 0.8 x4 x5

meas #10 x1 + 0.7 x2 x3 x4 x5

meas #11 x1 + 0.7 x2 x3 − 0.4 x4 x5

meas #12 x1 + 0.7 x2 x3 − 0.8 x4 x5

meas #13 x1 + 0.7 x2 x3 x4 + 0.5 x5

meas #14 x1 + 0.7 x2 x3 x4 + 0.5 x5 + 0.5
meas #15 x1 + 0.7 x2 x3 x4 − 0.5 x5 − 0.5
meas #16 x1 + 0.7 x2 x3 x4 x5 − 0.5

ages during the motion of the target above the sensor. We mentioned
that the area-of-overlap functions are bounded functions, as indicated
by (3.14). In order to achieve the maximum (minimum) value, the tar-
get has to cover the area of the maximum (minimum) surface when it
moves along the trajectory x.

−1 ≤ Vsim

VM
sim

≤ 1 (4.2)

−1 ≤ Vmeas

VM
meas

≤ 1 (4.3)

This is crucial for the calibration of the model. We first need to
compute the maximum induced voltage in the simulations, VM

sim. Af-
ter that, we have to place the real target above the PCB and find the
maximum measured induced voltage, Vmeas

M . This calibration proce-
dure is very easy to perform and as the measurements will show it is
robust even though we manually and without the use of precision in-
struments placed the target above the sensor. Finally, we just have to
scale all the induced voltages w.r.t. these quantities so that condition
(4.2) and (4.3) are met during the simulation and the measurements.
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Figure 4.9: Predicted values of the model for each measurement.

4.3.2 Discussion

Fig. 4.9 is 1D representation of the displacement predicted from our
model.

Firstly, it is possible to observe that the first measure, as expected,
presents anomalies such as off-axis and tilt which are not zero in both
x and y axis. This is a consequence of the fact that the system isn’t cen-
tered properly. However, we will consider this measure as a reference
for the subsequent measures.

Secondly, we observe a periodic pattern corresponding to the dis-
placement induced in the off-axis. In particular, it is possible to note
that from measure 1 to measure 7 the off-axis x and off-axis y both
change in opposite directions (the first increase whereas the second de-
crease) when a displacement along off-axis x is applied. On the other
hand, when a displacement along off-axis y is applied, from measure
7 to measure 13 the pattern changes and the both of them tend to in-
crease or decrease simultaneously. During this phase the tilt shows a be-
haviour which is not constant. Moreover, in the measurement 13 where
all the values should correspond to the first measure the tilt along x
is almost doubled. The air gap tends to remain almost constant during
this phase with limited variation in correspondence of the measurement
3 and 9. As far as the other measurements is concerned (13-16), the off-
axis moves slightly with respect to the measurement 1 whereas the tilt
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along x and y increase or decrease in correspondence to manually ro-
tations of the goniometer. During this phase the air gap shows evident
variation in measurement 13, 14 (decrease) and 15 (increase).

Thirdly, the predicted off-axis directions are apparently different from
the one induced but actually they predict correctly since the receivers
are rotated of 45° during the measurement phase.

Table 4.6 shows the predicted values and the linearity error com-
puted for each measurement with the least square fitting curve. We
can observe that the measurements start with a linearity error which
is 0.21%FS and oscillates as the displacements are induced. We also
observe that when negative displacement of off-axis y are induced the
linearity error improves. The minimum of this performance value is
(approximately 0.5° of error) is achieved in correspondence of the mea-
surement 11, when an off-axis y displacement of -0.4 mm is induced.
Indeed, the anomaly values are very close to the ideal one with the ex-
ception of off-axis y which is predicted 0.17 mm. The higher linearity
error are achieved in correspondence of the measurement 14 and 15
(approximately 28° of error).

Table 4.6: Predicted values with the RF model and the linearity error for each mea-
surement.

Measurement Air Gap[mm] Off-Axis X[mm] Off-Axis Y[mm] Tilt X[°] Tilt Y[°] Linearity Error [%]
meas #1 0.74 0.21 0.21 -0.13 0.10 0.211
meas #2 0.76 0.02 0.51 -0.05 0.12 0.245
meas #3 0.79 -0.11 0.61 0.02 0.23 0.346
meas #4 0.74 0.23 0.25 -0.14 0.11 0.233
meas #5 0.75 0.36 0.06 -0.19 0.10 0.371
meas #6 0.72 0.83 -0.25 -0.12 0.12 0.591
meas #7 0.74 0.19 0.23 -0.13 0.10 0.223
meas #8 0.74 0.57 0.45 -0.23 0.22 0.409
meas #9 0.80 0.64 0.38 -0.33 0.23 0.553
meas #10 0.73 0.20 0.23 -0.13 0.10 0.223
meas #11 0.74 0.09 0.17 0.00 0.08 0.134
meas #12 0.77 -0.25 -0.05 0.18 -0.01 0.182
meas #13 0.67 0.26 0.23 -0.30 0.06 0.452
meas #14 0.67 0.35 0.29 -0.58 0.15 0.775
meas #15 0.94 0.21 0.18 0.58 0.29 0.782
meas #16 0.76 0.30 0.17 0.28 0.04 0.478

Finally, it is possible to observe that for each induced displacement
the amplitude is not the same as those expected. Table 4.7 shows the
module of the vectors depicted in Fig. 4.10. We can see the increasing
or decreasing trend as the target is subject to off axis misalignment. The
same happens for the tilt where it starts to have a significant change
w.r.t. the previous trend. It is interesting to observe that the differ-
ence between measure 13 and measure 12 is of 0.5° meaning that the
displacement w.r.t. the previous measurement is aligned with the ex-
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pectations. We have to note here that for the computation of the angles
we have used the usual eucledian distance but actually this is an ap-
proximation that holds for small angles. In general, one has to adopt
computations such as law of cosine on a sphere.

However, although the predictions are not always aligned with the
expected values the direction of the displacement is preserved. Indeed,
Fig. 4.10 shows the direction of the off-axis and of the tilt as the varia-
tions are applied.

Measure Predicted module of Off-Axis [mm] Expected module of Off-Axis [mm] Predicted module of Tilt [°] Expected module of Tilt [°]
meas #1 - - - -
meas #2 0.358 0.4 0.091 0
meas #3 0.516 0.8 0.198 0
meas #4 0.039 0 0.014 0
meas #5 0.203 0.4 0.059 0
meas #6 0.761 0.8 0.022 0
meas #7 0.034 0 0.002 0
meas #8 0.432 0.4 0.158 0
meas #9 0.463 0.8 0.237 0
meas #10 0.028 0 0.001 0
meas #11 0.134 0.4 0.137 0
meas #12 0.534 0.8 0.329 0
meas #13 0.053 0 0.168 0.5
meas #14 0.156 0 0.446 0.5
meas #15 0.030 0 0.736

√
2*0.5

meas #16 0.089 0 0.419 0.5

Table 4.7: Module of Off-Axis Misalignment and Tilt Misalignment with Reference
to Measure 1

103



Chapter 4. Towards digital twin

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 1
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 2
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 3
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 5
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 6
Reference
Off-Axis Direction
Tilt Direction

Figure 4.10

104



4.3. Data Collection and Measurement Setup

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 8
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 9
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 11
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 12
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 13
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 14
Reference
Off-Axis Direction
Tilt Direction

Figure 4.10

105



Chapter 4. Towards digital twin

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 15
Reference
Off-Axis Direction
Tilt Direction

0.04 0.02 0.00 0.02 0.04
Vcos( )[V]

0.04

0.02

0.00

0.02

0.04

V s
in

(
)[V

]

Meas 16
Reference
Off-Axis Direction
Tilt Direction

Figure 4.10: The vectors of off-axis and tilt depicted in the 2D plane for each mea-
surement w.r.t. the first measurement.

106



CHAPTER5
Conclusions

In conclusion, this research has presented innovative methods for in-
vestigating non-idealities on inductive position sensors using a numer-
ical method casted in the Discrete Geometric Approach (DGA). The
sensors, which operate based on eddy currents generated on a metal-
lic moving object, have been studied from various aspects.

Firstly, a simulation tool based on the boundary integral method
for the solution of MQS problems was provided to predict the perfor-
mance of the sensor in terms of linearity error. The results validated the
methodology, showing that measured linearity errors match simulated
values.

Secondly, to overcome the limitation of the fully populated stiffness
matrix, a method was described to compute the mutual coupling part
of the system with two conductors on the fly. This allows for solving
problems with a higher number of unknowns. The Gauss–Seidel (GS)
iterative techniques and the fast multipole method (FMM) were applied
to speed up the solution of the system and take into account the mutual
effects between the conductors.

Thirdly, a novel methodology was proposed to optimize the de-
sign of a ratiometric rotary inductive position sensor (IPS) fabricated
in printed circuit board (PCB) technology. The optimization aimed at
reducing both the linearity error of the sensor and amplitude mismatch
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between the voltages on the two receiving (RX) coils. The optimized
sensors exhibited a linearity error below 0.1% of the full scale (FS) with-
out any signal calibration or post-processing manipulation.

Furthermore, it was shown that each target–receiver pair needs the
adoption of a different reconstruction formula for the identification of
the target position. A simulation and optimization method was applied
to rectangular receiver coils on two rotary IPS realized with PCB tech-
nology. Measurements performed on these prototypes showed an in-
crement of more than 57% in induced voltage amplitude compared to
commonly used sinusoidal receivers, with linearity errors below 0.15%FS
for the optimized prototype.

Moreover, a surrogate model for a rotary IPS was developed that
mimics simulator behaviour and serves as a decision support tool. This
model takes geometric parameters as input and outputs the maximum
linearity error of the sensor, providing valuable insights to users in de-
ciding which sensor to adopt for their purposes.

Finally, we developed a digital twin of a rotating shaft motor using
a rotary IPS as a key component. For the first time, it was shown that
this type of sensor has potential to provide information not only about
position but also deviations from normal operating region. Supervised
learning techniques such as Random Forest (RF) regressor were used
to predict rotor shaft misalignments based on induced voltages on re-
ceivers. Experiments performed on a rotating motor in different oper-
ating conditions confirmed the effectiveness of this method in detecting
misalignments and validating model accuracy.

As future development our aim is to publish in a journal the research
on the misalignment identification and to continue the research in this
topic. Indeed, other types of anomalies not considered in this work,
such as wobble and skew, must be investigated in order to improve the
performances of the model.
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Inductive position and speed sensors. Sensors, 20:1, 2020.

[89] Luca Romeo, Jelena Loncarski, Marina Paolanti, Gianluca Bocchini, Adriano
Mancini, and Emanuele Frontoni. Machine learning-based design support sys-
tem for the prediction of heterogeneous machine parameters in industry 4.0.
Expert Systems with Applications, 140:112869, 2020.

[90] Y. Saad. Iterative methods for sparse linear systems. Society for Industrial and
Applied Mathematics, 2:157–193, 2003.

[91] R. V. Sabariego, J. Gyselinck, P. Dular, C. Geuzaine, and W. Legros. Fast mul-
tipole acceleration of the hybrid finite-element/boundary-element analysis of
3-d eddy-current problems. IEEE Trans. Magn., 40(2):1278–1281, March 2004.

[92] Manuel Sanchez, Ernesto Exposito, and Jose Aguilar. Industry 4.0: survey from
a system integration perspective. International Journal of Computer Integrated
Manufacturing, 33(10-11):1017–1041, 2020.

[93] Joachim Schöberl. Netgen an advancing front 2d/3d-mesh generator based on
abstract rules. Computing and visualization in science, 1(1):41–52, 1997.

[94] P. Shakya, A. K. Darpe, and M. S. Kulkarni. Bearing diagnosis using proximity
probe and accelerometer. Measurement, 80:190–200, February 2016.

[95] IM Sobol’. On the systematic search in a hypercube. SIAM Journal on Numerical
Analysis, 16(5):790–793, 1979.

114



Bibliography
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