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ABSTRACT Securing personal information and data has become an imperative challenge, especially
after the introduction of legal frameworks, such as, in Europe, the General Data Protection Regulation
(GDPR). Traditional authentication methods, such as PINs and passwords, are vulnerable to cyber
threats, underscoring the need for more robust biometric systems. These systems offer improved security
by accurately verifying a user’s identity, reducing the risk of impersonation. The human retina has
demonstrated remarkable reliability as a biometric trait mainly because of its unique and stable patterns,
even though the adoption of these systems gives rise to significant concerns regarding the confidentiality
of biometric data. This study presents a groundbreaking approach to address these concerns by integrating
homomorphic encryption into retina-based authentication. The combination of homomorphic encryption
and retina biometrics within the proposed framework offers a comprehensive solution that ensures both
privacy and security with no loss in accuracy. The proposed approach mitigates the risks associated
with possible unauthorised access and security breaches by keeping the data encrypted throughout the
entire procedure. Furthermore, it preserves the individual’s privacy by preventing the exposure of sensitive
biometric information. We evaluated the proposed system through extensive experiments and simulations,
demonstrating its effectiveness in terms of both security and privacy when the system operates in normal
(ideal) and abnormal (under attack) conditions. Experimental results indicate that the combined approach
offers robust resistance to various attacks, including replay attacks and data exposure, providing a robust and
privacy-centric authentication solution.

INDEX TERMS Authentication, biometrics, cryptography, homomorphic encryption, information security,
pattern recognition, privacy, private biometrics, retinal recognition, security attacks.

I. INTRODUCTION
In today’s digital landscape, where fraud, cybercrime, and
theft are on the rise, the importance of algorithms and
solutions in the biometric field is growing along with security
awareness. Conventional/traditional authentication methods,
relying on token-based systems that use something the user
has (e.g., smart card) and knowledge-based systems that
use something the user knows (e.g., password or PIN),
have demonstrated their vulnerability to various security
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threats, including brute-force attacks, data leaks, and phishing
attempts [1]. Contrary to these types of authentication meth-
ods, biometric-based approaches are inherently tied to the
person themselves, making it much harder for unauthorised
individuals to impersonate someone else. As a result, biomet-
ric authentication methods have gained prominence in ensur-
ing the identity and security of users in various applications,
ranging from personal devices to critical infrastructures [2].
Biometrics makes use of the unique physiological/biological
or behavioural characteristics of individuals, such as facial
features, fingerprints,iris patterns, keystroke dynamics, and
voice for authentication purposes. The biometric data usage
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for authentication offers several advantages, including the
elimination of the need to remember complex passwords,
reducing the risk of identity theft, and enhancing user’s
experience [3]. Among the diverse biometric modalities,
retina-based recognition has emerged as a promising frontier
owing to its high accuracy and reliability. The retina, located
at the back of the eye, contains a unique and intricate pattern
of blood vessels that remains stable throughout an person’s
life. This pattern, known as the retinal vascular network, has
garnered significant attention in recent years for its potential
in biometric authentication. By integrating advanced imaging
technologies and pattern recognition algorithms, retina-based
Biometric Authentication Systems (BASs) are able to detect
and analyse the distinctive features of a person’s retinal
vasculature. This process results in the formation of a
secure and virtually inviolable biometric template [4]. The
necessity for a live individual’s presence during the scanning
procedure further strengthens the system defences against
cyber threats such as spoofing and tampering, except when a
sensor module is compromised [5]. Unlike facial recognition,
which can be fooled by photographs or videos, or fingerprint
scanners, which can be deceived with artificial replicas,
the retina is virtually impossible to replicate convincingly.
Capturing a retinal image requires specialised equipment
that emits near-infrared light and accurately captures the
reflected patterns, making this technology difficult to deceive.
Furthermore, many modern retina scanners feature mech-
anisms to verify that the retina being scanned belongs to
a live person by detecting physiological responses such
as blood flow, thus preventing the use of artificial or
static images. Additionally, retina-based recognition systems
have demonstrated exceptional accuracy, achieving False
Acceptance Rates (FAR) and False Rejection Rates (FRR)
that are orders of magnitude lower than the ones of other
biometric methods. This high level of accuracy makes the
retina an ideal choice as a biometric trait for user-centric
security-critical applications [6].
A conventional retinal recognition system comprises two

essential phases: enrolment and authentication. In both
phases, the process starts with capturing a digital image of
the user’s retina using a specialised scanner that employs
low-intensity infrared light to illuminate the retina. This
non-invasive procedure is safe for the user’s eyes, as the
infrared light passes through the eye lens and the reflected
patterns are captured by the scanner. The captured image is
then pre-processed to remove artifacts and enhance contrast,
ensuring the clarity of the retinal blood vessel patterns.
These patterns are used to extract distinctive features and
create a retinal template. During the enrolment phase, this
template is stored as a reference for future authentication
attempts.When authentication is required, the newly acquired
retinal image undergoes the same pre-processing steps as
in the enrolment phase. The system then proceeds to
compare the features extracted from this image with the
stored template in the database [7]. Storing these biometric
templates without proper security exposes them to a range of

threats, making them susceptible to unauthorised access and
potential misuse. However, it’s essential to recognise that a
biometric security solution comprises multiple components,
with the recognition module addressing authentication as just
one aspect (see [5] for a comprehensive overview of BAS
vulnerabilities).

Common attacks against template protection include [8]:
(i) masquerade attack, which occurs when a malicious actor
attempts to impersonate a legitimate user by presenting a fake
biometric sample; (ii) correlation attack, where a malicious
actor tries to correlate different templates to establish a link
between them, potentially revealing sensitive information;
(iii) replay attack, here a malicious actor captures a user’s
biometric data during authentication and later replays it
to gain unauthorised access; (iv) stolen-token attack, that
involves the theft of a biometric token or representation,
which can be used to impersonate the genuine user;
(v) hill-climbing forged data attack, where a malicious actor
may exploit the search space of a biometric template to
find a close match, potentially bypassing security measures;
(vi) model inversion attack, which involve machine learning
or statistical techniques to infer information about a user’s
biometric data based on the responses or decisions made by
a biometric system.

Hence, although retina-based recognition offers remark-
able accuracy in identity authentication, concerns regarding
the storage and transmission of sensitive biometric data
persist. Privacy preservation in biometric authentication is a
critical issue that must be faced to guarantee the widespread
adoption of these technologies. The need to protect bio-
metric data from unauthorised access, misuse, and potential
breaches has led to the development of privacy-preserving
techniques and protocols [9]. A straightforward method for
achieving privacy in biometric recognition involves the use of
standard encryption algorithms like AES and DES. However,
because environmental conditions invariably alter biometric
templates, these traditional ciphers require decryption before
comparing biometric data, thereby exposing sensitive infor-
mation during the process. This is due to the influence of
the avalanche effect on these cryptographic standards [10],
which cannot be directly employed in practical applications
despite their robust theoretical foundations, as they only
apply to precise data. The primary goal of many systems
discussed in literature, which focus on biometric data
privacy protection, is to alter the stored biometric templates
to prevent unauthorised individuals from accessing this
information. Some of these methods are summarised in
Figure 1.
Cancelable features allow the transformation of retina

biometric templates into a non-invertible format, ensuring
that the original biometric data remains protected even if the
template is compromised. In general, the design criteria for
cancelable biometrics are:
1) diversity: it is imperative to avoid cross-matching

between templates of the same user across various
applications;
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FIGURE 1. Classification of biometric template protection schemes.

2) revocability: a new protected template can be re-issued
once the previous one is compromised;

3) non-invertibility: it should be computationally infeasible
to obtain the original biometric data from the protected
template so that the unprotected biometric features can
never be reconstructed;

4) performance: the accuracy performance in terms of
recognition of an unsecured system should either be
upheld or improved with respect to the secured one.

Most biometric cryptosystems, instead, rely on storing
biometric-dependent public information, known as helper
data, to facilitate key retrieval or generation. Due to the
variability in biometric traits, it is generally not possible to
directly extract keys from them. Helper data, while ensuring
it doesn’t disclose significant details about the original bio-
metric templates, plays a vital role in the key reconstruction
process. Biometric comparisons are carried out indirectly by
confirming key validity, resulting in either the release of a key
or a failure message during the authentication process. As the
verification of keys involves biometric comparisons within an
encrypted domain, biometric cryptosystems are employed to
secure biometric templates and enable biometric-dependent
key release. Depending on the method used to derive
helper data, biometric cryptosystems are categorised as
either key-binding or key-generation systems. Nevertheless,
biometric cryptosystems and cancelable biometrics show
limitations when applied to unprotected data or when they
depend on helper data for verification. Compromising this
helper data could lead to the exposure of sensitive infor-
mation, thereby impacting both the system security and the
individual’s privacy. An alternative solution to these methods
that rely on auxiliary data makes use of Homomorphic
Encryption (HE), which enhances privacy by enabling secure

operations such as additions and multiplications on the
encrypted data. Homomorphic encryption can be categorised
into three main types: (i) Partial Homomorphic Encryption
(PHE) allows operations of either addition or multiplication
within an encrypted domain, but not both simultaneously;
(ii) Somewhat Homomorphic Encryption (SHE) enables
both additions and multiplications within the encrypted
domain, but there are limitations on the number of times
these operations can be performed; (iii) Fully Homomor-
phic Encryption (FHE) empowers unlimited additions and
multiplications within the encrypted domain. A number of
HE schemes involving different mathematical manipulations
have been proposed in literature within the above-mentioned
categories. In particular, PHE-based approaches include:
(i) RSA [11], which is one of the first public key encryption
method and is considered the first multiplicative PHE [12];
(ii) ElGamal [13], derived fromDiffie-Hellman key exchange
algorithm, its security is guaranteed by the computational
hardness assumption about the decisional discrete logarithm
problem; Paillier [14], a probabilistic public key encryption
scheme based on the composite residuosity problem that
implements homomorphic addition. Notwithstanding several
research studies in biometrics have made use of PHE-based
approaches like ElGamal and Paillier, these methods have
been proved to be not secure against quantum attacks,
so that the scientific community have proposed alternative
HE methods. One of the alternatives relies on SHE-based
approaches, which include: (i) CKKS [15], that consists
of a scheme that enables HE for approximate addition
and multiplication operations on ciphertexts using plaintexts
represented as vectors of real or complex values and where
the ciphertext and plaintext spaces are essentially identical;
(ii) BGN [16], which is the first scheme able to perform
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addition and multiplication operations on ciphertexts while
maintaining a constant size, thus allowing an unlimited
number of additions and a single multiplication operation on
ciphertexts of a predetermined length. An inherent property
of homomorphic encryption is that with each homomorphic
operation, errors pile up [17]. Consequently, beyond a
specific number of multiplications or additions, ciphertexts
become increasingly susceptible to decryption errors due to
the accumulating error. To face this problem, Gentry [18]
proposed a method named bootstrapping, that transforms a
scheme that lacks full homomorphism (e.g., SHE) into a fully
homomorphic one. FHE-based approaches, which are built
on bootstrappable SHE, include (for a comprehensive review
about FHE methods, please refer to [17]): (i) BGV [19], that
consists of a scheme relying on Learning With Error (LWE)
or its Ring-based variant (RLWE) named BFV [20], does
not integrate the Gentry’s bootstrapping technique. RLWE,
as an algebraic extension of LWE, was introduced to provide
more efficient and robust security for real-world applications;
(ii) NTRU [21], instead, employs a lattice-based encryption
scheme. LTV, a variant NTRU, integrates the bootstrapping
and modulus switching techniques, and it uses a novel notion
of HE scheme called MultiKey Homomorphic Encryption
(MKHE) [22], that ultimately allows computation on cipher-
texts encrypted under different keys. However, the specific
application of HE to retina-based biometric authentication
remains an unexplored area. This article aims to bridge
this gap by presenting a novel framework that seamlessly
integrates HE into retina-based biometric authentication,
providing a comprehensive solution for privacy preservation
and security enhancement in this context. The intricate
and highly personalised nature of the retina biometric trait
makes it an ideal candidate for the application of cancelable
template without any helper data. As retinal scans provide a
wealth of information about an individual’s identity, ensuring
the confidentiality and integrity of this data is a crucial
aspect [23].
In summary, our research presents a robust and secure

identity verification solution that, to our knowledge, rep-
resents the first-known integration of FHE with a retina-
based BAS. The proposed privacy-preserving authentication
framework, supported by a comprehensive discussion of both
theoretical and practical aspects, utilises FHE to prevent
user’s sensitive data exposure throughout the authentica-
tion process. Additionally, we introduce a novel feature
extraction technique tailored specifically for FHE, enhancing
usability by overcoming the common computational hurdles
associated with such encryption methods while achieving
state-of-the-art accuracy. We rigorously tested the system
using several parameter sets and performed comparative
analyses to ensure optimal performance. The resilience of our
framework has been thoroughly evaluated against multiple
attacks, confirming its robustness and providing a high level
of security compared to current systems. In a proactive stance
against emerging quantum threats, we opted for a 192-bit
security level over the conventional 128-bit, bolstering our

system defences while meeting the requirements specified
in the ISO/IEC 24745:2022 standard [24]. The paper is
structured as follows: Section II reviews related work
on retina-based biometric feature extraction and template
protection. Section III covers preliminary concepts of homo-
morphic encryption schemes and basic notation used in the
paper. Section IV describes our framework, exploring the
fundamental principles underlying retina-based recognition
and detailing the proposed algorithm tailored to this biometric
data, highlighting its potential to address privacy and security
concerns. Section V reports and discusses the experimental
results of the developed system in terms of accuracy and
robustness under normal (ideal) and abnormal (under attack)
conditions. Finally, Section VI concludes the paper and draws
final insights.

II. RELATED WORK
A. RETINA-BASED FEATURE EXTRACTION
The human retina is a complex and distinct biological
structure located at the back of the eye, comprising intricate
patterns of blood vessels and nerve fibers. These patterns,
known as retinal vascular networks, are unique to each
individual and remain stable throughout a person’s lifetime,
making the retina an ideal candidate for biometric iden-
tification [25]. An effective and trustworthy retina-based
biometric recognition system is characterised by its accuracy.
However, within such systems, the recognition rate is heavily
influenced by the complexity of the vasculature in retinal
images. Typically, a healthy retina exhibits a tidy arrangement
of blood vessels. The isolation of these vessels through
segmentation is relatively straightforward, as they exhibit no
irregularities in their pattern and therefore have no impact
on the recognition rate. Conversely, the vascular pattern
in diseased retinal images becomes notably intricate due
to the presence of pathological symptoms. Symptoms and
signs related to certain disease or pathological condition,
rely on visually observable patterns [26] that appear as
gaps and clusters in the retinal vascular mapping. Hence,
the retinal vasculature has been extensively explored as
a distinctive feature for biometric recognition and various
techniques have been developed to extract and analyse these
patterns. However, the illumination in a retinal image is
non-uniform due to the variation of the retina reaction
or the non-uniformity of the imaging framework, which
makes the task quite difficult. Certain approaches use
properties of the vasculature to derive the features for person
identification, whereas alternative methods rely on different
characteristics of retinal images, such as the Optic Disc
(OD) or image organisation properties. These varying types
of features lead to a dichotomy in the feature extraction
phase: one category involves the extraction of features based
on vasculature, while the other focuses on non-vascular
traits [27]. Among these approaches, Fatima et al. [28]
employed a recursive supervised multilayered thresholding
method to achieve accurate segmentation. Then, vascular
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ending and bifurcation have been used as key features using
Mahalanobis distance as the similarity measure for identifica-
tion. Emary et al. [29] make use of an automated model based
approach for vessel segmentation, introducing an Artificial
Bee Colony (ABC) optimisation model along with Fuzzy
C-Means clustering (FCM). In the work of Sadikoglu and
Uzelaltinbulat [30], they used the feature vector extracted
from the segmented image with a neural network trained
by backpropagation. Wang et al. [31] devised a supervised
hybrid method for segmenting blood vessels, which involved
the use of a Convolutional Neural Network (CNN) classifier
to extract hierarchical features. Subsequently, a Random
Forests (RFs) classifier, combined with the ‘winner-takes-all’
technique, was employed to categorise pixels into vessel and
non-vessel regions. Jiu et al. [32] applied the Gabor wavelet
transform for blood vessels enhancement in the retinal
images. They generated the feature vector by computing
the distance and angle between a feature point and its
four nearest neighbors. Authentication was then tested using
the Euclidean distance measure. BahadarKhan et al. [33]
introduced a technique aimed at extracting vascular skeletons
using a morphological hessian based approach and region
based Otsu thresholding that enhances the distinctiveness
of retinal vascular patterns, especially for individuals with
minor variations. Imani et al. [34], instead, presented an
improved method on vessels detection using Morphological
Component Analysis (MCA) developed based on sparse rep-
resentation of signals, each of which is a linear combination
of several morphologically distinct components.

B. TEMPLATE PROTECTION
In order to provide a secure and privacy-preserving authen-
tication, a possible solution is to protect the biometric
templates with a conventional encryption scheme such as the
Rivest-Shamir-Adleman cryptosystem (commonly known as
RSA). However, the similarity between samples before
encryption cannot be preserved in the encrypted domain.
At the same time, the template must not be decrypted for
matching because this may otherwise lead to exposure of
the template. As a result, template protection techniques
are developed to preserve template secrecy while allowing
a similarity assessment to be carried out concurrently [35].
To incorporate biometrics into cryptographic protocols, a fre-
quently suggested approach involves substituting conven-
tional matching algorithms with error-correction procedures
and replacing traditional templates with secure schemas.
Within these methodologies, biometric features are regarded
as confidential and are employed, for example, to derive
cryptographic keys.While this approach significantly stream-
lines the matching process, it does not comprehensively
address all the security challenges posed by biometrics to
date [36]. In particular, BioHashing involves the conversion
of biometric features using a function determined by a
user-specific key or password, with this transformation typi-
cally being reversible.While in thework of Teoh et al. [37] the

system primarily focuses on facial recognition, comparable
techniques can be extended to various other biometric
traits like iris and fingerprint data. Various methods to
protect the biometric template involve a non-invertible
transformation function, even considering different biometric
traits, such as fingerprint-based approaches in [38] and
iris-based ones in [39]. The problem with such an approach
is that it requires a trade-off between the transformation
function discriminability and its non-invertibility. Nagar
and Jain [40] provide an analysis of the measurement of
non-invertibility in methods that make use of fingerprint
data. In a key-binding biometric cryptosystem, the template
security is ensured through the application of cryptographic
algorithms. Typically, this system requires the computation
of a transformation of the encrypted templates in the
unencrypted domain, which often consumes a significant
amount of time. Methods following this approach include
the fuzzy vault [41] and the fuzzy commitment scheme [42].
In key-generating biometric cryptosystems, cryptographic
keys are derived directly from biometric data [43], however,
the problem lies in generating keys with sufficient stability
and entropy. Additionally, there exist other studies focused on
securely comparing data [44], [45], [46], [47]. Homomorphic
encryption, a cryptographic technique that enables mathe-
matical operations on encrypted data without exposing the
underlying information, has been widely explored in the con-
text of biometric authentication. The choice of homomorphic
encryption technique in biometric authentication depends
on the specific security and computational requirements
of the system. Partial homomorphic encryption, somewhat
homomorphic encryption, and fully homomorphic encryption
each offer unique advantages and trade-offs in terms of
security, efficiency, and functionality [19]. Early work by
Gentry [18] laid the foundation for fully homomorphic
encryption schemes, enabling secure operations on encrypted
data. The potential of homomorphic encryption for protecting
biometric data privacy was subsequently recognised by many
researchers. The deployment of homomorphic encryption
within biometric authentication systems has shown promise
in addressing privacy and security concerns. For instance,
Gilad-Bachrach et al. [48] introduced CryptoNets, a frame-
work that applies neural networks to encrypted biometric
data, allowing for high-throughput and accurate computa-
tions while preserving data privacy. Similarly, Juels and
Ristenpart [49] proposed Honey Encryption, a method that
enhances the security of biometric data by exceeding brute-
force bounds. Moreover, the integration of homomorphic
encryption with other cryptographic techniques, such as
Secure Multi-party Computation (SMC), has been explored
to enable secure collaborative authentication without reveal-
ing sensitive data to multiple parties simultaneously [50].
Abidin and Mitrokotsa [51] introduced an authentication
system that involves a combination of Somewhat Homo-
morphic Encryption (SHE) and Ring-LWE (Learning With
Errors on Rings). In this system, SHE is employed for
template encryption, while Ring-LWE is harnessed for
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the matching process. Barni et al. [52] used a Paillier
cryptosystem that permits the addition of encrypted data.
In their approach, the probe is encrypted, while the database
remains unencrypted, resulting in a lack of security protection
for the database. Kikuchi et al. [53] introduced additive
homomorphic encryption and a cryptographic method for
verifying that a committed value falls within a specified
interval, all while maintaining the confidentiality of the actual
value. The vector comparison is accomplished using cosine
and Euclidean metrics, facilitated by a zero-knowledge proof
of range mechanism.

III. HOMOMORPHIC ENCRYPTION
HE schemes are recognised for their ability to perform
arithmetic operations on encrypted data, enabling computa-
tions such as homomorphic addition and/or multiplication
directly on ciphertexts. These capabilities are indispensable
for calculating similarity measures, such as the Hamming
distance between encrypted vectors. Among various FHE
schemes, our research utilises the levelled Brakerski/Fan-
Vercauteren (BFV) scheme [20], [54], based on the RLWE
hardness problem and renowned for its quantum-resistant
security properties [55]. The rationale behind selecting
the BFV scheme is underscored by its efficient noise
management and ability to perform homomorphic operations
without significant performance degradation. These aspects
are relevant for systems requiring real-time processing
capabilities, as in the case of authentication systems. This
scheme is particularly advantageous as it eliminates the need
for bootstrapping, a typically resource-intensive process,
thereby ensuring exact results with enhanced computa-
tional efficiency. Additionally, it supports SIMD operations,
enabling parallel processing within a single encrypted
vector. In contrast, alternative schemes like the Gentry-
Peikert-Vaikuntanathan (GPV) scheme [56], the Brakerski-
Vaikuntanathan (BV) scheme [57], and the NTRU-based
scheme [21] offer varying trade-offs between efficiency
and security. While the GPV scheme boasts powerful
bootstrapping capabilities, it can be computationally expen-
sive. The BV scheme takes a different approach to noise
management, making it less suited for real-time demands.
The NTRU-based scheme, while secure via lattice prob-
lems, may not match the BFV scheme noise management
efficiency.

A. BFV SCHEME
We will introduce the BFV scheme, a RLWE-based
cryptosystem. Formally, a public key FHE scheme Π

is characterised by a set of parameters that define the
cryptographic system behaviour and a tuple of Probabilistic
Polynomial-Time (PPT) algorithms

(
K, E,D,A,M

)
. Below

is a high-level description based on BFV principles. The
security parameter λ denotes the level of security FHE
offers against various attacks and can be regarded as the
computational cost required to breach the scheme, with
a higher security parameter typically providing stronger

encryption but at the cost of increased computational
overhead. It is noteworthy that with 2λ operations an attack
would succeed with probability 1 (e.g., 128-bit or 256-bit
security implies λ = 128 or λ = 256, respectively). The
plaintext modulus p defines the size of the plaintext space
and determines the precision of computations. Smaller values
of p provide finer precision but a limited plaintext space,
while larger values of p offer a broader range of values with
reduced precision. The ciphertext modulus q specifies the
size of the space in which encrypted values reside. A larger
q can accommodate a larger noise budget, which allows for
more homomorphic operations before the noise grows too
large and decryption fails. However, this advantage comes
with increased ciphertext size and greater computational
overhead. Conversely, a smaller q leads to smaller ciphertexts
and faster operations but restricts the number of allowable
homomorphic operations due to a reduced noise budget.
It also narrows the security margin, which can make the
encryption scheme more susceptible to attacks. Polynomial
degree n is a λ-dependent parameter, i.e., n = n

(
λ
)
, and it

defines the degree of the polynomial ring R over which the
FHE scheme operates. Higher values of n enhance security
but may lead to increased computational overhead. Since
this scheme involves representing the plaintext and ciphertext
spaces over two different polynomial rings, where the plain-
text ring includes encodings of unencrypted messages and the
ciphertext ring includes encrypted messages, the choice of
ring is crucial for the security and efficiency of the encryption
process.

1) BASIC NOTATION
Let n ∈ Z be a power of two (ring dimension), then Rα ≜
Zα

[
x
] (
xn 1

)
denotes the ring of all polynomials with degree

less than n and coefficients in (−α2, α2] ∩ Z with α ∈ N,
and let X represent the error distribution over the ring Rα .
Moreover, consider two integer moduli p, q ∈ Z such that
{p > 1 ∧ p ∤ 2} and {q > 1 ∧ q ∤ 2} with p≪ q, then

Rp = Zp
[
x
] (
xn 1

)
(1)

Rq = Zq
[
x
] (
xn 1

)
(2)

denote the plaintext and ciphertext polynomial rings, respec-
tively. Finally, let q ← Q be an element randomly assigned
from the distribution Q and Ψ = ⌊qp⌋.

a: THE KEY-GENERATION ALGORITHM K
For a given security parameter λ along with the degree n of
the cyclotomic polynomial, it provides in output a set of keys:
• the private key is typically used for decryption, should be
kept private by the user, and is calculated as κS ← R2,

• the public key is used for encryption and is calculated
as κP =

([
−

(
a · κS e

)]
mod q, a

)
∈ Rq × Rq, where

a← Rq and e← X ,
• the evaluation key supports efficient homomorphic
computations by enabling relinearisation of cipher-
texts to manage noise and size after homomorphic
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multiplication. Given the decomposition base b used to
express a polynomial inRq in terms of d 1 polynomials
in base b ∈ Z, where d =

⌊
logb q

⌋
, the evaluation key

κE is a set of
(
d 1

)
pairs of polynomials generated for

0 ≤ i ≤ d as κE (i) =
([
biκ2

S −
(
ai · κS ei

)]
mod q, ai

)
,

where ai← Rq and ei← X .

b: THE PUBLIC ENCRYPTION ALGORITHM E
It uses a public key κP =

(
κ0, κ1

)
and a message m ∈ Rp to

generate a ciphertext Γ =
(
γ0, γ1

)
∈ Rq ×Rq as follows:

Γ =
([

κ0 · u e0 Ψ · m
]
mod q,

[
κ1 · u e1

]
mod q

)
(3)

where u ← R2 and e0, e1 ← X . The first element,
γ0, encompasses the concealed plaintext, while the sec-
ond element, γ1, carries supplementary data necessary for
decryption. based on the secret key

c: THE DECRYPTION ALGORITHM D
It relies on both the secret key κS and the auxiliary
information contained in the ciphertext Γ =

(
γ0, γ1

)
as

follows:

m =

[⌊
p
q
·
[
γ0 γ1 · κS

]
mod q

⌉]
mod p ∈ RP (4)

d: HOMOMORPHIC ADDITION AND MULTIPLICATION
The PPT algorithms A and M provide support for homo-
morphic addition and homomorphic multiplication over two
ciphertexts Γ0 =

(
γ 0
0 , γ 1

0

)
and Γ1 =

(
γ 0
1 , γ 1

1

)
by making use

of the following properties:
• homomorphic addition (A)

D
(
E

(
m0

)
⊞ E

(
m1

))
= m0 m1,∀m0,m1 ∈ RP (5)

• homomorphic multiplication (M)

D
(
E

(
m0

)
⊠ E

(
m1

))
= m0 × m1,∀m0,m1 ∈ RP (6)

IV. PROPOSED FRAMEWORK
In the following, we present a holistic solution geared towards
both privacy preservation and security enhancement by seam-
lessly integrating homomorphic encryption into retina-based
biometric authentication. The proposed framework is suitable
to be used in systems operating in both authentication and
identification modes. For the sake of clarity and without
loss of generality, we will outline the implementation of this
method specifically for the authentication process, which is
summarised in Algorithm 1. The biometric sample (query)
is initially captured and processed to extract the relevant
features, which are then encoded into a polynomial and
encrypted using HE to generate the corresponding template
Γ Q, as illustrated on the left side of Figure 2. Simultaneously,
the Authentication Server (AS) generates a one-time nonce h
using a Pseudo-Random Number Generator (PRNG), which
is also encoded into a polynomial and encrypted using the
client’s public key κCP , resulting in the encrypted nonce ℏ.
To ensure secure transmission to the client, this data is further
protected by encrypting it with a Pre-Shared Key (PSK)

FIGURE 2. High-level view of the proposed system operating in
authentication mode.

κ using the AES-128 symmetric-key encryption algorithm,
chosen for its robustness against attacks [58]. The encrypted
nonce ℏ is then sent to the client who decrypts it and combines
it with the encrypted template Γ Q using a logical XOR
operation. The client then re-encrypts the resulting data with
κ and sends it back to the AS. Upon receiving the encrypted
packet, the AS decrypts it with κ , applies a logical XOR
operation with the nonce to recover the client’s template
Γ Q, and completes the authentication process by comparing
it with the stored encrypted template Γ E

J corresponding to
the claimed identity J . This sequence of encryption and
logical XOR operations ensures the security of the data trans-
mission, preventing any duplication or replay of requests to
the AS [59].

In this context, the XOR operation is emulated by
applying homomorphic operations to encrypted data. Since
the homomorphic scheme used supports only addition
and multiplication, bitwise XOR is achieved on indi-
vidual polynomial coefficients within this framework,
as detailed in Section IV-B. This approach ensures that
XOR behaviour for binary inputs is accurately replicated
within the algebraic structure of the homomorphic encryption
scheme.

When presented with a claimed identity J and a query
Γ Q, the BAS is tasked with classifying the pair

(
J , Γ Q

)
as

either ‘genuine’ or ‘impostor’. In this regard, let Γ E
J represent

the encrypted template stored in the AS and associated with
the identity J . The matching score is then determined by the
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Algorithm 1 Authentication Procedure
Input: Biometric sample Q and claimed identity J
Output: Boolean authentication result
1: The client device elaborates the acquired biometric

sample (query) Q ⊂ NN×M to generate Ω ∈

{0, 1}n×m, a boolean image containing the extracted
features.

2: The client device further reduces the size of Ω to
generate the RetinaCode ω, which is more suitable
for HE.

3: The client device encodes the vector ω into the plaintext
space polynomial ring Rp = Zp[x](xn 1), obtaining
Φ, and encrypts it using the public encryption key κCP ,
resulting in the encrypted template Γ Q = E(κCP , Φ).

4: TheAS generates a one-time nonce h that is first encoded
and then encrypted using the client’s public key κCP ,
resulting in the encrypted nonce ℏ.

5: The AS further protects the nonce ℏ by encrypting it with
a PSK κ using the AES-128 encryption algorithm
to ensure secure transmission to the client device:
E(κ, ℏ).

6: The encrypted nonce ℏ is sent to the client device,
which decrypts it and combines it with the encrypted
template Γ Q using a logical XOR operation: Γ Q

⊕ℏ.
7: The client device re-encrypts the result of the XOR

operation using the PSK κ and sends the encrypted
packet back to theAS, alongwith the claimed identity
J .

8: The AS retrieves the enrolled encrypted template Γ E
J

from the database (DB) for the claimed identity J .
9: Upon decrypting the received packet using κ , the AS

performs a logical XOR operation with ℏ to recover
the original (encrypted) template:

((
Γ Q
⊕ ℏ

)
⊕ ℏ

)
=

Γ Q.
10: The AS computes the similarity score s in the encrypted

domain between Γ E
J and Γ Q.

11: The response from the AS, which is still in the encrypted
domain, is sent back to the client. The client decrypts
the response using its private key κCS to obtain the
final result.

similarity measure between Γ Q and Γ E
J :

(
J , Γ Q)

∈

{
genuine, if s

(
Γ Q, Γ E

J
)
≥ ξ

impostor otherwise
(7)

where s represents a similarity function in the encrypted
domain and ξ denotes a specific threshold that defines the
operational criteria of the system. Typically, this authenti-
cation mode is employed to achieve positive recognition,
aiming to deter multiple individuals from using the same
identity [60]. Therefore, given the two encrypted templates,
Γ Q, Γ E

J ∈ Rq × Rq, our scheme employs the Hamming
Distance (HD) as the similarity measure, as outlined below.
After computing this measure, the authentication server sends

the result to the client. The client then decrypts the data using
its unique private key κCS (where ‘C’ denotes client-specific),
to determine the final authentication outcome.

A. RETINA TEMPLATE GENERATION
The retina, located at the back of the eye, contains a complex
network of blood vessels that form unique and stable patterns
in each individual, moreover, these patterns remain relatively
unchanged throughout a person’s life. The process of
retinal recognition begins with image acquisition. Specialised
devices for retinal imaging, such as fundus cameras, are
used to capture high-resolution images of the retina. These
images are typically in colour and may include various
retinal structures, including the optic disc, blood vessels, and
the macula. Before vessel features can be extracted, retinal
imagesmust undergo pre-processing to enhance the quality of
the images. Figure 3 illustrates the main steps involved in the
processing of the raw images to generate the template, which
include: (i) optic disc localisation through the Circle Hough
Transform (CHT), (ii) remapping of the image fromCartesian
coordinates to the polar representation, (iii) blood vessel
extraction by using Laplacian of Gaussian and morphological
operations, (iv) generation of the RetinaCode characterised
by a reduced overall template size.

1) OPTIC DISC LOCALISATION
The optic disc is the point where the optic nerve enters the
retina, and it is characterised by the absence of light-sensitive
photoreceptor cells, which creates a natural scotoma. Each
individual’s optic disc has unique characteristics, such as
the pattern of blood vessels entering and exiting the disc.
The central point of the optic disc serves as a reference
point for aligning and normalising retinal images [61]. The
procedure starts with a pre-processing of the raw image,
which consists of the selection and subsequent extraction of
the green channel from the raw RGB image, as it provides
the maximum contrast between exudates and the neighboring
regions [62]. Hence, contrast and luminosity normalisation is
applied to the extracted image I through the following pixel-
wise procedure [23]:

IN (i, j) =

{
µn ρ if I (i, j) > σ 2

µn − ρ if I (i, j) ≤ σ 2 (8)

where I (i, j) represents the grey-level value of the pixel
(
i, j

)
,

µ and σ represent the estimated mean and variance of the
image I , respectively, while the term ρ is equal to

ρ =

√︄
σ 2
n

(
I (i, j)− µ

)2
σ 2 (9)

with µn = 128 and σn = 16 representing the desired
values of mean and variance, determined experimentally.
After these preliminary steps, OD appears as the brightest
region in the image. To eliminate the vascular structures from
the pre-processed image, a morphological closing operation
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FIGURE 3. Results of the proposed pre-processing and feature extraction
algorithms used to extract the binary vessel map of the retina: (a) raw
retinal fundus image, (b) green channel, (c) normalised image,
(d) resulting image after the application of morpohological operations,
(e) optic disc localisation through the Circle Hough Transform, where the
red circle and cross graphically represent the location and central point of
the optic disc in the processed image, (f) remapping of the image in polar
representation using the optic disc as a reference point, (g) the resulting
boolean retinal vascular pattern, and (h) remapped fundus image
overlapped with the extracted vascular patterns.

is performed using a disc-shaped structuring element

S ⊂ Z9×92 : Si ∈ {0, 1} ∀i (10)

The Hough Transform (HT) is a widely employed method
for determining the parameters of geometric shapes like
lines and circles within an image. This technique operates
by transforming edge points into an accumulator space and
identifies peaks in that space, which correspond to potential
circles. The circle parameters are then estimated from these
peaks, and post-processing steps are performed to refine the
results and locate the OD accurately. To detect the centre
coordinates and radius of the OD region, HT considers the
circle equation: (

x − xc
)2 (

y− yc
)2

= r2 (11)

where the pair of values
(
xc, yc

)
identifies the centre

coordinates of the circle and r its radius. The first step aims
at detecting edges in the retinal image, emphasising regions
of rapid intensity change. Then, an accumulator array is set
up to represent potential circles, with each element of the
array corresponding to a possible circle with centre

(
xc, yc

)
and radius r . For each edge pixel in the image, the CHT votes
for potential circle parameters in the accumulator array by
considering all possible circles passing through that pixel.
Peaks in the accumulator array indicate potential circles,
with their positions providing the centre coordinates and

radius of the detected circles. Finally, to refine the results,
a threshold is applied to remove weak circle candidates,
and non-maximum suppression may be used to eliminate
redundant or overlapping circles [63].

2) REMAPPING TO POLAR REPRESENTATION
The subject eye and head movements during the retinal
scanning process may introduce slight rotations and/or
translations into the acquired fundus images. Therefore,
to mitigate potential verification errors stemming from
image translation and/or rotation it is crucial to incorporate
translation- and rotation-invariant features. To solve this
problem, we use a transformation that remaps the image from
Cartesian coordinates to the polar representation in order
to obtain a rotation invariant image. The output consists of
an image X ∈ RM×N with M points along the r axis and
N points along the θ axis, using as origin of the image
the centre of the given image, as shown in Figure 4. The
remapping of the Region of Interest (ROI) from Cartesian
coordinates

(
x, y

)
to the polar coordinates

(
r, θ

)
has been

modelled making use of a variant of the Daugman rubber-
sheet model [64]. The traditional model, tailored for iris
recognition, takes into account the iris annular region and its
concentric circular structures, which are then remapped into
a rectangular data block. In contrast, the proposed modified
version of the model for retina images adapts the process
to accommodate the different structural characteristics of
the retina by mapping the entire region of interest from
Cartesian to polar coordinates, thus ensuring a comprehensive
representation of the retinal vasculature. This adaptation is
crucial because the retina contains a branching pattern of
blood vessels rather than the concentric patterns found in
the iris. This procedure allows to standardise the retina data,
ensuring uniformity and accuracy in recognition. The process
of converting the coordinate system of a point from the
Cartesian

(
x, y

)
format to the polar

(
r, θ

)
format is as follows:

X
(
x

(
r, θ

)
, y

(
r, θ

))
→ X

(
r, θ

)
(12)

where {
x

(
r, θ

)
= r cos

(
θ
)

y
(
r, θ

)
= r sin

(
θ
) (13)

The model maps each pixel within the region of interest
to a corresponding position on the polar axes

(
r, θ

)
, with

r ∈
[
0, 1

]
representing the normalised radial distance and

θ ∈
[
0, 2π

]
denoting the angular rotation at that specific

radius. Bilinear interpolation is used to refine pixel values
at non-explicit positions within the image grid. This method
enhances image quality by smoothing pixel transitions,
using linear interpolation among four adjacent known points
without adding new data. The resulting image after the
application of the procedure is shown in Figure 3f.

3) FEATURE EXTRACTION
The suggested feature extraction process encompasses the
following steps:
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FIGURE 4. Remapping of retinal region from Cartesian coordinates to the
polar representation.

FIGURE 5. Main steps involved in the feature extraction: (a) ROI image,
(b) blood vessel enhancement through contrast and sharpness
adjustment, (c) highlighting line-like features and fine details using the
LoG, and (d) final result after morphological operations.

1) emphasising blood vessels through contrast and
sharpness enhancement,

2) employing Laplacian of Gaussian,
3) using morphological operations.

Figure 5 illustrates the results of the above-mentioned steps
whose details are given below.
Blood vessel enhancement: it enhances the visibility of

blood vessels, making them stand out from the surrounding
background. To address uneven illumination and improve
contrast, we employed a combination of the Top-Hat and
Bottom-Hat transforms, designed to identify bright (or dark)
objects against a backdrop with varying brightness.
The Top-Hat transform is defined as the difference between
the input image X and its morphological opening by means
of a cross-shaped structuring element S ∈ {0, 1}3×3:

X̂T = X −
(
X ◦ S

)
= X −

((
X ⊖ S

)
⊕ S

)
(14)

while the Bottom-Hat transform, is defined as the difference
between the morphological closing operation applied to the
input image X using the structuring element S and the
original input image:

X̂B =
(
X • S

)
−X =

((
X ⊕ S

)
⊖ S

)
− X (15)

where the opening is achieved through the erosion of the
image X with S, followed by the dilation of the resulting
image using S. Conversely, the closing is accomplished by
first dilating X with S and then eroding the resulting image

using S. Subsequently, to eliminate the bright objects and
enhance the dark ones that correspond to blood vessels,
we employ the Top-Hat and Bottom-Hat transforms as
follows:

X̂ = X −
(
X̂T X̂B

)
(16)

After that, a normalisation is required in order to standardise
the mean and variance through the Equations (8) and (9),
obtaining a new image X̂N .
Laplacian of Gaussian: it consists of a two-dimensional

isotropic measure of the second spatial derivative of an image
and it is frequently used to highlight line-like features and fine
details. To enhance its robustness against noise, the operator
is applied to an image that has been previously smoothed
using a two-dimensional Gaussian operator with variance υ2:

G
(
i, j

)
= exp

(
−
i2 j2

2υ2

)
(17)

Since convolution and differentiation are the only linear
operators involved, they can be interchanged as follows:

X̂L(i, j) = ∇2
[
G ∗ X̂N (i, j)

]
=

[
∇

2G
]
∗ X̂N (i, j) (18)

Hence, the Laplacian of Gaussian can be precomputed in
advance so only one convolution needs to be performed at
run-time on the image:

∇
2G

(
i, j

)
=

(
i2 j2 − 2υ2

υ4

)
G

(
i, j

)
(19)

Morphological operations: the purpose is to refine the
vascular pattern image X̂L by removing small artifacts and
noise, such as sporadic bright spots on a dark background and
black holes within bright structures. To achieve this objective,
we employ a morphological filter consisting of an opening
operation, followed by a dilation operation using the same
previously defined structuring element S:

Ω =

(
X̂L ◦ S

)
• S (20)

Ultimately, an iterative thinning transformation is applied to
reduce the foreground object to a minimal connected stroke
while preserving its topology. This ensures that the final
vascular pattern image maintains its homotopic equivalence
to the original input image [23].

B. ENCRYPTED RETINA TEMPLATE MATCHING
For a fully homomorphic encryption scheme, the compu-
tational complexity is the most important technical issue
to implement HE-based retina matching, and this becomes
especially critical in situations where there is a need for
multiple modular arithmetic operations on encrypted data.
Therefore, we propose a feature encoding procedure that
facilitates easier and faster arithmetic operations on encrypted
data without compromising security.
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1) OPTIMISATION
The size of the resulting image Ω from the feature extraction
step is 120 × 480, leading to a 57600-bit binary vector after
matrix vectorisation ω = vec

(
Ω⊤

)
. Encrypting such a large

vector directly within a single ciphertext would require a
polynomial modulus n ≥ 57600, which can cause significant
computational overhead and longer ciphertext computation
times, affecting system efficiency.

A simple method considered for addressing this challenge
consists of segmenting the binary vectorω into smaller blocks
of size d [65], with the compressed size l given by:

l =
⌊
Total number of bits

d

⌋
(21)

While compression can reduce storage and computational
needs, it complicates bitwise operations (e.g., XOR) on
encrypted data, potentially compromising accuracy and
efficiency. To address these issues, we implemented a more
efficient approach using multi-ciphertext encryption. Instead
of compressing the binary vector ω, it is encrypted across
multiple ciphertexts, allowing for smaller polynomial moduli
and enabling direct bitwise operations without the need for
decompression.

a: MULTI-CIPHERTEXT ENCRYPTION METHOD
Segmenting the large binary vector ω into smaller parts, each
treated as an independent polynomial and encrypted into
separate ciphertexts, preserves encryption efficiency without
requiring an excessive increase in the polynomial modulus,
thus avoiding negative impacts on system performance.
Additionally, distributing the encrypted data across multiple
ciphertexts enables parallel processing during homomorphic
operations, significantly enhancing computational efficiency
while maintaining encryption integrity.

It is important to observe that as each homomorphic oper-
ation is executed, the noise within the ciphertext increases.
Indeed, if the cumulative noise exceeds the noise budget,
decrypting the ciphertext becomes unfeasible. Therefore,
while improving system efficiency and enhancing security
is of primary concern, it is equally essential to ensure
the successful decryption of the ciphertext. The use of
multi-ciphertext encryption effectively limits noise growth
within each ciphertext, thereby enabling the system to
control noise accumulation even during complex operations.
By handling smaller subsets of the overall data, each
ciphertext reduces per-ciphertext noise growth while still
enabling efficient direct homomorphic bitwise operations.
Without multi-ciphertext encryption, a larger polynomial
modulus n would be required. As described in Section IV-B:
1) the polynomial modulus n, coefficient modulus q, and

noise distribution X maintain a direct proportionality;
thus, a larger value of n leads to an increased value of q
and consequently higher noise levels;

2) the security level is inversely proportional to the coef-
ficient modulus q; hence a larger coefficient modulus q
results in a weaker security level.

Table 1 presents a comparative analysis of key system
parameters when using multi-ciphertext encryption across
different configurations. Here, the parameters n, ct , log2(q),
and λ represent the polynomial modulus, number of cipher-
texts, bit-length of the coefficient modulus, and the security
parameter, respectively. These configurations serve to high-
light how multi-ciphertext encryption successfully optimises
system performance while simultaneously ensuring that high
levels of security are maintained throughout the process.

TABLE 1. Comparative analysis of key system parameters for
multi-ciphertext encryption of the 57,600-bit binary vector across
different configurations.

2) FEATURE ENCODING
The encryption process transforms original plaintext ele-
ments from the plaintext ring Rp into ciphertext elements
within the ciphertext ring Rq, over which it is possible
to perform arithmetic operations. The basic idea behind
this encoding technique relies on splitting the plaintext
space into residue classes using different prime numbers,
and then perform computations on batches of ciphertexts
corresponding to these residue classes [66]. The batching
technique is commonly used as a method to optimise and
speed up computations by operating on batches of encrypted
data instead of using single elements. With the aid of
the Chinese Remainder Theorem (CRT) we are able to
pack a number n of integers modulo p into a plaintext
polynomial reducing the computational time required for
the multiplication operations, which can be performed on
the polynomial likewise on integers. In this regard, the
plaintext modulus p should be chosen as a prime number such
that

p ≡ 1
(
mod 2n

)
(22)

then, there exists a ring isomorphism [67]:

Rp ≈
n−1

i=0
Zp (23)

As a result, this CRT-based batching technique, which
relies on the SIMD (Single Instruction, Multiple Data)
paradigm, enables the optimisation of the encryption process
ensuring more efficient handling of multiple data in par-
allel, allowing to perform n coefficient-wise multiplication
operations at the cost of a single one inRp.
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3) TEMPLATE PROTECTION
Before applying the process of homomorphic encryption, it is
necessary to encode the vector to be encrypted— specifically,
RetinaCode ω — into a polynomial representation Φ ∈

RP. Each element in this representation corresponds to a
coefficient. Using the public key denoted as κCP , we proceed
to encrypt the encoded polynomial Φ as follows:

Γ = E
(
κCP , Φ

)
(24)

Remarkably, homomorphic operations (both addition and
multiplication) can be directly performed on the ciphertexts
without prior decryption. For instance, when adding or mul-
tiplying two encrypted vectors, we apply the corresponding
operations element-wise to their ciphertexts. We recall that
the plaintext and ciphertext spaces are defined over two
distinct polynomial rings denoted by P = Rp and C =

Rq × Rq, as described in Section III-A, where p and q
are the plaintext and ciphertext coefficients, respectively.
Note that in practice, q is usually much greater than p,
consequently, the cardinality of the ciphertext space C is
significantly larger than that of the plaintext space P .
This implies that a plaintext vector ω can be mapped to
multiple valid ciphertexts in C. In other words, due to
the larger size of C, there are numerous ways to encrypt
the same plaintext ω, resulting in different ciphertexts.
This property is essential in cryptographic systems, as it
enhances security by increasing the complexity of decryption
attacks.

Besides the parameters for plaintext and ciphertext spaces(
p, q, n

)
introduced in Section III-A, the selected scheme

involves the use of several random distributions, two of which
are used during encryption and are defined as follows: (i)R2,
which is the key distribution used to sample polynomials with
integer coefficients in {−1, 0, 1}; (ii) the error distributionX ,
that is defined as a discrete Gaussian distribution with a mean
µ and variance σ 2 operating over the ring R bounded by
some integer β and, according to the current version of the
homomorphic encryption standard [68].
These parameters are specifically set as

µ = 0 (25)

σ = 8
/√

2π ≈ 3.2 (26)

β = ⌊6σ⌉ = 19 (27)

Therefore, to encrypt the vector ω, we first generate
three small random polynomials u ← R2 and e0, e1 ←
X . Subsequently, these polynomials are used to produce a
ciphertext Γ =

(
γ0, γ1

)
∈ Rq × Rq, which represents

the homomorphic image of Φ ∈ RP. After the encrypted
data undergoes homomorphic computations on the remote
server, the encrypted results are transmitted back to the client.
Upon receipt, the client performs decryption by evaluating
the ciphertext Γ on its own secret key κCS and reversing the
scaling factor Ψ applied during encryption.

4) ENCRYPTED DISTANCE MEASURE
The encrypted matching module of the system makes use
of the Hamming distance (HD) calculation to compare
binary templates within the encrypted domain. The Hamming
distance, which measures the number of differing bits
between two binary vectors, is mapped into the arithmetic
domain to enable secure computations, thus facilitating the
use of homomorphic encryption operations.

The Hamming distance HD
(
A,B

)
between two binary

vectors A = {a0, a1, . . . , an−1} and B = {b0, b1, . . . , bn−1},
both of length n, is defined as the number of positions where
ai ≠ bi, for i ∈

[
0, n− 1

]
, through the following equation:

HD
(
A,B

)
=
n−1

i=0

(
ai ⊕ bi

)
(28)

In the encrypted domain, direct bitwise XOR operations are
not feasible due to the arithmetic nature of homomorphic
encryption. To address this, the XOR is expressed in an
arithmetic form as ai ⊕ bi =

(
ai − bi

)2, allowing it to be
computed homomorphically. Thus, the Hamming distance is
reformulated as the sum of these squared differences between
the binary vector elements:

HD
(
A,B

)
=
n−1

i=0

(
ai − bi

)2 (29)

Thus, consideringΦQ andΦT as the polynomial encodings
of the binary vectors ωQ and ωT , the Hamming distance
between the two ciphertexts, Γ Q and Γ T , which represent the
query and stored templates respectively, is computed homo-
morphically. The polynomials ΦQ and ΦT are expressed as
sums over the ringRp as follows:

ΦQ =
n−1

i=0
Φ
Q
i x

i and ΦT =
n−1

i=0
ΦT
i x

i (30)

where Φ
Q
i , ΦT

i ∈ {0, 1} are the binary coefficients of the
polynomials ΦQ and ΦT . The XOR operation between ΦQ

and ΦT is computed directly over the polynomial encodings
in the ringRp using the expression:

ΦQ
⊕ΦT =

(
ΦQ
−ΦT )2

=
n−1

i=0

((
Φ
Q
i −ΦT

i

)2
)
x i (31)

This operation yields another polynomial inRp, represent-
ing the XOR between the two ring elements. Each coefficient
of the resulting polynomial corresponds to the XOR between
the coefficients of ΦQ and ΦT . The same XOR operation can
be performed homomorphically after encryption as follows:

E
(
ΦQ
⊕ΦT , κP

)
= E

((
ΦQ
−ΦT )2

, κP

)
=

(
E(ΦQ, κP) ⊟ E(ΦT , κP)

)
⊠

(
E(ΦQ, κP) ⊟ E(ΦT , κP)

)
(32)

as outlined in Section III-A through the homomorphic sub-
traction and multiplication operations. To compute the final
Hamming distance, the sum of all coefficients of the resulting
encrypted polynomial is accumulated through cyclic rotations
and additions into a single position. By leveraging the
properties of automorphisms, this summation is efficiently
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performed with log2
(
n
)
shifts and log2

(
n
)
additions. For

example, in Figure 6, given a vector V =
(
0, 1, 2, 3

)
with

homomorphic ciphertext E
(
V , κP

)
=

(
v0, v1, v2, v3

)
and a

ciphertext slot size of 4, only two shifts and additions are
required to compute the sum, with shift steps

(
δ1, δ2

)
=(

20, 21
)
.

FIGURE 6. Sum of the elements in the homomorphic ciphertext slot.

C. ASSUMPTIONS AND LIMITATIONS
To assess the security of the system, we considered three
possible vulnerabilities that could impact the data privacy:

1) the client side,
2) the server side,
3) the communication channel between the client and the

server.

1) ASSUMPTIONS
As illustrated in Figure 2, the client side is responsible for
extracting features from the retinal image and ensuring the
confidentiality of the secret key. As a result, since it is crucial
to ensure the security of the client device, we assume the
following: (i) the client device is regarded as completely
trustworthy during both the enrolment and authentication
stages, serving as a robust foundation for the system integrity;
(ii) the user’s secret key is meticulously preserved within
the local storage of the client device, maintaining its confi-
dentiality throughout the entire enrolment or authentication
process; (iii) the server employs a ‘Honest-But-Curious’
(HBC) security model, signifying that it honestly performs
the required computations, despite a potential underlying
interesting the processed data. This model assumes the server
compliance with protocol, yet acknowledges the possibility
of it harbouring an inclination to analyse the data for
information beyond the scope of its designated role; (iv) the
use of a PSK to encrypt the nonce prevents replay attacks by
ensuring that each session is uniquely identifiable and secure,
thereby protecting the system from the reuse of captured
communications.

2) LIMITATIONS
Implementing homomorphic encryption in biometric sys-
tems introduces significant constraints. The computational

overhead associated with HE necessitates intensive cal-
culations, significantly increasing data processing time.
Consequently, it becomes impractical for systems requiring
real-time responses. While HE is suitable for authentication,
where comparisons involve a single template, it is less
appropriate for identification, which entails searching across
a database of multiple entries. The integration complexity
of HE into existing systems, the larger data sizes due to
encryption, and the trade-off between security and system
efficiency further challenge its adoption. As an emerging
technology, HE for biometrics is still maturing, and future
advancements may mitigate these challenges. However, for
now, they remain significant hurdles to its widespread
implementation [69].

V. EXPERIMENTAL APPROACH AND EVALUATION
Extensive experiments have been carried out to assess
the performance and the effectiveness of the proposed
solution. In this section, we provide a description of the
dataset used in the experiments and the experimental setup
used to evaluate the system performance considering the
following criteria, as stated in the ISO/IEC 24745:2022 stan-
dard [24]: (i) irreversibility and revocability, (ii) unlinkability,
(iii) renewability, and (iv) performance preservation.

A. DATABASE DESCRIPTION
Since the evaluation of an authentication system requires a
diverse set of samples to ensure the system effectiveness
across different individuals and conditions, the proposed
authentication framework has been tested upon the Retina
Identification DataBase (RIDB) [70], a globally shared reti-
nal database available for research purposes. RIDB database
includes 100 fundus images acquired from 20 subjects (five
samples per individual) with a TOPCON-TRC 50 EX fundus
camera having a spatial resolution of 1504×1000with 24 bits
per pixel. Prior to the image acquisition, the subject’s pupils
were dilated to a diameter of 4.0 mm to ensure an aperture
wide enough for capturing clear images, and the images were
taken with a 45-degree Field of View (FOV). Consequently,
the images were saved in JPEG format, a commonly used
digital image format that allows for efficient compression
and storage of high-quality images. Figure 7 illustrates some
image samples from the RIDB database, while Table 2 reports
the database details.

B. EXPERIMENTAL SETUP AND FINAL RESULTS
1) TEST ENVIRONMENT
The experiments were conducted using a virtual machine
configured with two dedicated processors and 2048 MB of
RAM, hosted on an Intel Core i5-1135G7 CPU (2.42 GHz)
with 8192 MB RAM, running a 64-bit Microsoft Windows
11 operating system version 22H2 (codenamed Sun Valley
2). The virtual machine runs a 64-bit Debian 12.4.0 operating
system with an XFCE desktop environment. The code was
implemented in Python 3.12 using the Pyfhel [71] libraries

VOLUME 12, 2024 13



D. Palma, P. L. Montessoro: For Your Eyes Only: A Privacy-Preserving Authentication Framework

FIGURE 7. A set of fundus images from the RIDB database. In particular,
each column represents theree samples belonging to a specific individual.

for HE, which were built using Python and Cython atop the
Abstraction for Homomorphic Encryption Libraries (Afhel)
and provide a Python wrapper for the Microsoft Simple
Encrypted Arithmetic Library (SEAL) [72]. Additionally,
Matlab R2023b was used for the feature extraction.

2) PERFORMANCE METRICS FOR EVALUATION
The goal is to test the following hypothesis by comparing a
subject with a verified identity IV and a claimed identity IC :

H0 : IV = IC versus H1 : IV ≠ IC (33)

Here, H0 represents the null hypothesis, suggesting that
the individual’s claimed identity is valid (genuine or intra-
classmatching), whileH1 stands as the alternative hypothesis,
implying that the individual’s claimed identity is not valid
(impostor or inter-class matching). Hence, regardless of
whether the hypothesis is confirmed or not, the test is
susceptible to two types of errors:
• False Acceptance Rate (FAR), which is the likelihood of
accepting the null hypothesis when the input is invalid
(type-I error), and

• False Rejection Rate (FRR), which is the likelihood of
discarding the null hypothesis (accepting the alternative
hypothesis) when the input is valid (type-II error).

FAR and FRR are closely related because an increase in
one implies a decrease in the other. Mathematically, these two
indices are expressed as follows:

FAR =
1
N

N

k=1
FAR

(
ξ
)

(34)

FRR =
1
N

N

k=1
FRR

(
ξ
)

(35)

where N identifies all identities being evaluated by the
system, and

FAR
(
ξ
)
=

no. of FARs
no. of impostor accesses

(36)

FRR
(
ξ
)
=

no. of FRRs
no. of genuine accesses

(37)

On the other hand, the Genuine Acceptance Rate (GAR) is
the likelihood of accepting the null hypothesis when the input
is valid and may be used as an alternative to FRR:

GAR
(
ξ
)
= 1− FRR

(
ξ
)

(38)

The Receiver Operating Characteristic (ROC) curve visu-
ally illustrates the trade-off between GAR and FAR, showing
how well the system performs across different discrimination
thresholds. In contrast, the Detection Error Trade-off (DET)
illustrates the balance between FRR and FAR as the threshold
changes. The point where rejection and acceptance errors
are equal is referred to as the Equal Error Rate (EER).
Furthermore, the ROC and DET curves are threshold-
independent, enabling the comparison of performance across
different biometric systems under similar conditions [5].

TABLE 2. Retina identification database (RIDB) details.

3) CRYPTOGRAPHIC PARAMETERS, EFFICIENCY, AND
SCALABILITY
To estimate the total computation time, each section of
the code was executed 200 times, and the mean time was
considered. Table 3 provides a comparative analysis in
terms of computational time varying security levels and
parameters. Precisely, as described in Section IV-A, the
bigger n, the more secure the scheme, but the slower the
computations. Therefore, the chosen cryptographic scheme
takes into account the following requirements.
1) A plaintext modulus p such that is a prime number with

p − 1 being multiple of 2n, taking into account that
smaller p yields better performance.
There is, however, a minimal size on p for a given
polynomial modulus degree n:

log2(p)min =


14 if n ≤ 211

16 if n ≤ 212

17 otherwise

(39)

which implies that p > 2n, affecting the system
efficiency in some cases.

2) A security level λ ∈ {128, 192, 256} bits, which depends
on both the bit-length of the total coefficient modulus q
(small values ensure higher security) and the degree n
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TABLE 3. Comparative computational time analysis varying security levels and parameters.

of the polynomial modulus (large values ensure higher
security) as follows:

nmin =

{
212 if λ ∈ {128, 192} bits
213 if λ = 256 bits

(40)

where the choice based on these values allows relin-
earisation used to control the growth of noise during
homomorphic operations.

3) A coefficient modulus q that has to be chosen taking into
consideration the upper bound for the total bit-length
mined by the polynomial modulus degree n as described
in [72].

Note that the choice of q has a significant impact on both
the noise budget and operational efficiency of the encryption
scheme. Increasing q expands the noise budget, allowing
for more extensive encrypted computations, but also results
in larger ciphertexts and greater computational demands.
Conversely, smaller q values reduce these costs but restrict
the number of operations that can be performed due to a
reduced noise budget. Additionally, since the security level
is inversely proportional to q, a larger coefficient modulus
leads to a lower security level as well. Therefore, to limit the
computational overhead while ensuring a sufficient security
level and an adequate noise budget, we used the cryptographic
parameters highlighted in Table 3.
Then, with the suggested configuration, the average

computation times required to encode and then encrypt
the vector data ω, compute the Hamming distance, and
finally decrypt and decode the result are approximately
20 ms, 135 ms, and 1 ms, respectively. While the overall
response time is fast enough for authentication applica-
tions, we acknowledge that the computational efficiency is
indeed affected by the intensive calculations required by
homomorphic encryption, which may not be conducive to
real-time processing demands. In addition, for the proposed
framework, scalability is a factor that can be effectively
managed due to the authentication process relying on a
single-sample matching approach. Then, the computational
efficiency is not significantly compromised because each
authentication event is an isolated instance. As such, even as

FIGURE 8. Results of the experiments performed on RIDB database:
(a) False Acceptance Rate (FAR) and False Rejection Rate (FRR) curves,
(b) semi-logarithmic Detection Error Trade-off (DET) curve with
emphasised details, and (c) semi-logarithmic Receiver Operating
Characteristic (ROC) curve.

the number of users grows, the system does not necessarily
require more resources per authentication. The HE operations
remain constant per authentication attempt, allowing the
system to handle a larger load by managing the number of
simultaneous authentications rather than the complexity of
each. Consequently, the system performance remains stable
even as scalability becomes a consideration.

4) PERFORMANCE ASSESSMENT
To assess the accuracy and effectiveness of the proposed
solution, which relies on a single-sample approach for retina-
based personal authentication, each sample in the database
underwent a one-to-one matching test with each stored
template. Specifically, the experimental protocol requires
performing tests by considering 5 samples for each individ-
ual, amounting to a total of 100 samples. This configuration
leads to a comprehensive set of

(100
2

)
= 4950 tests, which
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TABLE 4. Summary of the EER-based performance results derived from several published methods based on the RIDB database.

includes 20 ×
(5
2

)
= 200 genuine (intra-class) matches

and the remaining tests being impostor (inter-class) matches.
Figure 7 presents the experimental outcomes conducted on
the RIDB database. In particular, Figure 7(a) illustrates the
balance between the FRR and the FAR curves with varying
thresholds corresponding to the matching score determined
by the similarity measure between the templates Γ Q and
Γ E
J , as described in Equation (7). Figure 8(a) also provides

information on the optimal point to choose as a threshold
to optimise the variance between the genuine and impostor
classes to assure an accurate classification of a user sample
as either authentic or not. Figure 8(b) reports the detection
error trade-off curve, which represents a graphical depiction
of the trade-off between FAR and FRR without relying
on specific operating points or thresholds. The curve is
drawn by plotting the FAR and FRR values by varying the
decision threshold of the classification system, thus providing
a comprehensive overview of the performance of the system
across different threshold values. The EER, given by the point
at which the rate of false acceptances (incorrectly granting
access to an unauthorised user) is equal to the rate of false
rejections (incorrectly denying access to an authorised user),
amounts to 1.0125 · 10−3. These result indicate a highly
accurate system, where the likelihood of both types of errors
is extremely low. Additionally, Table 4 provides a detailed
comparison of methods employing the RIDB database for
performance evaluation, reporting the methodologies used
for feature extraction and matching, as well as the EER
outcomes. Despite the lack of any template protection in
the compared methods, Table 4 enables a straightforward
and unbiased comparison of EER, confirming the relevance
and comparability of the results. Precisely, the tabular
comparison clearly illustrates that our system achieved
better performance with respect to the other works in the
literature. For instance, studies by Waheed et al. [27] and
Fatima et al. [28] reported an EER equal to 2.5 · 10−2 and
5.57 · 10−2, respectively, which are significantly higher than
the results achieved by our system. Particularly, the proposed
system achieved a ZeroFAR and a ZeroFRR, which represent

the points on the curve where FAR becomes zero (ZeroFAR)
and the point where FRR becomes zero (ZeroFRR), equal to
FRR|FAR=0 = 3.9164 · 10−1 and FAR|FRR=0 = 2.0378 · 10−2.
The ROC curve illustrated in Figure 8(c) is obtained by
plotting GAR against FAR. In particular, the proposed system
performed very well achieving a GAR at FAR = 10−6

greater than 99%. Therefore, these results suggest that our
framework is robust and reliable, making it a potentially
valuable asset in very security-sensitive as well as privacy-
oriented applications.

5) SECURITY ANALYSIS
Irreversibility and revocability: the irreversibility denotes

the encryption characteristic whereby data, once encrypted,
requires the specific decryption key to revert to its original
form, ensuring security against unauthorised access. On the
other hand, revocability refers to the capacity to invalidate a
decryption key, thus preventing previously authorised users
from accessing the data. In this scenario, homomorphically
encrypted data is always protected even in the case of
an attacker targeting the communication channel, since the
decryption of the data without access to the private key
κS is impractical due to the inherent complexity of the
RLWE problem [55]. Thus, this aspect satisfies the standard
requirement of irreversibility and, since it is not possible
to retrieve the biometric data from one or more stolen
encrypted biometric samples, the revocability requirement is
also satisfied.
Unlinkability: the unlinkability refers to the impossibility

to determine whether two or more protected biometric
samples are generated from the same instance. This property
is satisfied by using, for each user, a different set of keys
for the encryption, thus preventing cross-matching between
different databases.
Renewability: this property is assured since it is always

possible to generate new protected biometric templates by
using a new set of encryption keys. Therefore, in case of a
security breach resulting in a database being compromised,
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it is possible to invalidate previous protected templates and
generate new ones using the same biometric sample.
Performance preservation: since the comparison in the

encrypted domain is functionally identical (leading to the
same scoring results) to its counterpart in the plaintext
domain, there is no impact on biometric performance, with
the benefit of ensuring user data privacy.

Apart from the above-mentioned criteria, it is also
important to acknowledge that several common attacks pose
significant threats to the integrity of the system. These
include:

• Presentation attack: an adversary seeks to deceive the
biometric sensor by presenting a fake or modified sam-
ple. However, the system inherently ensures resistance
to such forgery attempts due to the complex and unique
patterns of the retina, which are almost impossible to
replicate convincingly.

• Replay attack: an adversary might intercept the
encrypted data and replay it to the server to gain
unauthorised access. To mitigate this, the system
employs nonce-based authentication, rendering any
replayed data obsolete and ineffective.

• Feature spoofing attack: an adversary’s attempt to
manipulate the biometric feature data, with the intention
of matching a stored template, is mitigated by the use
of feature encoding and homomorphic encryption. This
approach effectively reduces the attack surface, ensuring
the data remains encrypted and confidential, thereby
reducing the likelihood of unauthorised access.

• Overriding final response: adversaries may seek to
manipulate the AS encrypted response. However, the
response remains encrypted until it reaches the client
device, which uses its private key to decrypt and
ascertain the final decision. Thismechanism ensures that
any tampered response, once decrypted, would result in
an invalid outcome, thereby preserving the authenticity
and integrity of the system verification process.

The proposed framework is designed to rigorously assess
the system robustness against such adversarial actions,
ensuring compliance with the aforementioned ISO/IEC stan-
dards and maintaining the efficacy of the retina recognition
system amidst potential security breaches. Furthermore,
the configuration of the FHE scheme proposed for the
experimental evaluation is designed to ensure a 192-bit secu-
rity level, bolstering defenses against quantum computing
challenges [74]. Finally, the system verification accuracy and
user data privacy are not compromised, as homomorphic
encryption enables the biometric data to stay encrypted
beyond the client side.

VI. CONCLUSION
This research study investigated a novel privacy-preserving
framework for authentication based on homomorphic encryp-
tion and retina biometrics. Our findings highlight the
effectiveness of combining these technologies to enhance

data security and privacy. Indeed, using homomorphic
encryption ensures that sensitive biometric data remains
encrypted throughout the authentication process, addressing
concerns about data exposure and unauthorised access.
The adoption of retina biometrics adds an extra layer
of security, leveraging unique physiological features for
robust user authentication. The proposed framework has
also demonstrated its robustness against a multitude of
attacks, thereby fulfilling all the standard requirements
described in the ISO/IEC 24745:2022. The experimental
results performed on the RIDB database, showcase the ability
of the system to achieve accurate authentication performance
comparable to traditional methods without compromising
privacy, clearly demonstrating that the proposed approach
can compete with the state-of-the-art methods, achieving an
EER approximately equal to 0.101%. In addition, the FAR
and FRR values resulting from the experiments allow the
system to be full compliant with the strict requirements of
high security applications. Specifically, the value of GAR
still can be considered equal to 1 for FAR levels as low as
10−4, and setting the decision threshold to operate the system
at ZeroFAR, the likelihood of rejecting a legitimate user is
2.038%with no possibility of accepting impostors.Moreover,
the computational overhead introduced by homomorphically
encrypting the biometric data, computing the Hamming
distance in the encrypted domain, and then decrypting the
resulting computation in order to obtain the final response,
amounts to 156 ms, thus making the system suitable to
be deployed for real-world applications in contexts where
privacy and security are of primarily concern.
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