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Abstract

Due to the exponential growth of user-generated Web conterind ever-increasing
access of emerging countries to the Web, the demands for dtyalocalised Informa-
tion Access tools has grown stronger and stronger. Providirggquality Information
Access nowadays implies, however, involving Adaptive Persdisation, Semantic
Web, and Arti cial Intelligence techniques to Iter non-relevant, o ensive, inappro-
priate, and harmful content that traditional Information R etrieval techniques are
not able to lter. To allow such systems to operate with accuacy, Information
Extraction and Knowledge Representation technologies arequired; while a lot of
e ort has been put into developing such tools for English cadent, relatively little
e ort has been put into localising them. Localisation, as a ter of fact, implies
a great deal of e ort and overcoming several non-trivial cHeenges. First and fore-
most, localised Information Extraction tools must cope wh di erent languages,
which is a challenge few research works have tackled due teetkack of linguis-
tic resources and best practices that a ect several non-Ehgp idioms. Adopting
the right language, however, is not enough and localised Knledge Representa-
tion should also be culture sensitive, i.e. aware of the marmultural factors that
in uence people's perception and behavior, which is a topithat has been mostly
neglected up to now by the Arti cial Intelligence research cmmunity. In this thesis
we present a comprehensive discussion of localisation dbhmation Extraction and
Knowledge Representation techniques, introducing muliiigual Keyphrase Extrac-
tion and culture-sensitive Semantic Relatedness as casadies of multilingual and
multicultural knowledge-intensive applications. The searal experiments performed
show that the proposed techniques, framework, and systeme & ective, e cient,
and provide a powerful tool that can be pro ciently integraed into di erent appli-
cations to address localization and multiculturality isses.
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Introduction

Over the last years the Web has become more and more inclusiyarticipative,
and, above all, larger: more and more users gain access to Web from all around
the world, social platforms allow anyone to publish contentand popular services,
such as search engines, are becoming more and more locali3&é& amount of non-
English speaking users is steadily growing and these peopbgect contents they
can read and understand. Language, however, is not the onlgpeect that provides
diversity within the user base: culture is also another crital factor. The world
has many cultures and they all present signi cant di erence which a ect people's
behavior and perception. Being aware of the existence of butdi erences and able
to cope with them is calledcultural sensitivity. It is, indeed, rather common in
real life to face situations where there is a dominant and on& more secondary
cultures [153]. For instance, in the U.S. the European Amerinas the dominant
culture whereas Hispanic, African American and Chinese cultes are all secondary.
Cultural sensitivity implies that both groups understand and respect each others
characteristics. Achieving cultural sensitivity is alwaysa challenge and even more
so in environments where the dominant culture is the one pelepare expected to
adopt. The Internet nowadays is an outstanding example of amnvironment wherein
cultural sensitivity is yet to achieve. The dominant cultue of the Internet is the
Anglo-American one, with all the other ones con ned to the rolef secondary cul-
tures, and Web users are expected to conform to some extentth@at culture to fully
enjoy the contents and services o ered by the Web platform. hweever, the growing
number of non-English speakers using the Internet on dailyabis is steadily growing
as more and more developing countries are gaining a better bVaccess. Content
published on the Web, more than ever, can now be consumed byopk from all
around the world, thus content providers should be as much kural sensitive as
possible to avoid being considered o ensive, inapproprtor needlessly aggressive.
Even service providers, such as search engines, should bezonore cultural sensi-
tive, since the \one size ts all" approach currently adoptel by most of themt is

!Several service provides adopted Adaptive Personalisation technigs over the past few years,
however this feature often has a limited coverage, mostly focusingn English language, or is
based upon Web usage mining techniques that do not take into account ctural di erences among
monitored users.
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highly unlikely to satisfy equally users coming from di erat cultures.

To provide a better access to the multitude of content publised on the Inter-
net, ful lling the goals and expectations of users speakindi erent languages and
belonging to di erent cultures, intelligent tools are needd. In particular, being able
to understand the textual content of di erent languages andormats is becoming
a more and more desirable feature for several practical taskuch as information
retrieval, content placement, personalisation, and Web age monitoring. While big
e orts have been made to understand English content, otheahguages have received
less coverage over recent years. On the other hand, the qugnbf localised, i.e.
non-English, content on the Internet has signi cantly ris@? and will probably be
rising even more in the next years due to the growing accesghe Web of developing
countries.

1.1 Language and Understanding

It is well known and widely accepted in linguistics that the anguage and its usage
can be split into several components [50, 20, 134, 62]. Theeynain components
of language are phonemes, morphemes, lexemes, syntax, amutext. Along with
grammar, semantics, and pragmatics, these components wadgether to create
meaningful communication among individuafs

In the case of written communication, which is prominent onhe Internet, the
phonetic part of the language is absent, however the remang four components are
still present and can be arranged in a hierarchical order, ahown in Figure 1.1.
Morphemes are the building blocks of lexemes, which are amged to create sen-
tences according to the syntax which provides semantics. HRily, the context in
which sentences are put determines the discourse pragmatidhe notion of context
is, however extremely broad since it may include, but is noinhited to, previous
discourse, background and common knowledge, and non-vdrbammunication.

This decomposed view of the language is particularly usefidr the purpose of
machine understanding of the language since it provides acsinct framework to
identify the degree of textual comprehension of automateaols. As we will broadly
illustrate in Chapter 2, the lower the level of abstraction he easier it is its processing
by a machine. As a matter of fact, there already exist several Naal Language
Processing tools that operate with human-like precision iparsing and decomposing
words, phrases, and sentences. Examples of such tools areek® Stemmers, Part of
Speech Taggers, and Spellcheckers. The upper part of theglimstic stack shown in
Figure 1.1, however, is still a research subject, with largeggress being made over

2W3Techs: Usage of content languages for websiteshittp://w3techs.com/technologies

3Extracted from:  Boundless. \The Structure of Language" Boundless Psycbl-
ogy Boundless (visited on 26 May 2016) - https://www.boundless.com/psychology/
textbooks/boundless-psychology-textbook/language-10/introduction-to-language-60/
the-structure-of-language-234-12769/
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PRAGMATICS

meaning in context of
discourse

SEMANTICS
literal meaning of
phrases and sentences
SYNTAX
phrases and sentences
MORPHOLOGY
words
PHONOLOGY
phonemes
PHONETICS
speech sounds

Figure 1.1: Relationship between types of linguistic units.

the past 15 years, but with performances still far from beinguman-like. Semantics,
in particular, have been thoroughly explored over recent ges with the support of
the Linked Data community, however, tasks such as Entity Liking, i.e. identifying
references to entities in a knowledge base within an unsttuced text, are still hard
to automate with satisfactory accuracy.

Most of these research activities, however, share a commaabllity: they have
been tailored on a single language, mostly English. While om®uld argue that
general semantics and pragmatics are independent from trenguage, they still lay
on the top of it and are heavily in uenced by cultural backgrond and other local
factors. State of the art systems, therefore, lack multiligual and cross-cultural
components, with very few notable exceptions. The world, @ver, is multi-lingual
and multi-cultural: distances have suddenly shrunk, the liernet is becoming more
and more localised, and people nowadays expect localisedises as well. The need
for multilingual and cross-cultural language analysis tdas, in our opinion, one that
should be addressed as soon as possible.

1.2 Considered languages

To investigate the challenges of multi-linguality and cras-culturality we will consider
in the following three languages, each with unique charactistics: English, Italian,
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and Arabic.

English is considered the most widespread language on théeimet. Despite the
fact it is impossible to assess the actual distribution of tegyuages on the Internet
[168] due to its size, English is constantly the most widesgad language found
in random samplings performed with crawling techniques, sh as the notorious
Common Crawl corpus [157] and several others. Moreover, mossearch work in
the Natural Language Processing eld is based on this languaghat is also regarded
as the currentlingua franca of the international scienti c community. Linguistically
speaking, English is a West Germanic language charactedday little in ection, a
fairly xed Subject-Verb-Object word order and a complex sgtax [86]. The fairly
simple morphology of the English language, paired with thebandance of linguistic
resources available makes it an ideal proving ground for nidéLP and Information
Extraction applications.

Italian is a Western language as English, but it is a Romanceahguage, most
notably it is considered the closest spoken language to amai Latin [67].With re-
spect to English, Italian has a much richer morphology, a mercomplex grammar
which showcases all typical constructs of Romance languagsuch as genders, and
in ection, moreover the order of words in the phrase is relately free compared to
most European languages and it allows null subject sentesci81].

Arabic, on the other hand, is a Central Semitic language cldgerelated to He-
brew and Aramaic. The authors of [57] and [69] highlight the nsb notable features
of Arabic from an NLP point of view. Its main characteristics ae the absence of let-
ter capitalisation, changing letters according to their psition, minimal use of punc-
tuation, ambiguity due to the presence of homographs, congX internal structure of
sentences that makes their interpretation highly contextlependant. Furthermore,
Arabic is a strongly agglutinative language, like German, Ewing the aggregation
of whole phrases in one word, and also allows the dropping afbgect pronouns.
Arabic is also a relatively free word order language, implyinthat phrase patterns
may frequently vary. Finally, Arabic presentsdiglossig which means that there exist
multiple variants of the language (Classic Arabic, Modern &ndard Arabic (MSA),
local dialects, ...). All these characteristics make Arabicnique and suggest that
techniques that do not take them into account may achieve poperformance to the
eyes of a pro cient Arabic speaker.

These three languages, with their distinctive charactetiss, provide a rich and
comprehensive case study to the extents of developing trulycalised Arti cial In-
telligence techniques. Moreover the total number of nativepeakers of these three
language is somewhere around 1.2 billion people, makinglsaccase study also rele-
vant from an application point of view since the number of p@ntial users interested
in is large.
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1.3 Thesis outline

Processing di erent languages such as the ones describedthe previous section
implies overcoming a series of technical and methodolodichallenges. We can
pinpoint some of the most notable and pressing ones that wellhaddress in this
thesis:

The need for an abstraction over syntax: while it is common sse that some
assumptions may yield over several languages (especialy tones concerning
semantics) the morphological aspect of a language must bekea into con-
sideration. Truly multilingual approaches should, in our pinion, provide and
abstraction over syntax and morphology to be lled with the @propriate tools
for each language.

Robustness to style nuances: there exist many types of textdrrative, Legal,

Technical, and many more) each one with its unique featuredMoreover, these
features may change from culture to culture. Ideal multiligual and cross-
cultural tools should provide help to tackle this aspect of@nmunication.

Commonsense knowledge di erences: di erent communitieentd to have dif-
ferent background knowledge; this is particularly true whe the consider com-
munities are separated by large distances and cultural bars. For instance,
the average American has a radically di erent idea of the nadh of \healthy

food" from the average Italian. These cultural di erencesannot be ignored to
grasp the real meaning of texts, especially on a vivid and dgmic environment
such as the Internet.

Acceptable computational times: deep text analysis is a vedemanding task
from a computational point of view, especially when it comet resolve its
semantics. Most approaches presented in the eld of sematdirely on de-
scription logics or similar formalism, however reasoninghcsuch structures is
a nontrivial problem in complexity. The implied computatianal times are not
acceptable for most practical applications, and therefor@ptimisations and/or
simpli cations of these models are needed.

The rest of this thesis is organised as follows: in Chapter Zwvill brie y describe
some notable work already published in the literature, thenin Chapter 3 with
reference to a speci ¢ NLP task, Keyphrase Extraction, we wipresent a knowledge
oriented framework to describe such an activity and introdee a multilingual imple-
mentation of the said task, in Chapter 4 we will address the pblem of representing
background knowledge and propose an approach able to copehwdi erent cul-
tural backgrounds and with the computational demands of réavorld application,
nally, in Chapter 5 we present our nal remarks and suggest@me future research
directions paved by this work.
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Text Mining

In this chapter we will introduce previous work done in the éd of automatic Infor-
mation Extraction from unstructured text and Knowledge Repesentation. We will
focus at rst on the problem of extracting relevant information from unstructured
text, introducing the task of Keyphrase Extraction, than wewill introduce other
Information Extraction problems, namely Named Entity Recogition, Word Sense
Disambiguation, and Named Entity Linking, nally we will provide an overview of
Knowledge Representation techniques.

In this chapter we will also stress two critical issues of s of the art techniques:
the lack of multilinguality, i.e. the ability of a technique to scale over dierent
languages, and multiculturality, i.e. the capability of a kowledge representation
technique to cope with cultural di erences and subjectiveigions over a given topic.

Some of the results presented in this state of the art surveyeaalso published
in our previous work [49, 47, 42, 77, 48, 46]

2.1 Keyphrase Extraction

Citing SEMEVAL 2010's Keyphrase Extraction task descriptio, Keyphrases (herein
KPs) are words that capture the main topic of the document, tarefore they can be
seen as special n-grarhghat are relevant to the extents of describing, summarising
or indexing an arbitrary long text. The problem of extractig KPs from natural
language documents has already been investigated by seVeseholars and many
di erent approaches have been proposed.

All known techniques can be substantially broken down into tav steps: the
candidate generation phase where all plausible keyphrasee spotted in the text,
and the candidate selection phase where the relevance of ahdidate keyphrases
is assessed and the nal ones are subsequently selected.

In an e ort of organizing the wide range of approaches that tsabeen proposed
in the literature, the authors of [177] identify four types & keyphrase extraction
strategies:

a contiguous sub-sequence of items of a given sequence.
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Simple Statistical Approaches these techniques assume that statistical infor-
mation is enough to identify keywords and KPs, thus they areemerally simple
and unsupervised; the most widespread statistical apprdaes consider word
frequency, TF-IDF or word co-occurrence [110, 145, 89]. It important to
note how TF-IDF based methods require a closed document corpdn order
to evaluate inverse frequencies, therefore they are not &ile for an open
world scenario, where new items can be included in the corpoat any time.

Linguistic Approaches these techniques rely on linguistic knowledge to iden-
tify KPs. Proposed methods include lexical analysis [6], stactic analysis
[56], and discourse analysis [87, 90].

Machine Learning Approaches since KP extraction can be seen as a classi ca-
tion task (each KP can be considered a class to which the docent belongs),
machine learning techniques can be used as well [60], [168] i79]. The usage
of Naive Bayes, SVM and other supervised learning strategieashbeen widely
discussed and applied in systems such as KEA [175], Maui [JL12AKE [36],
and GenEx [163].

Other Approaches other strategies exist which do not t into one of the above
categories and most of the times they are hybrid approachesnsbining two

or more of the above techniques [45, 68]. Among others, hetiosaapproaches
based on knowledge-based criteria [99], and meta-knowledaer the domain
[35] have been proposed.

At rst glance, using TF-IDF metric [148] as a method for extrating keyphrases,
could be considered a generally reliable solution; the maissues, however, are the
need of a corpus of documents (that is not always availabldéje necessity of de n-
ing a threshold of relevance above which n-grams can be caoesed relevant, and
moreover, TF-IDF simply does not take into account the interal structure of a
document and its properties not exploiting useful featurethat are then wasted.

Many di erent features have been presented in the literatg; a detailed list of
of which is presented in Table 2.1.

2.1.1 Multilinguality

The problem of de ning multi-language techniques, thoughasnewhat neglected, has
been discussed as well in the literature. Some authors, irdk already addressed
some fundamental issues and proposed some working systemesyever most of the

proposed approaches consist in a minor reworking of technas conceived for the
English language.

A multilingual approach towards sentence extraction for smmarization purposes
based on a machine learning approach can be found in [98]. Tdghors of [136] in-
troduce a multilingual KP extraction system exploiting a satistical approach based
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Table 2.1:

Features used in literature to perform KP extragbn.

Feature Meaning Type Used in
Number of words Number of words in the candidate keyphrase D [163, 71, 100, 83]
Number of characters Number of characters in the candidate kalyrase D [108]
Candidate rst occurrence (or depth) First occurrence of thestemmed phrase in the document, counting with words D (16374, 60, 79, 71, 129, 83, 100, 141]
Candidate last occurrence Last occurrence of the stemmedrpke in the document, counting with words D [83, 141]
Candidate stem rst occurrence First occurrence of a stemmesord of the candidate, counting with words D

Normalized phrase frequency (TF) Frequency of the stemmed miwe in the document (TF) D (163, 79, 71, 141]
Relative length Number of characters of the candidate D [163]
Proper noun ag Candidate is a proper noun D [163]

Final adjective ag Candidate ends with an adjective D [163]

Verb ag Candidate contains a known verb D [163]
Acronym ag Candidate is an acronym D [83, 129]
tf-idf over corpus TF-IDF of the candidate in the corpus C [175, 60, 79, 100, 129, 83]
keyphrase frequency frequency of the candidate as a keypdean a corpus C [175, 60, 164, 100]
candidate frequency frequency of the candidate in the corpu C [79]

POS sequence sequence of the POS tags of candidate D [79], [129], [108]
Distribution of the POS sequence distribution of the POS tagequence of candidate in the corpus C 83]
number of named entities number of named entities in the caitthte D [108]
number of capital letters used to identify acronyms D [108]

IDF over document inverse document frequency D [71]
Variant of TF-IDF - 1 logTFIF - see [71] C [71]

First sentence First occurrence of the phrase in the documemtpunting with sentences D [71]

Head frequency Number of occurrences of the candidate in thestrquarter of the document D [71]
Average sentence length average length of the sentences tbantain a term of the candidate D [71]
Substring frequencies sum sum of the term frequency of allettwords that compose the candidate D [71]
Generalized Dice coe cient see [71] or [100] D [71], [100], [83]
Maximum likelihood estimate estimation of the probabilityof nding the candidate in the document D [71]
Kullback-Leibler divergence see [71] C [71]
Document phrase maximality index (DPM) see [71] D [71]

DPM X TF-IDF self-explanatory C [71]
Variant of TF-IDF - 2 TF-IDF of the candidate / TF-IDF of its most i mportant word (see [71]) C [71]
k-means of the position see [71] C [71]
GRISP presence presence in the GRISP database (see [100] ) E [100]
Wikipedia keyphraseness probability of the candidate to benaanchor in Wikipedia E [100]

Title presence Presence of the candidate in the title D [100]
Abstract presence Presence of the candidate in the abstract D [100]
Introduction presence Presence of the candidate in the intduction D [100]
Section title presence Presence of the candidate in a titlé @ section D [100]
Conclusion presence Presence of the candidate in the cosidas D [100]
Reference or book title presence Presence of the candidatet least one reference or book title D [100]
Variant of TF-IDF - 3 TF includes the TF of substrings of the cardidate C [83]
Variant of TF-IDF - 4 TF of substrings of the candidate without the TF of the candidate [} [83]
Variant of TF-IDF - 5 TF normalized by candidate types (noun phases vs simplex words vs...) C [83]
Variant of TF-IDF - 6 TF normalized by candidate types as a sepate feature (not clear) [} [83]
Variant of TF-IDF - 7 IDF using Google n-grams E 83]
Section information Weight the candidate based on its loc&n (abstract, title, ...) D [129], [83]
Section TF TF of the candidate in key sections D [83]
Candidate co-occurrence Number of sections in which the cadates co-occur D 83]

TF Occurrence in titles Occurrence in the CiteSeer title cliction as substring of a title E [83]
Occurence in titles TF of the candidate in the CiteSeer titleollection as substring of a title E [83]
Semantic similarity - 1 contextual similarity among candidtes D [83]
Semantic similarity - 2 semantic similarity among candidas using external knowledge E [164] (using a search engine)
Variant of Dice coe cient - 1 normalized TF by candidate types (noun phrases vs simplex words...) D [83]
Variant of Dice coe cient - 2 weighting by candidate types (roun phrases vs simplex words...) D [83]
Variant of Dice coe cient - 3 normalized TF and weighting by andidate types (noun phrases vs simplex words...) D [83]

Su x sequence Sequence of the su xes of the words that from # candidate [129], [83]
Semantic similarity - 3 Co-occurrence based similarity D [110]
Variant of TF-IDF - 8 Probability-based (see 3.4 of [164]) C [164] (using a search engine)
First sentence First occurrence of the phrase in the documemtpunting with sentences D [9]

Last sentence Last occurrence of the phrase in the documeobunting with sentences D [9]
Lifespan on words Di erence between the last and rst appeance in the document D [141]
Lifespan on sentences Di erence between the last and rst pparance in the document D [9]

Wiki ag Presence of the candidate as a Wikipedia page title onsface (e.g. Big Blue vs IBM) E [45]

Noun value Number of nouns in the candidate D [141], [45], [9]
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on word frequency and a reference corpus in 11 di erent Eurepn languages, in-
cluding Italian. The performance of such system, however,lies on the quality of
the reference corpus since phrases not included in the cospumill never be extracted
from the text. Moreover, its accuracy proved to be highly vaable over the 11 con-
sidered languages and overall poor. The authors of [53] poge a more sophisticated
approach based on a set of heuristic rules for identifying &tsof potentially good
candidate KPs; candidate KPs are then selected according &TF-IDF based score
metric. The system exploits two language dependant resoes: a stopwords list and
a stemmer. Upon a suitable substitution of such language demant resources, the
system proved to perform well in di erent languages.

In the next chapters we will focus on two languages in partitar: Arabic and
Italian. Keyphrase extraction from Italian texts has recaied little attention. The
authors of [59] proposelagMe, a system whose purpose is to annotate documents
with hyperlinks to Wikipedia pages by identifyinganchorsin the text. The task of
identifying text anchors can be seen as a naive KP extractiaiechnique and it is
capable to identify and propose KPs only if they are also in Wigedia. The system
by [136], previously mentioned, is also capable of extrasty KPs from Italian text,
however it features a very limited accuracy.

Keyphrase extraction for the Arabic language has not recesemuch consid-
eration basically adapting techniques developed for westelanguages. A prime
example of this situation is given by KP Miner [53], which lesragesTF-IDF and it
is built using an unsupervised approach yielding satisfamty results in both Arabic
and English. KP Miner, although exploiting purely statistical techniques, performs
its task e ectively and it is considered the de facto standalto which to compare al-
ternative systems. The authors of [54] employ a supervisep@oach for the selection
of KPs in accordance with the linguistic features obtainedhrough a Part-Of-Speech
(herein POS) tagging. The inclusion of such linguistic feates greatly increases the
accuracy of the system similarly to what happens in the Engln language [79]. In [2]
the Multi-Word-Expressions are introduced which, althouly with a slightly di erent
de nition, appear similar to the KPs. The authors compare derent techniques to
extract them from Arabic documents exploiting Wikipedia, Gogle Translate, and
distributional features of the text corpus under analysisThe approach presented in
[4] includes a \cleaning" phase which removes candidate KRscording to linguistic
knowledge, and then groups terms into equivalence classes@&ding to their roots.
The evaluation is then performed on an ad-hoc built human amtated test corpus
upon which the authors claim to achieve signi cantly highemprecision and recall
than KP Miner.

2.2 More Information Extraction Tasks

Even though the use of keyphrases is of great help for the repentation of texts
and their summarisation, they own little intrinsic semantc value since, for instance,
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the same KP may refer to di erent entities. The embedding of aemantic layer in
the information extraction process is a critical step for th inclusion of a semantic
level in applications that will use its functionality. NLP tasks such as Named Entity
Recognition, Word Sense Disambiguation, and Named Entity bhking could help to
have a better understanding of a natural language text by c$sifying token of text
or identifying them in knowledge bases, ontologies, dictiaries, or gazetteers.

2.2.1 Named Entity Recognition

Named-Entity Recognition (NER) (also known asentity extraction, entity identi-
cation , and entity chunking) is a subtask of Information Extraction that seeks
to nd text strings representing entities and concepts in a n@aral language text
[123], which can be seen as a classi cation problem where ¢okof text must be
labelled with the class of the entity they refer to. The most@mmon NER usage is
the detection of a limited number of classes within a collegoin of documents. As
an example, inSemEval 201% tenth task?, three classes (\Task", \Process", and
\Material") must be spotted in a text corpus built by collecting scientifc papers'
abstracts. NER tasks can also be seen as sequential predictmroblems, and are
commonly addressed employing distributional semantics dreveraging sequence
tagging methods like sequential applications dPerceptron Hidden Markov Models
(HMM), or Conditional Random Fields(CRF). CRFs, in particular, have emerged
in the last few years as thale facto standard especially in the biomedical research
eld [97, 91, 128]. From a theoretical point of view, the prolem can be formalized
as follows: letx = (xy;:::;X,) be an input sequence ang = (ys;:::; yn) be the cor-
responding output sequence, the sequential prediction fmem is to compute the
probabilities P (yijXi «:::Xi+1;¥i m::Yi 1) wWherek, I, and m are small integer num-
bers, to achieve tractable inference and prevent over ttig [142]. In other words the
text is processed with a sliding window that considerk words backward,| words
afterwords and the lastm predictions generated by the tagger. Large sets of features
are usually employed in NER to compute such conditional probdity.

The authors of [161] identi ed three di erent classes of fdares generally used
in NER:

Local knowledge featuresfeatures that can be obtained from the word they
encode. They include capitalisation, the presence of specu xes, pre xes,
or special characters, and the presence of sub-tokens like bnes identi ed by
hyphenation (e.g. the word \high-tech” can be split into thetwo sub-tokens
\high" and \tech").

External knowledge featuresfeatures that, to be gained, require some back-
ground knowledge, such as linguistic or encyclopedic, ankdat cannot be in-
ferred directly from the text. They include POS tagging, wad or phrase

2https://scienceie.github.io/
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clustering analysis over a reference text corpus, and anyfanmation collected
by matching the examined word against gazetteers, thesauar ontologies.

Non-local dependency featuredeatures assembled taking into account the hy-
pothesis that the context in which a word is inserted shapetsimeaning, and
therefore they try to represent the surrounding phrase, sence, or discourse.
They include the number of times the examined word appears &nwindow, the
presence of other signi cant words within a certain windowgontext aggrega-
tion [26], and a possible preliminary classi cation givenypanother sequential
tagging algorithm [88].

The authors of [142] present convincing clues that all thedbree kinds of features
grant e ective results in NER tasks and should, therefore, ball considered for
the design of feature sets to be used to train sequence taggaigorithms. Common
NER systems, however, are typically trained to identify a limted number of di erent
entities classes in the text (e.g. nations, companies, péepplaces). To achieve
better results, however, it is advisable for several NER agphtions to extend the
classi cation to a much larger and ne-grained number of clsses.

2.2.2 Word Sense Disambiguation and Named Entity Link-
ing

Word Sense DisambiguatiofWSD) can be de ned as the task of selecting the right
sense for a word within a given context [119]. In this domairthe matched string is
commonly referred to as thesurface form of its corresponding meaning. The main
di erence from the NER task is that the latter associates a stng with the corre-
sponding class, while WSD associates a string with a specitem in a dictionary,
such as a Wordnet synset. The string-meaning association can be even moreacc
rate by associating string tokens with the corresponding nie of a knowledge base
(e.g Wikipedia or its Linked Data equivalent DBpedia [93]). Tis task is typically
denominatedNamed Entity Linking (NEL) [70] in general orWiki cation when the
target knowledge base is Wikipedia [23, 32]. Both tasks, WSD @MNEL, are usually
performed in two steps:

Candidate anchor search The text is scanned and all the tokens that can
designate entities are detected. In this step, heuristicased search techniques
or vast dictionaries and gazetteers are commonly used.

Entity selection: Among all potential candidate tokens, those that actually
refer to an entity are identi ed, linking them, if it is possible, to the entity
itself. Many techniques have been developed to evaluate thiausibility that
a string is referring to an entity and to disambiguate polysaic words through
the context in which they appear.

3http://wordnet.princeton.edu
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The candidate anchor search phase can be further decompog@d two steps: (i)
the text tokenization, concerning the detection of sentercboundaries and the pos-
sible misspell or miss-capitalization of the words, and Jithe detection of surface
forms within the chunked text. This last point can be addresd in di erent ways.
The most widely used approach consists in matching the suckaforms against dic-
tionaries or gazetteers [23], rule-based matching drively tinguistic hypothesis, or
the adoption of NER systems to detect speci c classes of endis. State of the art
techniques include the usage of coreference resolution taprshort surface forms,
such as acronyms and abbreviations, to longer surface form#h the same label
[72], the integration of the aforementioned strategies iata synergic search pipeline
[32], and the use of fuzzy matching algorithms [94, 169].

The second phase (Entity selection) can be addressed eithgrusing distribution
semantics techniques or taking advantage of the ontologlcstructure of a target
knowledge base. Approaches based on distributional semastirely on a reference
corpus of annotated texts and they are trained to recognizeigace-sense associations
taking into account the context in which the surface is inclded. In the Wiki cation
case, Wikipedia articles are considered as a corpus of annethtexts in which
entities are described by the presence of hyperlinks to otrerticles of the knowledge
base. A representation of context is analysed for each suwéasense pair, taking into
account the co-occurrences of words in the training corpug/hen a non-annotated
surface form needs to be assigned to an entity or to a meanirtige context in which
it is inserted is evaluated. All possible assignments are dered and the one
with the highest similarity index based on the context is the assigned [32]. This
approach is used by the vast majority of Wiki cation systems gch asTagMe [59]
and DBpedia Spotlight[114]. On the other hand, network-based approaches rely on
the internal structure of a knowledge base or, in the case of Wpedia, on its internal
linked structure that forms a dense and navigable network afiterlinked documents.
Exploiting a large enough network, it is possible to take adwtage of its structure
to e ectively accomplish disambiguation and entity seleébn. The most appropriate
surface-sense matching pair can be determined by nding tlome pair that minimises
the distance with the already grounded terms. This approachakes extensive use
of clustering techniques and graph search algorithms. Theithors of [166] exploit
a reference ontology to disambiguate concepts, computiniget degrees of separation
between candidate items. The authors of [119, 118], instegdin Wordnet with
Wikipedia, thus obtaining a much larger knowledge base tharé one used by plain
Wiki cation systems, and they implement WSD relying on a randm walk with a
restart on minimum support graphs.

Even though they share similar techniques, it is importantd point out, how
WSD and NEL are guided by di erent hypotheses. In particular, w can identify
the following three main di erences [70]:

Nature of the External Knowledge source: WSD systems are basaadl purely
linguistic assets such as dictionaries and lexicons, whNEL systems rely on
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domain knowledge provided by domain ontologies.

Completeness of the Knowledge source: WSD systems assumé #reowledge
base to be complete, i.e. the lack of a potential associatidor a candidate
surface implies the absence of a meaning for that word. NEL $§s1s, on the
other hand, assume their knowledge to be incomplete, i.e. ey candidate
surface form should be considered as an entity, even whenstriot possible to
nd an association between it and an entity of the knowledgedse [23, 111].
This latter hypothesis is often ignored by Wiki cation systems; in this respect,
they lay halfway between WSD and NEL applications

Candidate search: named entity mentions are more variouséah lexical men-
tions in WSD. This is caused by the wide variety of abbreviatiws, synonyms,
and paraphrases that are encountered when dealing with domaspeci ¢ jar-

gon and the fact that entities de ned by long and complex worsl are usually
referred to in di erent ways within the same text [170]. The andidate search
phase, so, can be considered more challenging in NEL systerasign. More-
over, there are indications in the literature that advancedcandidate search
techniques, like query expansion based on coreference liggmn, have a major
impact on the accuracy of NEL systems [70].

Apart from the distinctions listed above, NER, WSD, and NEL systes share re-
markable conceptual overlaps. In fact, they are often builbn similar technologies
and assumptions and, moreover, they can be employed in thersatasks and ap-
plications. In the research paper [143], the authors propmshe NERD framework
which aims at addressing the possible overlaps between thdisree tasks and provide
a development environment for building this kind of applictons.

2.3 Knowledge Representation

Up to this point of the discussion, we dealt with techniques t@xtract keyphrases
from textual documents and link these KPs to a set of labels #t represent items
or categories taken from a trustworthy knowledge base, thugpresenting entities.
Nevertheless, for several tasks this information is not engln and Knowledge Rep-
resentation is needed to associate to KPs and entity links a background@wing an
arti cial intelligence system to perform some kind ofeasoning The most straight-
forward way of representing knowledge is using formal logichowever several alter-
native approaches are viable as well. In this section we wslrvey Linked Open
Data and their related technologies as formal representatis and semantic distances
as distributional knowledge representation.

4As a matter of fact, some authors consider Wiki cation as the bridge betwea WSD and NEL
[119]
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2.3.1 Formal Knowledge Representation

Historically, automated reasoning has always been assoedtwith logic, and as a
matter of fact, most classical work in the eld of Arti cial In telligence relies upon
First Order or Description logics to some extent. Formal knoledge representation
formats have been implemented and represented in severakdint ways over the
past 50 years of Knowledge Representation research, nomleixamples are Seman-
tic Networks [156], Horn Clauses [78], Conceptual Graphs [158nd Frames [116].
Nowadays, the most widespread format to represent formal kwtedge areLinked
Data, which are a Web-oriented implementation of Semantic Netwks. Linked
Data are associated with the Semantic Web, being its prefext format to represent
metadata, domain knowledge, and business logic as well. Solinked Data are
distributed with open licences, allowing researchers andaztitioners all over the
world to contribute them and to exploit them as knowledge bas for novel appli-
cations. Such Linked Data are commonly referred to dsnked Open Data(LOD)
and over the past 20 years they gradually formed the so-call€OD cloud which is
an interconnected collection of structured data publiclyailable on the Web. As of
January 2017, the LOD cloud includes 1139 interlinked datatseand several billions
of triples®.

The Semantic Web stack

Linked Data are not a single technology, rather they consi#t a stack of technologies
known as theSemantic Web StackMore precisely, Linked Data are built on a subset
of the Semantic Web stack. The full stack includes:

Web Platform: also known as thdevel zerg it includes all the basic technolo-
gies of the Web, such as the UTF-8 character encoding, the URISiet HTTP
protocol, and all the other common Web technologies and i@fstructures.

The Syntax: this level includes semi-structured data fornta such as XML.
JSON, and similar ones that are used to serialise Linked Data.

Data Model: this level consists of thd&kesource Description FrameworKRDF)

data model, which provides a data exchange format abstrant over the actual
serialisation of data. In RDF the atomic unit of data is thetriple which consists
in a binary predicate, usually represented in the fornsubject-predicate-object

Domain Model: this level provides domain modelling capaliies which include
vocabulary speci cation, domain constraints, and axioms.This level can be
provided by several technologies such as RDFS, OWL, SKOS, RIfpcamany
other, often used in an ensemble. OWL DL is the recommended eology,
and it implements aSHOIN (P) description logic.

Sfor the current state of the LOD cloud we address the curious reader tdnttp:/lod-cloud.
net/
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Query: this level includes technologies to query the data bBuusing the tech-
nologies provided by the previous layers of the stack. The W3@commenda-
tion query language is SPARQL 1.1, but several alternatives@ available as
well.

Logic and Proof: this layer provides reasoning over data buwith the previous
layers of the stack. Being the Data Model and Domain Model lays based on
Description Logics, plenty of reasoning tools are applickb

Trust: this layer provides meta-information to track provenance, authorship,
and trust in general. This layer is critical for Linked Data ontributed by many
sources, since a single inconsistency could break gigaByté data, moreover
this layer is required to provide Data Citation. Unfortunatdy, this layer cannot
be considered fully implemented and many of its issues stlfe open research
problems.

Application: the topmost level of the stack, it includes apptations built on
top of the lower levels of the stack.

Security: while it is not a proper layer of the stack, secuntis a service that
can be included at any level of the stack with the usage of criggraphy.

This stack over the years has grown more and more complex, tioet point of not
being anymore a proper stack, since the relationships be®vethe di erent layers
are not linear anymore and di erent applications can interat with many levels of
the stack. Figure 2.1 shows the intricate relationship amonthe technologies that
compose the Semantic Web Stack. Linked Data use only the rdbur levels of
the stack, with arguably the fourth one, Domain Model, beinghe most interesting
to the extents of knowledge representation since it encoddemain assumptions,
business logic, and often complex constraints. Domain madslduilt with Semantic
Web technologies can be of three kinds:

Vocabularies: they consist in an enumeration of domain cogts and proper-
ties, with no relationships or constraints. Languages suas SKOS are meant
primarily for vocabulary speci cation.

Taxonomies: vocabularies with a single hierarchical relan. Typically they
are built with RDFS.

Ontologies: vocabularies with multiple relations, not nexssarily taxonomic,
and constraints used to encode business logic.

In principle ontologies may not be computable, however theegantic Web stack
o ers tools that limit the expressive power of the modellindanguage by the design,
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be used to detect the relationship between terms:

Natural Language Processing techniques: relationships ardarred from the

structure of text wherein entities are mentioned [29]. A pme example of NLP
technique isLexico-Syntactic Pattern Extraction relationships are deduced
nding linguistic patterns in the text, like \and other ..." , \in the likes of

...", and so on [76]. These methodologies require an extemsiext corpus

and cannot be applied to meta-information since they needxwial context.

Clustering techniques: to identify some relationships, sh as synonymy or
taxonomic ones, entities can be clustered according to theafent contexts
wherein they can be found [105]. To identify taxonomic relanships, var-
lous systems such as th&axGen framework rely essentially on hierarchical
clustering over huge text corpora [120].

Conditional Probability-based techniques: for each engytunder examination,

a conditional probability of being connected with the oneslaeady present in

the considered data set is computed. Taxonomic relationgs are then inferred

from such probabilities. The most popular approach to estiate these rela-
tionships is using the subsumption method [149], nevertlesls, numerous alter-
natives have been proposed, including considering secomder co-occurrences
computed with a variant of the Page-Rank algorithm[51].

Graph-based techniques: a complex network is created begimg with a simple
origin ontology and then combining other ontologies and eities obtained
through text analysis or from additional metadata. Relatimships and entities
to be incorporated in the nal ontology are then identi ed usng spreading
activation [176]. These methods are commonly employed toteact relevant
subsets of larger knowledge bases and ontologies [131].

An instance of domain ontology extraction system designedrfdata access in the
scholarly domain is theKlink-2 algorithm discussed in [132]. Klink-2 identi es three
relationships de ned by the BIBO ontology’: skos:broaderGenericcontributesTo,
and relatedEquivalent with the last two being subproperties okkos:related Several
methods are employed to spot these relationshipeelatedEquivalentis inferred using
hierarchical clustering, while the hierarchical relatioships skos:broaderGeneriand
contributesTo are inferred with a modi cation of the subsumption method, ¢gined
with domain knowledge that exploits temporal information b recognize narrower
and broader topics. Klink-2 takes advantage of a wide varietof data, including
textual data, semantic information collected from the Linkd Open Data cloud, and
scienti ¢ publications metadata. When enough data are proded, Klink-2 can build
accurate topic taxonomies merging these multiple kinds ohkwledge.

"http://purl.org/ontology/bibo/
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Criticalities of Linked Open Data and Ontologies

As hinted in the previous paragraphs, despite over twenty yesa of research on
Semantic Web technologies, many issues still remain open plems. Letting aside
the countless challenges posed by ontology engineering@mgral and by the intrinsic
computational complexity of Description Logics involvedn these technologies, many
other problems limit the eld usage of such technologies.

First and foremost, ontologies, being formalisations of appation domains hand-
made by domain experts, are intrinsically subjective: theidesign choices are driven
by domain assumptions made by their authors, personal undéading of the mod-
elled domain, and pragmatic factors such as interoperalyliwith other knowledge
bases, technical requirements, and willingness to exposgsimess logic. As a direct
consequence, a huge number of ontologies has been proposach one of them rep-
resenting a unique conceptualization of a given task or domaand often the same
domain is conceptualized in di erent ways by di erent ontobgies. Linked Data are
conformed to convenient ontologies, resulting in a wide rge of di erent ontologies
being actively used on the Web.

To combine data conform to di erent, but related, ontologies, anontology align-
ment must be speci ed. An ontology alignment can be de ned as any rimal rep-
resentation of a set of relations between two ontologies [5b67]. From a practical
perspective, alignments consist of a set of bridge axiomstveen two ontologies and
then alignments themselves can be considered ontologiese&ing ontological align-
ments is a very challenging and knowledge intensive task ahinvolves a vast variety
of domain experts. These di culties imply that they are usudly built completely
by hand. With the fast rise of the number of ontologies due, amg other things, to
the rapid growth of the Web of Data, alignments between ontobies have become
of extreme value as they are a key component of any data integjon activity. In
recent years there has been a fairly good e ort by the SemaatiVeb community to
suggest methods to automate the process of ontology alignmé¢27, 154]. Most of
the proposed techniques try to identify shared concepts amg di erent ontologies
making use of the content of large natural language text coup [127, 24, 104], how-
ever such systems tend to exploit naive statistic techniqado spot entity references
and, therefore, detect synonyms.

Another critical aspect of Linked Data eld usage is the lack bproper version
control, authorship veri cation, and trust mechanisms. Asmtroduced in Paragraph
2.3.1, the Trust level of the Semantic Web stack is still a rearch topic and there not
exist a comprehensive W3C recommendation on the subject. Wéiinost other arti-
facts, such as source code, database records, and multinagittms can be managed
with well known best practices that address these problemkjnked Data cannot.
Some triplestores (i.e. repositories tailored for RDF trilgs) are backed by a rela-
tional database to address this issue, but this solution isone akin to a workaround.

A nal, and up to now not mentioned issue with Linked Data is réated to
data themselves: once an ontology is designed, it still has be populated with
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individuals® and their properties. This task can be as hard as ontology dgs itself,
especially when considering particularly complex ontolegs aligned with several
other ones. Let us take as an example DBpedia, which is one betmost famous
LOD dataset available: since it is aligned with several otlmeontologies, it is not
uncommon for a DBpedia individual to have several redundamroperties that need
reasoning to be resolved, and reasoning is computationaliyensive, especially on
a Linked Data counting over 2.3 million individuals. The hi@p dimensionality of
large Linked Data also limits their usage for information amess purpose, forcing
researchers and practitioners in such a eld to compute corfgx rankings of relevant
properties and individuals using algorithms, such aBersonalised Page Rankon
huge networks or with the support of an external text corpus.

Wrapping it up, Linked Data and Ontologies are, at the presdrnstate, hard to
manage and to well-engineer, they require a lot of e ort to bdesigned, populated,
and aligned with other Linked Data, and, on top of that, are stl hard to use and
sometimes little informative unless heavily processed witstatistical techniques.

2.3.2 Vector Spaces, Semantic Similarity and Relatedness

As mentioned in the previous paragraph, distributional infomation can assist in-
formation access systems into making sense of Linked Datautlit can also provide
meaningful insights on its own. Vector Space Model (herein W§ approaches are
an alternative to explicit and formal knowledge representens such as the one
provided by Linked Data. In VSM entities, instead of being desibed by a set of
predicates, are represented as a vector in a space with a @ihumber of dimensions.
VSM leverage thedistributional hypothesisof linguistics, which claims that words
that occur in similar contexts tend to have similar meaning$75]. Some authors
[130] in fact de ne the meaning of a concept as the set of allggositions including
that concept. The VSM was rst developed for the SMART informaton retrieval
system [147] and it is now widely used in many di erent eldsVSMs are commonly
used to support several NLP and IR tasks, such as document netval, document
clustering, document classi cation, word similarity, wod clustering, word sense dis-
ambiguation, and many others. The most notable advantage dhese techniques
over formal representations is that vector spaces can be hum a totally automated
and unsupervised way. For a deeper and more exhaustive syna vector spaces
and their usage in state of the art systems, we address theenested reader to [106],
[165], and [96].

A notable example of a knowledge intensive task that can bealesed with a
VSM is the assessment of semantic likeness among entities aodicepts. Over the
years, the notion of semantic likeness has attracted the erest of the Semantic
Web, Natural Language Processing, and Information Retrieva&ommunities [74].

8the technical word used by the Semantic Web community to identify grounded terms and
conceptual references of real entities.
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Two variants have been thoroughly examined: (isemantic Similarity that can be
de ned as the likeness of the meaning of two items, for instaa, \king" and \pres-
ident" although not being equivalents have a high semanticimilarity since they
share the same function, and (ii)Semantic Relatednesghat can be viewed as a
looser variant of semantic similarity since it considers gnkind of relationship, as
an example, \king" is semantically related to \nation" becaise a king rules over a
nation. Due to the high ambiguity of the very de nition of these semantic relation-
ships, it is not unusual to assess relatedness and similgrinetrics evaluating their
performance on a speci ¢, well-de ned and reproducible tag21]. Several metrics
can be found in the literature, these metrics are based on s#dics [173], set the-
ory [144], and graph theory [138]. One of the most common semtia similarity
measures is theGoogle Distance[28] which exploits the popular search engine to
compute pairwise similarity between words or sentences. iBhmetric has proven its
e ectiveness in several knowledge intensive tasks like tlegaluation of approximate
ontology matching [64]. However, the employment of this metr in real systems
is impractical or too expensive due to the extensive usagetbe underlying search
engine. Additional approaches are based on structured kn@dlge bases such as
taxonomies and ontologies. Wordnet is one of the most expkxl tools to compute
semantic similarity employing many di erent methods incluling machine learning
and graph search algorithms. The authors of [21, 22] preseant extensive survey of
semantic similarity metrics exploiting Wordnet. Many autlors propose strategies to
compute similarity and relatedness among items exploitingntities included in the
LOD cloud. The majority of LOD-based techniques select a lited number of fea-
tures among the multitude of properties available in the clad. To accomplish this
task, methods such as Personalised Page Rank, are regularbed in the literature
[138]. These techniques are often employed in the semariimsed personalisation
eld, despite being particularly demanding from a computabnal perspective [121].
Wikipedia has also been widely exploited to evaluate semamntielatedness metrics:
in the research paper [63], the authors propodexplicit Semantic Analysis (ESA),
a technique that employs machine learning algorithms to bigi vectorial representa-
tions of Wikipedia articles through the use of their textual ontents. On the other
hand, the authors of [174] introduce an alternative to ESA tat takes advantage
of the links present in Wikipedia articles. Such technique aeeves similar perfor-
mance but requires less data and computational power. In tHellowing Chapter 4
we will present our two metrics to compute the similarity betveen entities, one for
incoming links and one for outgoing ones, the latter one bejrclosely related to the
aforementioned Google Distance.
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2.4 Towards Information Extraction and Knowl-
edge Representation Localisation

In this chapter we surveyed various techniques to extract farmation from text

and to arrange information into knowledge. However, most ohe presented work
has been done on the English language and within a Western tcwbl environment.

As already mentioned in Chapter 1, reality is drastically dierent: the Internet is
nowadays used by billions of people from all around the worldpeaking di erent

languages and approaching the Web with di erent cultural bekgrounds. In our
opinion, extracting relevant information from localised ¢xt and building knowledge
bases aware of cultural di erences is one of the prominent dmmost exciting chal-
lenges of present-day NLP and Arti cial Intelligence resealc

Aside from the notable example of multilingual KP Extractioncase studies al-
ready surveyed in Paragraph 2.1.1, there already exist seaeNLP multilingual
resources. One of the best-known of these resource$VisrdNet, a lexical database
for the English language [115] that groups English words imtsets of synonyms
called synsets WordNet has been localised in many di erent languages inaling
Italian [146] and Arabic [16, 1]. A large number of multilingal Part-Of-Speech
tagging (POS tagging) systems are also available likerill tagger [18], Stanford
Log-linear Part-Of-Speech TaggeY [162], TreeTagger® [150], CRF-ADF Sequen-
tial Tagging Toolkit!! [160], and many more. Several stemming libraries can be
found too: Porter's stemmert? [167], Lovins stemmer [101], Lancaster stemmer
(also known as Paice/Husk Stemmer) [133], anS8nowball stemme¥ [139] are all
examples of available resources. Moreover, several lemisaion tools have been
developed, among others we cite hereemmaGen* [82], MADAMIRA *° [135], and
Morph-it-lemmatizer'® [66]. Many natural language parser systems have been built
as well: Stanford Parser'’ [37], Berkeley Parsef® [137], BLLIP reranking parser®®
(also known as Charniak-Johnson parser, Charniak parser,@®vn reranking parser)
[25], and Egret parser®, among all the others. Finally, some research groups and
practitioners grouped several tools into a comprehensivai® meant to provide a
compact and complete environment to develop NLP applicati@n Notable examples

https://nlp.stanford.edu/software/tagger.shtml
Onhttp://www.cis.uni-muenchen.de/  ~schmid/tools/TreeTagger/
Y http://kicl.pku.edu.cn/member/sunxu/code.htm
https:/tartarus.org/martin/PorterStemmer/
Bhttp://snowballstem.org/
http:/lemmatise.ijs.si/
Shttps://camel.abudhabi.nyu.edu/madamira/
ehttps://github.com/giodegas/morphit-lemmatizer
https:/nlp.stanford.edu/software/lex-parser.shtml
Bhttps://github.com/slavpetrov/berkeleyparser
Bhttps://github.com/BLLIP/bllip-parser
2Ohttps://code.google.com/archive/p/egret-parser/
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of such suites are: Stanford CoreNL$ [107], Apache OpenNLP?, NLTK (Natural
Language Toolkitf® [15], GATE (General Architecture for Text Engineering¥* [33],
ScalaNLP 2 [73].

All these works, however, provide only a base layer to build NLBpplications
rather than ready-made applications. Named Entity Recognibn, Named Entity
Linking, Word Sense Disambiguation, Ontology Extractionn principle could be
all implemented for a large number of languages, assumingathwhat worked for
English will work also in other languages. This is, howevea, nontrivial assumption,
oblivious of the huge linguistic variability present in theworld. The lack of evaluation
resources, such as datasets, best practices, and evaluatitmmeworks hinder the
research activity on this topic since it makes hard to asse#ise actual e ectiveness
of new techniques.

The aforementioned DBpedia [93], is a large, multilinguakemantic knowledge
graph built upon information extracted from Wikipedia in various languages. De-
spite its size, breadth, and indubitable value for the Arti dal Intelligence commu-
nity, DBpedia is, after all, only a very large set of groundegredicates. In other
words, all triples inside it are considered equal, howevepnall connections among
entities, concepts, and events are equal, and their relexanmay vary from culture
to culture. More importantly, some topics require high cultiral sensitivity to be
dealt with without, being perceived as o ensive or inappropate by a potentially
large part of the Web user base.

With state of the art Semantic Web technology it is impossibléo have a culture-
sensitive view on a knowledge base without a massive knowgedengineering e ort.
In fact, relying solely on the technologies o ered by the Sem&c Web stack intro-
duced in Section 2.3, culture-related information shouldé rst formalised into an
ontology, then coded into RDF data, adding new levels of cortgxity to the already
large semantic network of an existing Linked Data, and nail accessed with new,
ad-hoc designed, SPARQL queries which will be likely to incase the already high
complexity of accessing graph data. All these steps would bentrivial to imple-
ment, thus requiring expert knowledge and vast resources tee accomplished. In
our opinion, such a task should be done, instead, automatltg in a more cost e -
cient way, possibly building on the huge amount of content gerated by the Social
Web, which is typically localised and heavily in uenced by he local culture of the
writer. Semantic VSM introduced in Paragraph 2.3.2 are knowtge representation
models that can be trained in an unsupervised way upon larg®lumes of textual
data, therefore they look like a promising technique to aciue such a knowledge in
an e ective and economic way. Using VSM, moreover, implies azzy, non formal
way of dealing with knowledge, wherein emerging distribugnal properties overlook

2Lhttps://stanfordnlp.github.io/CoreNLP/
22https://opennip.apache.org/
23nttp:/lwww.nltk.org/
24https://gate.ac.uk/
2Shttp:/lwww.scalanlp.org/
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the logic connections among the considered entities. VSM theseems to be the
appropriate tool, given the notoriously complex and delica matter of representing
and describing cultural viewpoints on events, ideals, authities, and people.

With respect to the challenges highlighted in this chapter,n the next one we
will try to address these issues, illustrating a multilingal approach to KP extraction
instantiated on Italian and Arabic, and pinpointing the main challenges of evaluat-
ing an Information Extraction system on language with a fewasources available,
leveraging user test and testing over multiple datasets. 8sequently, in Chapter 4
we will introduce a compact and e cient vectorial represenation of semantic re-
latedness, evaluate such a metric over three text corporaggpectively in English,
Italian, and Arabic, and assess how well this solution ts thevarious cultural dif-
ferences implied by working with an Anglo-American, a SoutherEuropean, and a
world-wide, but mostly Middle-Eastern user base.



Multilingual Keyphrase Extraction

In this chapter, we present DIKpE-G an experimental systempgci cally built for
performing KP Extraction and Inference from textual documsts. DIKpE-G can
operate on di erent languages and exploits a knowledge-tekapproach combining
various classes of knowledge, in part language-dependentpart independent and
it is designed to emulate some of the cognitive processesttlaae exploited when
a human expert is asked to summarize or classify a text. The gposed system
has been evaluated on the Italian and Arabic language, expilog new evaluation
protocols involving users and multiple datasets.

Most of the results presented in this chapter refer to our wérpublished in
[49, 47, 42, 77].

3.1 Abstract Keyphrase Extraction Framework

As shown by the limitations presented in Section 2.1, to e ettely deal with the pe-
culiar characteristics of the di erent languages, a prelimary design work of knowl-
edge engineering is necessary. Taking also into consideamatour previous work on
keyphrase extraction for English texts [140], we developedKnowledge-BaseKP
extraction technique based upon (i) exploitation of sevel&inds of knowledge, (ii)
consideration of the speci c languages addressed, and)(liypical/common writing
styles. The initial design work allowed us to identify four lasses of knowledge which
can be exploited to recognize meaningful KPs in a text:

1. Statistical knowledge this knowledge deals exclusively with the quantitative
aspects of natural languages, such as the frequency of a giwerd in a text or
its inverse document frequency in a corpus; though lacking a clear semantic
meaning, it can be useful to identify terms and phrases thatharacterize a
text.

2. Linguistic knowledge this knowledge comes from the specic language con-
sidered and deals with morphological and grammatical aspgsoof the text;
examples of linguistic knowledge are POS tags, the informaih on whether a
given word is a stopword or not, or whether a given sequencewadrds is con-



26 3. Multilingual Keyphrase Extraction

stituted by an acceptable pattern of POS tags for a KP (such asor instance:
\noun-noun" or \adjective-noun").

3. Meta/Structural knowledge this knowledge consists of heuristics over the gen-
eral structure of the text and typically deals with the positon of a phrase
in the considered document; an example of meta-knowledgekisowing that
phrases appearing in the abstract of an article may be morepresentative
than the ones included in its body. This knowledge correspds to various
writing styles exploited by the author of the text. Another example of ex-
ploitable meta-knowledge is constituted by some speci ¢ rtealata inserted in
a document by the author (such as the \topic" meta-tag in Web pges and
the \subject" meta-tag in a PDF le).

4. Semantic/Social knowledge this knowledge comes from sources external to
the considered text. Semantic knowledge deals with the meag of the terms
present in the candidate KPs and with the typical conceptuatontext where
they are used. An ideal source of semantic knowledge is conggd by ontolo-
gies, which describe concepts, their properties, and thenutual relationships,
together with the natural language terminology usually exjpited for linguisti-
cally referring to them. Other common sources of such kind &howledge are
dictionaries, thesauri, classi cation schema, etc. Thisrowledge is useful for
recognizing terms belonging to a specic jargon and for resing polysemic
words. Other relevant examples of sources of semantic knedde, which are
becoming more and more popular in the participative Web (Wel2.0), are
fast growing collaborative dictionaries, thesauri and kneledge bases, such as
DBpedia. They feature a very wide conceptual coverage ande provide a
way to socially validate candidate KP: for a candidate KP beig an entry of
one of these sources, means that other humans have alreadgniiled it as a
meaningful way to linguistically refer to the underlined cocept. This is the
reason why we consider appropriate to attach to this kind ofrlowledge also
the term \social".

It is important to point out how such classes of knowledge der from each other
in terms of domain and language dependency: as shown in Figlgd statistical
knowledge is both domain and language independent, lingticsknowledge is do-
main independent, but language dependent, meta/structut&knowledge is domain
dependent, and, nally semantic/social knowledge may be blm domain and lan-
guage dependent. Domain and language dependency are vergrént. Domain
dependency can be sensibly reduced by considering only gahassumptions, such
as assuming that most of the interesting concepts of a docunievill be introduced
in its rst section. It can also be turned down by taking into acount information
gathered from dictionaries or ontologies with a very broadspe (such as Wikipedia).
Language dependency, on the other hand, cannot be relaxedndaage dependent
knowledge, indeed, needs dedicated modules and/or knowdgedbases.
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dependent modules are in fact widely available for all majéanguages: for example,
the Snowball stemmeiibrary provides functionality for over twenty languages ad
the TreeTagger provides POS tagging for over fteen languages.

The extraction task is organized in two steps: the candidat&Ps selection and
the ranking phase. In the rst step all possible sequencesarfe, two, three, and four
words are considered, but only the ones matching a valid PO&tpern are chosen as
candidate KPs. Identi cation of valid POS patterns is a knovledge engineering task
and can be carried out by considering widely used patternslicated as \valid") in
a large enough set of human generated KPs (human generatedlsas the author
KPs included in scienti c papers). The number of POS pattera depends on the
considered tag set. Currently, we have a dozen POS patterms the Italian language,
about 40 for the English language, and several hundred fordhArabic language.
The di erence is due to the di erent granularity of the emplo/ed tag set and the
characteristics of the language.

In the following second step, each candidate KP is assessgdnbeans of a set
of features, which are computed by exploiting the various atses of knowledge pre-
viously described in Section 3.1. In the current implementian of DIKpE-G, we
are experimenting with the set of features introduced in [45 More speci cally, in
Table 3.1, we show, for the various steps of the extractionhe di erent classes of
knowledge taken into account, the relative features congited and, for each of them,
their purposes and value range.

As it can be noticed in Table 3.1, each feature has a value vamgi in various
ranges. Once for each KP a speci ¢ set of values have been categ for its features,
a nal ranking step is performed, which is aimed at producing@ nal global rank
for each KP. The result is a ranked list of KPs: the highest raged are proposed
as relevant keyphrases for the input text. In our vision, theanking step can be
performed in various ways, ranging from (i) a strictly numecal approach to (ii) a
more sophisticated and general knowledge-based assess$rhased on both quali-
tative and quantitative reasoning. The highly modular arcltecture of DIKpE-G,
allows a seamless substitution of the modules and submodulgevoted to ranking,
permitting in such a way the experimentation of alternativeapproaches. The cur-
rent DIKpE-G prototype follows the approach proposed in [18], which adheres to
a numerical approach: each feature is given a numerical valand all the features
are then combined in order to compute a unique index calldagyphrasenesswhich
represents how much a candidate KP is considered suitabledasigni cant for rep-
resenting the content of the input text. The keyphrasenessadex is computed in the
current DIKpE-G prototype as a weighted linear combinatiorof the features values.
The features weights are currently experimentally obtairte

The nal phase is devoted to inferring new KPs (i.e. KPs whictare not already
present in the input text) starting from the topmost ranked etracted KPs. The
KPIM considers each extracted KP in order to match it againsthe entries of the
available EKSs: if a match is found (i.e. the considered KP iglso an entry of a
speci ¢ EKS), all the concepts (terms) present in the EKS antinked to the matching
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entry are considered as candidateferred KPs. All the candidate inferred KPs
collected from all the extracted KPs are then ranked acconagy to the sum of the
keyphraseness values of the extracted KPs from which theyJeabeen derived. Note
that inferred KPs can be obtained both from high-ranked or l@-ranked extracted
KPs. For instance, the system can infer a KP that is linked to darge number of
low-ranked KPs rather than a KP that is linked to a little number of hi-ranked ones.
The top-n inferred KPs are nally returned as output togethe with the extracted
KPs identi ed by the KPEM.



Table 3.1: Usage of the various classes of knowledge propaseRIKpE-G.

Knowledge Class Feature Purpose %/alue
ange
POS tag patterns Excluding certain patterns
Candidate KP identi cation Linguistic Knowledge Stopword list Excluding certain words
Stemming Working on common stems
. Linguistic Knowldege POS tag patterns Preferring typical patterns 0-1
o L Frequency Preferring most frequent terms 0-1
% Statistical Knowledge Co-occurrence Preferring common co-occurrent patterns 0-1
& Candidate KP Scoring Phrase depth Preferrlpg concepts appearing at the beginning of theext 0-1
o Meta & Structural Knowledge Phrase last occurrence Preferring concepts mentioned at the end diie text 0-1
Life span Preferring concepts appearing in a large part of the text 0-1
Semantic/Social Knowledge Flag of presence in EKS Preferring KP appearing in ontologies, dictioaries, thesauri, ... bool
Flag of presence in Web 2.0 WKS  Preferring concepts recognized by ath human actors bool
Semantic/Social Knowledge Navigation paths in EKS Inferring new KPs related to many extracted KPs list
Navigation paths in EKS Disambiguating polysemic inferred KPs list

KP INFERENCE

uoneluswsaldw| enbulniN - "Z's

T€
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3.3 Evaluation

In this section we describe the various evaluations perfoed over the presented
approach. We are focusing on the evaluation work performeah dhe Italian and
Arabic language. It is important, however, to stress how evaation of NLP tools
for non-English idioms is still a non trivial task, ridden wth obstacles posed by the
lack of linguistic resources and best practices.

3.3.1 Evaluation Criticalities and Pitfalls

Evaluating an Information Extraction system, in general, $ always a delicate and
nontrivial task, and KP Extraction in particular has some sgni cant characteristics
that hinder its evaluation. The rst and foremost di culty i n evaluating automatic
KP Extraction lies in the very de nition of a KP we used in Chapter 2, which is the
one most of the research community refers to. We consider argram a KP when
it is relevant within the considered text, but such a notion may very signi cantly
due to subjective factors and pragmatics. To address thissise most datasets are
annotated by multiple experts to provide an abstraction lagr over the intrinsic
subjectivity of the very notion of a Keyphrase. However, inMging more and more
experts implies raising the cost of building such assets. \®eal authoritative datasets
like Witten99 [175], Frank99 [61], Hulth03 [79], Medelyan0a.13], Nguyen07 [129],
Schutz08 [152], Wan08 [171], Marujol1 [109], Marujol2 [1@hd more, have been
built exploiting this kind of expert knowledge, providing avaluable test ground for
the research community. These datasets, however, are all deaof English text. Up
to now, no authoritative dataset has been established for loér languages. As a
matter of fact, building new datasets for languages that shea only a small fraction
of the Web content is not considered a pressing matter and lcchallenges such
as Evalita somehow failed to establish a durable and authtative benchmark for
further research.

Several authors in the literature tried to overcome this oliacle by using the
so-calledWikipedia-based evaluatior{136] which consists in considering Wikipidia
surfaces (also known as \link anchors") found inside arties as Keyphrases. While
it may sound as a legit approximation, it may introduce sever biases into the
evaluation. In fact, Wikipedia surfaces are annotated withhe purpose of linking
entities, not summarising text content or topics. Considefor instance the case of
the English Wikipedia article \England" which has 1329 surfae label$, while it
is true that it is a long article, such an amount of KPs can be $aly considered
information overload and it is not helpful for any descriptve purpose. On the other
hand building an evaluation dataset from scratch is costlyral time-consuming.

Recent work in the eld of crowdsourcing suggests that a laeggenough team of
workers con build such an artifact with a reasonable cost, ivever we are referring

3All the statistics provided in this section refer to a Wikipedia snapshot taken in September
2015.
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to a few seminal works and a lot of research e ort is still need to address the many
pitfalls of crowdsourcing the creation of such a resource.

Given this tremendous lack of localised evaluation reso@s, user test may o er
a viable alternative to assess KP extraction quality, hower authoritative guidelines
to design such tests are missing as well.

In the following of this section we will investigate both usetesting and o ine
testing over multiple non-authoritative datasets.

3.3.2 ltalian KP Extraction Evaluation

The Italian language has received little attention from theNLP research community
in general and as a direct consequence it lacks both linguéstesources to test new
systems on and baseline systems to compare results. At thené of this writing,
the main publicly available linguistic resources for the Hlian language areitWaC
(Italian Web as Corpus) [8] a 2 billion token corpus built by Véb crawling and sub-
sequently POS-tagged and lemmatized with automatic tool¢he Repubblicacorpus
[7], a very large corpus of Italian newspaper text which coisss of 380 million tokens
enriched with POS-tagging, lemmatization and categorizeth terms of genre and
topic; Paisa [102] (Piattaforma per I'Apprendimento dell'ltaliano Su cepora An-
notati), a corpus of authentic contemporary Italian text fom the Web made of 250
million tokens fully annotated in CoNNL format (lemmatized, POS-tagged, syntac-
tic dependencies); theCORIS/CODIS corpus (COrpus di Riferimento dell'ltaliano
Scritto/COrpus Dinamico dell'ltaliano Scritto) [58, 65] which consists of 130 million
words from texts in electronic format chosen to represent rdern Italian. Many
other speci ¢ resources exist like EPIC (European Parlianme Interpreting Corpus)
[117], EUR-Lex [5], and DGT-TM (Directorate-General for Translation - Translation
Memory) [158, 159] which are intended for machine translatm purposes, Araneum
Italicum Maius [11, 12] which includes thousands of texts P®&tagged with Tree-
Tagger [151], MultiSemCor [13, 14] which is a collection ohBlish and Italian texts
annotated with POS, lemma and word sense that can be used tcain machine
translation algorithms, POS taggers, Word Sense Disambigtion algorithms, and
many more. Unfortunately, none of these assets can be usedéstta KP extraction
system, since they are meant for completely di erent purpes.

This severe lack of linguistic resources is probably one tietreasons why mean-
ingful baseline systems cannot be found in the literature. nlessence, an oine
evaluation of the Italian language is currently meaninglas since it would not be
reproducible, due to the lack of shared resources, and it wdihave no authoritative
baseline.

To address the problem of evaluation, we advocate user tegji Building on the
insights on evaluation described in the previous sectionewle ned a novel evalua-
tion protocol. First of all, we decided a task that de ned the pagmatics of our KP
extraction. In our opinion, this preliminary step is mandabry and should be well-
documented because as introduced in the previous sectiore thotion of \relevance"
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might change according to the user's goal. Once the task is ded, a meaningful
set of documents must be collected. We considered for eaclcaiment its length,
counted in the number of sentences, its topics, selectedrfra previously de ned
list of topics of interest, and its writing style, possibly galuated with a metric such
as theFlesch-Kincaid grade leve[85]. A good set of test documents should provide
a realistic distribution of these three parameters. We intad as \realistic" a distri-
bution that re ects the actual characteristics of the targeéed domain of application.
For instance if we want to test a system for KP extraction in tle academic domain
we would expect a small variation in the writing style, and adrge variability in top-
ics, on the other hand, if we were testing a similar system, btailored for the sports
news domain, a realistic distribution should present a mucharrower variability in
topics and a much larger one in length and writing style. Thewaluation user pool
should be chosen carefully as well: it should include peopléd erent age, gen-
der, and cultural background. Again, the distribution of these parameters should
match as much as possible the one of the target user segmenbr fstance, a KP
Extraction system for scienti ¢c papers should be tested on aser pool mostly made
of scholars, while a similar system built for the sports newdomain would require a
drastically di erent user pool, re ecting the real consumes of such texts. Finally,
user guestionnaires must be de ned. Developing a meaninfgfjuestionnaire is a
delicate task: pragmatics, user assumptions, and domainnsraints must be taken
into account, moreover to the best of our knowledge there nekists best practices,
guidelines, and frameworks to build questionnaire for KP é¢paction assessment.
Given these observations, we propose a minimalistic questnaire wherein the cho-
sen task is clearly described to the test user and for each edted KP we asked the
user if in his opinion it is serviceable to the extent of the deribed task. If the user
deems the KP unsatisfactory we ask him to motive why it is ingmropriate, possibly
choosing among a selected list of common pitfalls. Despits simplicity, we deem
this kind of questionnaire very informative, since it grargé a relevance assessment
on each extracted KP, and a justi cation for the non-relevahones.

Instantiating this protocol, we decided to tailor the evalation on the task of
document summarisation. Summarisation is one of the mostratghtforward appli-
cations of KP Extraction, and can support signi cantly the user experience of several
information access systems [44]. The test document set mdéd 50 research papers,
11 to 16 KPs were extracted from each document, and the usergda@onsisted of
Master's degree and Ph.D. students. A focus group was orgsed to pinpoint the
most common pitfalls of extracting KPs from scholarly liteature for summarisation
purposes and ve classes of unsatisfactory KPs were idergi:

Too speci c: the considered KP identi es a concept which is included inhie
text, but not useful to the extents of summarisation, e.g. aery technical
term, a reference to an accessory notion, and so on.

Too generic the considered KP identi es a very broad or common concept
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Table 3.2: Results of user evaluation on ltalian KP Extractn.

Evaluation  Frequency
Good 56.28%
Too Generic 14.72%
Too Specic 2.27%
Incomplete 9.85%
Not Relevant 9.85%
Meaningless 7.03%

which is hardly informative in the considered domain, e.g. system"”, \re-
search", \experimentation", or \methodology".

Incomplete the considered KP is clearly a substring of a larger one, e.g
\Adaptive" instead of \Adaptive Personalisation”.

Meaningless the considered KP does not represent a domain concept.

Not relevant. the considered KP does not fall into any of the previously de
scribed categories, but still it is not useful to the purposef summarisation.

This questionnaire was administered to the test users during testing period of
ve days, with the results reported in Table 3.2. An example othe questionnaire
provided to the users can be found in Appendix B.

3.3.3 Arabic KP Extraction Evaluation

With respect to Italian, the Arabic language has received morattention from the
NLP research community, and some baseline systems are adasda We decided
to test our KP extraction technique on the Arabic language in @ o ine fashion,
exploiting existing systems as a baseline and running the giments on corpora
already known in the literature. All of the existing Arabic KPE approaches, how-
ever, have been tested and evaluated against datasets bunjt their authors. These
datasets were built by collecting Web published documentsoin news portals, wiki-
sites, and scienti c articles. After that, KPs are usually asigned to the document
collection manually by the authors or by some experts. Thers no gold standard
dataset for testing and training Arabic KPE systems. We decied not to build
a custom dataset to avoid bias. Instead, we used three dateésealready known
in the literature and described in [53], [122] and [52]. Tadl3.3 presents the key
characteristics of the considered datasets.

Di erent experiments have been conducted to assess the pmrhance of the
proposed approach with the state of the art. In the rst expement, we benchmarked
our system against four approaches. The considered basetimare: KP-Miner, a
hybrid method based upon KP-Miner, a distributional approah based on Google's
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Table 3.3: Arabic evaluation datasets details

Dataset Topic # of docs Avg. Size in words Avg. # of KPs
psy  -eadership and 27 1227 7.8
management
DS2 General Wikipedia pages 100 776 7.9
DS3 Agriculture, environment, 35 641 11.1
and food

Table 3.4: Comparison between the proposed system and otlag@proaches - Arabic.

KP-Miner TF-IDF Word2Vec Hybrid Our System

Avg. Precision 0.13 0.06 0.11 0.06 0.09 0.05 0.100.05 0.13 0.08
Avg. Recall 0.38 0.25 0.350.24 0.290.25 0.310.25 0.370.25
Avg. Detected Keys 2.491.21 2251.16 1.700.93 2.000.93 2.53 1.52

Word2Vec library, and Term Frequency-Inverse Document Frequendyf F-IDF) [53,
122]. For each system and dataset, we evaluate precisioncak and the average
number of correctly extracted KPs per document; and for allhtese measures, the
mean value and the standard deviation ( SD) are provided. This benchmark was
performed over DS2 (see table 3.4).

We can observe how the proposed approach outperforms the &ase ones in
terms of correctly extracted KPs per document with an averagof 2.53. This result
is remarkable considering the characteristics of the DS2 tdaet where the number
of human annotated KPs per document can vary between 1 and 12.

The second experiment was performed to compare the resulfseatracting KPs
using the lemmatization approach which is employed by our siem and the stem-
ming approach which is adopted by Arabic-KEA system [52]. Arab-KEA is a
framework for KPE from Arabic news documents and it is based ahe KEA [175].
Since KEA is an open software, it has encouraged many resdsms to adapt it to

Table 3.5: Comparison between Arabic-KEA using stemmers amadir approach with
lemmatizer.

Dataset Statistical stemmer Rule based stemmer Lemmatizer

DS1 1.56 1.59 0.67 10 2.78 1.3
DS2 2.58 1.24 1.17 0.94 3.75 1.42
DS3 1.4 0.86 0.96 0.87 2.57 1.67
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Table 3.6: A comparison for the top-5 KPs extracted by TEC an&KP-Miner against
the proposed approach - Arabic.

TEC Approach[4] KP-Miner Our Approach
KP KP

Translation Judge\ KP Translation Judge\ Translation Judge

©U+B-3,U8D UeU Thb-f@iyub8E8 freedom Y U-@,Usd u@@@’@adel'fduh,histhe right N 28 U+B-T,UBDU , Utk bifd 2uk§@bdoms Y
,U-@,,U§@ u@@@’@ one the right N ©QJ_®-Q)3®...U,,U§G .Th@nil&ﬁ@ipﬁﬂi@ Y TU§Q3@TU§Q"U§Q ,U U,@u@an Rights Y
TU§Q3®TU§Q,,U§Q ,UU,MH Rights Y TU§QfU §Q...U,,U\M1ereas itis N ©QU§Q...U-Q"U§®2\gu!ﬂ)roleclion Y
,U-Q,,U§@ @+BeU  onethe right N a@§@Ui®-®,,U§®U ,Uﬂl}ew@a%&doms Y| ,,U ...UIQ,,U§Q U-U ,U-thrﬁﬁof work Y

,U U,U-Q,,U U...U,,UW@W&]&%@ rights N _QiQ‘U ,,UfU,,U Everyone has N ©QUU§®3®a®... U ,U U,@q@l rights Y

other languages.

Arabic-KEA uses two di erent approaches for stemming: stasitical and rule-
based stemming. The two systems were run on the three dataseind the average
number of detected KPs was computed. The results shown in Tla3.5 suggest that
lemmatization consistently produces more correct KPs thastemming.

Finally, the quality of the top-5 extracted KPs was compared @ainst those de-
tected by KP-Miner and TEC approach [4] using the Arabic versin of the Universal
Declaration of Human Rights (UDHR) which was used by TEC author.Table 3.6
shows the result of the comparison. A native Arabic speakerdged the quality of
each extracted KP stating whether the KP could be consider aettable (Y) or not
(N). TEC and KP-Miner detected only 2 good KPs out of ve while d of the ve
KPs extracted by our system are good. For TEC, the reason of teacting bad KPs
is that it did not consider the syntax feature of the sentense For example, the
second and forth KPs have two words which exist in two di erenNPs but their
frequency of occurrence in the document is high. Also, KP-Mén depends mainly
on frequencies and uses customized stemming, so a lot of agted KPs contain
stopword.

3.4 Final Remarks

In this chapter we presented a multilingual approach towarsl Keyphrase extrac-
tion and evaluated the developed testbed systems over twanguages, Italian and
Arabic, that up to now received little attention from the NLP community. This
work highlighted two critical issues of KP extraction on norEnglish idioms, namely
the lack of a framework that can compactly describe KP extrdion and ease the
development of new approaches, and the lack of evaluationsb@ractices.

3.4.1 Towards a Multilingual Framework

The abstract framework described in 3.1 has been instanted onto the Italian
and Arabic language, providing a clear separation betweemdgjuistic, statistic, and
heuristic considerations involved in the KP Extraction pr@ess. From an engineer-
ing point of view, this abstraction allowed us to better degin and implement the
described systems, maximising code reuse. As a matter of fachumber of statis-
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tic and heuristic insights can be safely considered invanawith respect to the
language and therefore the software modules encoding thehosld be built to be
highly reusable.

Building on these insights, and considering the massive klisation e ort that the
NLP community need to tackle in the future due to the rapid growh of the non-
English content, we strongly advocate the establishment @& shared multilingual
NLP framework. In the case of Information Extraction tasks, gsch as Keyphrase
Extraction, a framework to ease the engineering and the ddgpment of localised
applications would be extremely valuable, given the largaumber of end-applications
that can benet from Information Extraction, i.e. recommerder systems, search
engines, tutoring systems, and many more. Moreover, sincketvast majority of
software engineers around the world are not NLP experts as Wgroviding some
degree of abstraction over established tools and technigudike the ones introduced
in the previous chapter in Section 2.4, thus making them a canodity, would be
extremely valuable to foster the localisation of Informatin Extraction and Natural
Language Process in general.

Unfortunately, available state-of-the-art systems tend t@rovide a \one-size- ts-
all"* solution, that is either a very vertical solution tailored for one target application
or it is a generally domain independent application that doegsot allow domain-
speci ¢ business logic to be introduced. To the best of our kwledge, none of the
currently available solutions can be easily tailored to t mw languages. Even most
of the applications regarded as frameworks are very verticand far from being
friendly for those who do not have an extensive NLP backgroundfor instance
LingPipe* o ers a comprehensive set of Machine Learning algorithms rmononly
used for IE tasks, however its lack of abstraction over the ¢aniques to be used
makes it extremely hard to integrate into other applicatios, on the other hand, the
Stanford NLP pipeline is a monolithic application and can be sed as a tool rather
than a framework. The authors of [30] proposEURATOR, an NLP framework that
allows to annotate text in various ways. However such a framewk is far from being
an integrated solution and its primary focus is to organiseWw-level text processing
tasks such as sentence splitting, tokenisation, and POS @igg, lacking support for
higher-level tasks such as KP Extraction. Implementing thensights described in
this chapter into a concrete framework would, therefore, beseful to the NLP and
IE community.

3.4.2 De nition and Evaluation

Evaluating KP extraction where no authoritative and estabkhed datasets are avail-

able is indubitably a nontrivial task, ridden with pitfalls that may introduce signif-

icant bias in the observed outcome and therefore intrinsilta prone to be disputed.
The rst pitfall we encountered lies in the very de nition of what a Keyphrase

“http://alias-i.com/lingpipe/
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is: a string of words that capture the main topic of the docunrg. What should be
intended as the main topic of a document is utterly dependaran the user's task,
cultural background, and ability to understand and interpet a text.

This fact is evident even in the authoritative data providedby the SEMEVAL
challenges 2010 and 2017: in the 2010 dataset a set of sciepéapers was annotated
with its topics carefully chosen by both their authors and raders [84], while in the
2017 a set of paragraphs was annotated with the tasks, metlsgdand materials
therein described or mentioned [3]. As a matter of fact, theseo datasets represent
di erent tasks that can be both considered as KP extraction bt, ultimately, cannot
be compared or merged to train a system.

Pragmatics, therefore should be emphasised, because it epfs to be a fun-
damental component of the very de nition of what a Keyphrases. Unfortunately
most datasets, therein included the aforementioned SEMEVAtlatasets, lack a clear
indication of the task pragmatics and it has to be guessed bitleer reading multiple
times the accompanying paper or by looking at the data themises.

The second pitfall we encountered is characteristic of ndinglish languages and
consists in the already mentioned severe lack of evaluatioasources, may they
be datasets or guidelines. Of all the multilingual works o#td in Chapter 2 none
appears to have been evaluated on a previously known and ddished dataset, with
most authors tailoring a new dataset speci cally for their ealuation. While such a
practice seems inevitable when no previous resources arailable, it is also prone to
cherry picking®, and can hardly be defended no matter how many baseline sysi®
can be considered. User testing, on the other hand, could be able solution to
assess KP extraction quality, but again the lack of estabhed best practices and
evaluation frameworks seriously hinders the signi cancend reproducibility of the
experiments.

In this work we explored solutions to overcome both evaluatn criticalities: we
evaluated our Arabic KP extraction system over di erent dataets, providing evi-
dence that our approach consistently o ers satisfactory pgormance, and we thor-
oughly documented the user evaluation design we implemedtellowing other re-
searchers and practitioners to adopt it in the future.

5The practice of providing incomplete evidence
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Referential Space Models

In this chapter we are introducing our approach to semanticistances. Our tech-
nique leverages the hypothesis that concepts that are frezptly mentioned within
the same documents tend to be tightly related. We call this asmption the Refer-
ence HypothesisSuch an assumption can be used to build, from a large enoughttex
corpus, a semantic vectorial space we will refer to &eferential Spacehowever, this
model tends to have an extremely high dimensionality, thusose optimisation is
needed. We tested our approach on multiple languages and lended its ability
in identifying and ranking related concepts to popular, wéknown entities. The
crowdsourced evaluation highlighted how our approach sesio provide on average
better results than LOD-based ones over the three considdreanguages. Another
distinctive feature of this approach is its ability of embeding in a compact vec-
torial representation the perception of distances betweegntities and concepts as
seen by the authors of the texts included in the consideredaining corpus. Ideally,
training di erent vectorial spaces upon di erent text corpora written by di erent
authors, coming from a di erent cultural background, but daling with the same
topics should provide us with di erent, culturally sensitve, views of the said topics.

In this chapter we are introducing Referential Spaces, de#me a dimensional-
ity reduction technique to reduce the computation of semait relatedness between
two entities in the referential space to constant time, prade an evaluation of the
perceived quality of our approach, and assess its ability oépresenting the di er-
ent perceptions of distances and relationships between top occurring in di erent
cultures.

The work presented in this chapter has partly already been plished in [48, 46]
and it is partly unpublished.

4.1 Referential Spaces

As shown in chapter 2, most literature work on word spaces laeages the distribu-
tional hypothesis, that is that words occurring in similar ontexts may yield similar
meaning. However to overcome their limitations and to explothe potential of hy-

pertextual connections we introduce a new hypothesis: tHeeference Hypothesis
We assume that entities that are referenced in a similar sef documents might
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practice in several domainswe are not considering how many timesis referenced in
d. Once all documents are processed we obtain a matrix whereleaow represents
all the references to a given entity: we call such matriReference Matrix and the

vector space it generateseferential space

It is important to point out that, as long as the considered cmpus is made of
HTML pages, there is no need of annotating the texts. Hyperlirk can be con-
veniently parsed without performing NLP tasks such as tokemation, stemming,
linguistic analysis, and so on. Furthermore, corpora of css-referenced hypertext
documents where documents form a network of connectionssan the Web. Some
of these corpora are particularly interesting to analyse wer the Reference Hypoth-
esis, becaus& D since any entity is also a document, resulting in a square,
although not symmetrical, matrix. On the other hand, if the ©nsidered corpus is
not annotated with hyperlinks, there exist technologies s as TagMe or Babelfy
that allow automatic annotation with links to ontology entries. In this scenario,
however, heavy NLP is involved and for a very large corpus thsolution might be
impractical. Another relevant feature of hypertextual conections is that they are
provided with a surface label, that is a word or a string of words to be clicked to
open the linked page. The surface label represents the naltanguage label as-
sociated to the linked entity and typically this is a many-temany relationship: an
entity can be referred with di erent surface labels as wellsaa surface label can link
to di erent entities in di erent contexts. Entities represent the meaning of surface
labels, while surface labels represent the signi er of enéis. We call the multiplicity
of meanings of a surface label itambiguity.

Evaluating the similarity of two entities in such a vector sace reduces to com-
puting the distance between their vectors. Countless distae metrics exist in the
literature such as norms, cosine similarity, Hamming distare, and many others sur-
veyed in [172]. All these metrics can be used in the Referencathik, however we
prefer the Jaccard similarity coe cient (also known as Jaccat index [81]), de ned
as:

JA\ Bj _ JA\ Bj

J(A:B) = - - = .
(AB) JA[ Bj jAj+|Bj j A\ Bj

(4.2)

whereA and B are sets of items. Since each entiy 2 E can be considered a binary
vector, it can also be expressed as the set that contains alfiet documentd, 2 D
such that (g;d;) = 1 in the Reference Matrix. The similarity of two equal setsis
one, whereas the similarity between two sets that have no elents in common is
zero. The choice of the Jaccard similarity coe cient is motiated by the intrinsic
simplicity of such a metric and by the evidence presented im¢ literature that the
Jaccard index performs better than other methods for nding wrd similarities in
VSM approaches [92, 106].

LFor instance in Wikipedia only the rst time an entity is referenc ed it is annotated with a
hyperlink, and in literature bibliographies have no duplicate entries.
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Figure 4.2: Distribution of page references in the 5000 mostferenced English
Wikipedia pages.

4.2 Dimensionality Reduction

Computing the Jaccard index is linear in the size of the congded vectors, which
can be extremely large when considering big corporas suchVekipedia.

Wikipedia is the largest human annotated cross-referencetxt corpus that can
be practically downloaded and which is freely available orné Internet. This allows
an extremely relevant case study due to both the good propes of the corpus
and its size: the English Wikipedia alone consists of over 8 ltians articles and
in the rest of this section we will refer to it to illustrate the issues related with
processing Wikipedia-size corpora. All Wikipedia articles arconsidered to identify
the document set that, being Wikipedia cross-referenced, s to the entity set
as well; revision pages and other documents that have no enlmpedic value are
not considered. The vector space is then constructed as gtrated in the previous
section by parsing all articles and the nal result is a squa matrix, wherein each
article is associated with a set of other articles referemgj it.

The dimensionality of such a matrix is over 8 millions, whichis the count of
English Wikipedia's encyclopedic articles This Reference Matrix is also highly

2Here we intend as \reference" any hyperlink present on the page, not fhiting to the homony-
mous section commonly included in Wikipedia articles.

3All the statistics provided in this section refer to a Wikipedia snapshot taken in September
2015.
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Figure 4.3: Distribution of page references and links in theage.

sparse, with few entities being frequently referenced (Wita peak of over 269000
references for the article United States’) and the vast majority getting only a
handful of references: while the average number of refereado an entity is 977,
the median is only two, and the 75% of the considered entitidgave at most four
references. This fact is illustrated in Figure 4.2 where theistribution of references
to the 5000 most referenced Wikipedia pages is shown and themeo law like trend
is evident. There is also a loose correlation between how myainks are included
in a page and how many times that page is referenced, indiaagi that frequently
referred entities often correspond to articles that pointd many other entities. This
situation is pictured in Figure 4.3 where it is shown that mostpages have few
links and are seldom referenced as well, while only a smalt séarticles holds the
majority of connections. Given these distributions, it cold be tempting to assume
the computation of the Jaccard index in the average case to bery e cient, since
the average number of items in a set of references is less tHdhand very large
sets are uncommon. This is, however, not a sound assumptiohet us assume
Wikipedia's language usage being representative of the rembrld language usage,
which is reasonable due to its collaborative nature. Entiéis with a large number of
references are intuitively the most used ones, thereforeeth are the most likely to
be found in a text, mentioned in a conversation, or used as aaseh query. Given
this observation, we can safely assume that in a realistic jplcation scenario most
similarity checks would be between entities with very largeeference vectors. The
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Figure 4.4: Time taken to compute the Jaccard index of a sampléWikipedia pages
with increasing vector size over all other Wikipedia pages (€relation = 0.995).

linearity of the Jaccard index, therefore, cannot be ignorefir real-world usage. To
better illustrate the criticalities introduced by such a dmensionality, let us consider
for instance the task of computing a ranking of the most relatl entities to a given
one. In Wikipedia, performing such a task implies computing itions of set unions
and intersections given the very large number of entities érein included. Given the
linearity of the Jaccard Index computation, we expect the tira needed to perform
such a task to grow in a linear way with respect to the size of ¢hconsidered item.
This is clearly visible in Figure 4.4 where the computation thes of computing a
rank of the most related entities is shown for several quenntities with a growing
reference set size. Obviously, taking over 300 seconds tonpate a list of related
items for Barack Obamais not feasible in a everyday usage scenario, especially
considering that Google takes milliseconds to perform thamme task.

The computation of the Jaccard index can be reduced to constatime using
the MinHash optimisation [19]. Such a technique allows to e iently compute the
similarity between sets without explicitly computing ther intersection and union.
Its most common form consists in using a hash function to mameh element of
the set to an integer number and then selecting the minimum as representative
of the whole set. The probability that two di erent sets shae the same minimum
with respect to the hash function tends to the Jaccard similay coe cient between
the two sets [95]. The more hash functions are used, the clo#iee estimate gets to
the real Jaccard similarity coe cient value. In this work, we used 256 distinct hash
functions to achieve a ne enough approximation of the Jaccdsimilarity coe cient.
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This translates to representing each entity as a 256 positis vector. Such a vector
can be considered as an entity's ngerprint in the considedetext corpus and implies
a signi cant dimensionality reduction with respect to the hitial vectorial space which
may count millions of dimensions. This optimisation allowsur method to scale up
as the number of considered entities grows: being the numbefr positions of the
ngerprint vector constant, checking semantic similarity between two entities will
take constant time. With respect to other solutions presentkin the literature such
as [174] wherein the evaluation of semantic similarity is paomial with respect to
the size of the considered knowledge base, the MinHash opsation signi cantly
reduces the complexity of such an operation. As a matter of tachecking which
items are the closest ones to a given entity implies checkitite target entity against
all items present in the knowledge base. With our solution tkioperation is linear
with respect to the knowledge base's size, with other solons it is quadratic in the
best case.

4.3 Perceived Quality Evaluation

Similarly to [21], we evaluated the perceived quality of ousystem upon a specic
application, in this case the retrieval of a set of neighbougntities for exploratory

search purposes. Our evaluation activity, due to the intrisic subjectivity of the very

concept of semantic relatedness, was user-based. Two ekpents are presented:
in the rst one, we asked users to give an overall ranking to ast of related items,

while in the second one we asked users to assess the relatssid each item in a
given list to a target entity. Such an evaluation was perford over two datasets
with di erent characteristic features and with two substartially di erent user groups

to test the e ectiveness of our methodology in di erent sitations, thus preventing
data over tting and cultural biases in the presented conclsions.

4.3.1 Experimental Design

Three hyperlinked text corpora were considered: the EngfisVikipedia, the Italian
Wikipedia, and the Arabic Wikipedia. The English Wikipedia is a vell known
and massive collaborative encyclopedia, counting over 8lhain articles contributed
by users from all around the world. On the other hand, the Itahn and Arabic
ones are curated by users that mostly reside in their localrrories and they are a
substantially smaller corpus, counting respectively araul 2.2 million and 0.8 million
articles. We considered these three datasets because thegrdsigni cantly in size,
in language, and in the user base that generated them.

Using the technique described in Section 4.2, a testbed systeherein named
Referential Space Model (RSM), was developed and trained ¥vikipedia, associ-
ating to each of its items a representative vector. Buildingn the results of [174]
that provides evidence of the importance of both incoming anoutgoing links, we
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also developed an alternative model relaxing the distribignal hypothesis and con-
sidering outgoing links, i.e. the items mentioned in the aitle corresponding to a
given item. We refer to this second testbed system &SM.outnode We chose as
baseline two of the most popular search engines on the markeGoogle and Bing.
One of the most prominent features of said search enginesiisfact, the ability to
leverage the LOD cloud to improve search results, more speaily they can retrieve
a neighborhood of items closely related to the search queriven by the user. To
obtain fair and generic search results i.e. not in uenced bthe recorded browsing
history, preferences, and location, Google and Bing searptocess was depersonal-
ized to prevent the search engines from customizing the naésult. Unfortunately,
these systems do not cover all languages, in particular, Bjdoesn't o er this service
for the Arabic language. Therefore in the Arabic experimentsye only use Google's
related search as a baseline.

To assess the quality of our two alternative approaches wenstructed a dataset
of the most visited Wikipedia pages. As a reliable source of @gatve used the list
of Wikipedia Popular Pages that maintains a set of the most accessed 5000 pages
on the English Wikipedia and it is updated weekly. For the Itabn and Arabic
language we retrieved the data fronTopviews Analysi$ that keeps track the most
visited Wikipedia pages on a daily and monthly bases. For ourathset we focused,
for English, Italian, and Arabic on the moststable itemsduring the year 2015.
We de ne the stable items as the Wikipedia pages that constagtappear in every
weekly/daily version of that list throughout the year, and ® receiving constant
interest from the visitors of Wikipedia. A set of 1583 stabletems were identi ed
for the English language, a set of 4361 items for the Italiamnd a set of 2648 for
the Arabic. Six evaluation datasets, two for English, two foitalian, and two for
Arabic were built by randomly selecting from each languagesable items list 100
items (used in experiment 1) and 25 items (used in experimeBj upon which all of
the systems are able to retrieve related items.

4.3.2 Overall Relevance Assessment

The goal of our rst experiment was to assess which one of thgstems under
investigation produces the overall best set of related itesrgiven one search key. To
this extent, we considered datasets of 100 items. The crowdscing experiment
was designed as follows: for each of the considered items, sy was generated
including the name of the item, a brief description, a pictw, and a box including
the results produced by the dierent systems i.e. four listoof ve semantically
related items (three lists in the case of Arabic). We decidedotshow only ve
results for two reasons: rstly both Bing and Google show atelst ve related
items, which means that for some search queries no more thawe items will be

4Ranking provided by Alexa: http://www.alexa.com/
Shttps://en.wikipedia.org/wiki/User:West.andrew.g/Popular_pages
6https://tools.wmflabs.org/topviews
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Figure 4.5: Distribution of worker's judgement for the overth relevance assessment
experiment - English.

shown, secondly it is a known fact that users typically pay &tntion only to the
top spots of search results lists, with the top ve items attacting most of the
attention’. To avoid cognitive bias, the names of the systems were notsin and the
presentation order was randomized, so that the worker had moeans of identifying
the source of the presented item lists and couldn't be biaségl personal preference or
previous evaluations. The workers were then asked to rateefitem lists according
to their perceived quality in terms of relatedness on a disete scale from 1 to 5
where 1 meant total randomness and 5 that all presented itemghere perceived as
strongly related. Each one of the 100 items in the dataset wakown with the same
related items lists to 5 distinct users and their judgementaere averaged per system
to mitigate subjectivity of judgement. The experiment was prformed using the
popular crowdsourcing platformCrowd ower® and iterated on the English, Italian,
and Arabic datasets. In the English iteration 32 users from 18i erent countries
were involved, with an average of 15.62 judgements per usér.the Italian iteration,
instead, were involved 59 users from 8 countries, with an aage of 8.47 judgements
per user. Finally, in the Arabic iteration, 64 users from 14 couries were involved,
with an average of 7.81 judgements per user. The distributioof the worker's
judgement is shown in Figure 4.5 for the English language, in dtire 4.6 for the
Italian language, and in Figure 4.7 for the Arabic language.

"https://chitika.com/google-positioning-value
8http://www.crowdflower.com/
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Figure 4.6: Distribution of worker's judgement for the overth relevance assessment
experiment - Italian.

Figure 4.7: Distribution of worker's judgement for the overth relevance assessment
experiment - Arabic.
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Figure 4.8: Distribution of worker's judgement for the item ly item relevance as-
sessment - English.

4.3.3 Item by Item Relevance Assessment

The goal of our second experiment was to assess the perceigadlity of each item
included in the related items list. To this extent, we considred datasets of 25
items. The experimental setup was similar to the previous periment, using the
same platform and displaying the same information about thiarget entity (i.e. title,
description, and picture). Instead of a list for each systenthis time the workers
were shown a single list generated by one system only and wasked to rate each
item in the list on a scale from 1 to 5 where 1 implied completentelatedness and
5 a very high perceived relatedness. The name of the systenattgenerated the
list was not shown to avoid bias. A hundred related items list 75 in the case of
Arabic due to lack of Arabic support in Bing, where therefore geerated and human-
rated item by item. Again, each item was judged by ve distinctusers to mitigate
subjectivity of judgement. This second experiment was agaiterated three times
(on English, Italian, and Arabic) and involved by design suliantially more workers
to further abstract over subjective experience and thus obin a more impartial
judgement. In the end, 146 workers from 38 countries were olved with an average
of 3.42 judgements per user in the English experiment, 109nkers from 14 countries
with an average of 4.59 judgements in the Italian one, and 97ovkers from 18
countries with an average of 5.15 judgements per user in the akic experiment.
Figure 4.8 shows the distribution of workers' judgements fahe English experiment,
Figure 4.9 shows the distribution for the Italian experimentand Figure 4.10 shows
the distribution for the Arabic one.
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Figure 4.9: Distribution of worker's judgement for the item ly item relevance as-
sessment - Italian.

Figure 4.10: Distribution of worker's judgement for the itemby item relevance
assessment - Arabic.
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Table 4.1: Statistical signi cance of the di erence betwee the considered systems
over the English corpus. The upper half of the matrix shows thp-values, the lower
the p-values with the Benjamini & Hochberg correction.

RSM RSM.outnode Google Bing

RSM 0.1896 <0.0001 0.0001
RSM.outnode | 0.2275 <0.0001 <0.0001
Google <0.0001 <0.0001 0.6838
Bing 0.0003 <0.0001 0.6838

4.3.4 Discussion

The data gathered with the experiments described in Sectigh3.2 and Section 4.3.3
provide some interesting insights on the e ectiveness of éhproposed technique.

Overall list quality

The results of experiment one showed how our testbed systenSNRand RSM.outnode
can achieve satisfactory performance in the consideredisagos. In the English part
of the experiment RSM and RSM.outnode achieved, on a scalerfr 1 to 5, respec-
tively a 3.20 and 3.33 average perceived quality, while Gdeagnd Bing respectively
2.79 and 2.82. The statistical signi cance of the judgemeristributions shown in
Figure 4.5 was evaluated as well showing how while there is abstantial di er-
ence between the perceived quality of our systems and the bligse ones (Bing and
Google), between RSM and RSM.outnode there is no statistibasigni cant di er-
ence. More speci cally the Welch Two Sample t-test was useda produced the
results shown in Table 4.1, where in the upper right half of #amatrix are shown the
p-values produced by the test, and in the lower left half theasne values recomputed
with the Benjamini & Hochberg correction for multiple hypothesis testing [10]. Ac-
cording to these results, Google's and Bing's related itentists are perceived almost
as identical in terms of quality, while our testbed system®utputs receive a better
appreciation by the crowdsourced workers. Moreover, whiRSM.outnode appears
to achieve a higher perceived quality than RSM on average, éhstatistical signi -
cance analysis shows that such a di erence is unlikely to begsi cant in the current
experimental setting. In terms of overall perceived qualitthe neighbourhoods of
related items to a given search key produced by RSM and RSMtaade do not dif-
fer signi cantly in terms of perceived quality, but there isevidence that consistently
outperform the benchmark systems o ered by Google and Bing.

In the Italian part of the experiment a similar outcome was oferved, with two
notable di erences: expressed scores were substantiallghrer for all systems and in
particular results produced by Google received a generaityore favourable reception
with respect to the English part of the experiment. While the édrmer outcome may
be ascribed to cultural factors, since the whole judgementistribution is skewed
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Table 4.2: Statistical signi cance of the di erence betwee the considered systems
over the Italian corpus. The upper half of the matrix shows té p-values, the lower
the p-values with the Benjamini & Hochberg correction.

RSM RSM.outnode Google Bing

RSM 0.0079 0.0013 <0.0001
RSM.outnode | 0.0158 0.6835 0.0141
Google 0.0039  0.6835 0.0308
Bing <0.0001 0.0125 0.0369

Table 4.3: Statistical signi cance of the di erence betwee the considered systems
over the Arabic corpus. The upper half of the matrix shows the-palues, the lower
the p-values with the Benjamini & Hochberg correction.

RSM  RSM.outnode Google
RSM 0.0061 0.1609
RSM.outnode N
Google 0.1751 0.1751

towards higher scores, the latter suggests that the loca#s versions of Google and
Bing may dier in the used data or retrieval technique. As a mater of fact, the
English Bing and Google received very similar judgementsges Table 4.1, and the
provenance of the related items lists was unknown to workets avoid con rmation
bias, thus the signi cant di erence observed in the Italianexperiment, shown in
Table 4.2, implies substantial di erences between the Engh and the Italian versions
of the two search engines. On the other hand, the RSM model axo's to be the
one producing the best received related items lists, whileSR1.outnode and Google
present no statistically signi cant di erence. The statidically signi cant di erence
between the perceived quality of the lists generated by RSMhd RSM.outnode in
this setting can be ascribed to a substantial reduction in # size of the training
data. Overall, RSM is perceived as the best system, RSM.owttle and Google are
on par, and Bing is perceived as the worst one.

Regarding the Arabic experiment, the results shown in Figure.? suggest that
RSM performs slightly better than RSM.outnode and Google. Heever, as shown
in Table 4.3, the di erence between RSM's and Google's ratgndistribution appears
to be not statistically signi cant. Therefore we can state hat RSM outperforms
RSM.outnode and is perceived roughly equivalent to Google.

Information Gain Analysis

The results of experiment two support the evidence providebly the previous one.
In the English part of the experiment, items retrieved by RSMand RSM.outnode on
average score a 3.41 out of 5 on perceived quality while BingdaGoogle stop at 2.93
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out of 5. In the Italian part of the experiment, instead, itens retrieved by RSM score
an average of 3.6 out of 5, RSM.outnode and Google are tied and 3.5, and Bing
scores around 3.4 on average. Finally, in the Arabic leg of theperiment, items
retrieved by RSM score an average of 3.1 out of 5, RSM.outno2l2, and Google 2.8.
These numbers, however, provide little information beingvarage values of perceived
quality of item ranked in di erent positions. Looking at the whole distribution of
judgements shown in Figure 4.8, 4.9, and 4.10, the high var@n of the various
distributions can be easily noticed. Such a variance can besfi ed by the fact that
all items included in the generated lists are considered amdted. However, not all
positions of a result list are equal to the extents of explotary search. To address
this issue we evaluated the Normalized Discounted CumulagvGain (NDCG) of
the considered systems. NDCG is a metric commonly used in IR &3sess a search
engine's performance basing on the comparison between apaltlist of the most
relevant retrievable items and the actual list produced bye evaluated system.
Its core idea is that the higher the position of an item in the esult list the more
important the quality of that item should be in the quality evaluation of the system,
therefore the presence of scarcely relevant items in the tgpots tends to \punish"
the evaluated system. The ideal list was computed by consitleg, for both parts
of the experiment, for each of the 25 search keys, all the itemetrieved by the four
systems, picking the ve ones that on average received theghiest user ratings and
ordering them in descending average rating order. The digtution of the NDCG
values scored by the four considered systems over the seagcleries included in
the datasets is shown in Figure 4.11, Figure 4.12, and Figure 3.&nd its detailed
statistics are presented in Table 4.4, Table 4.5, and Table&} These results support
the evidence brought by the rst experiment as well. In the Eglish part of the
experiment, RSM and RSM.outnode provide consistently relis perceived as more
relevant than the ones brought by Google's and Bing's toolsAgain, there is no
statistically signi cant di erence in the average perceied quality between RSM and
RSM.outnode (p-value = 0.68) and between Google and Bing alv(p-value =
0.88). On the other hand, the statistical signi cance betwen RSM and Google,
RSM and Bing, RSM.outnode and Google, and RSM.outnode and rigj is high
with p-values below 0.0001. The NDCG analysis shows how, digpscoring being
on average on par with its RSM.outnode counterpart, the RSMystem has the
smallest variance in the perceived relevance of its resylisnplying that it is less
likely to produce results perceived as poor on a single-tryabis. In the Italian
part of the experiment, instead, RSM achieves substantigllhigher nDCG scores
than its RSM.outnode counterpart, which, again, presents eary large nDCG score
distribution and, on average, performs slightly worse thaiGoogle's related items
search, though its median nDCG value is higher than Google'kike in the previous
experiment, the RSM model appears to be able to cope bettertlwvichanges in
training data. Finally, also the Arabic data con rm the results of the previous
experiment, with RSM.outnode achieving signi cantly wors performance than RSM
and Google, with the former slightly outperforming the later with an average NDCG
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Figure 4.11: NDCG values distribution evaluated on the resudtof the item by item
relevance assessment experiment - English.

of 0.85 against the average 0.82 scored by Google.

The statistical signi cance analysis showed in Table 4.7 (glish), Table 4.8
(Italian), Table 4.9 (Arabic), con rms as well the insides géer from the item by
item relevance assessment experiment discussed in the pyas paragraph.

Finally, it is important to stress how the MinHash optimisation allowed us to
move the complexity of a pairwise similarity measurementdm linear to constant.
This means that without the said optimisation it would be conputationally de-
manding to retrieve items semantically related with a lot otonnections. Consider
for instance the Wikipedia article about Barack Obama whichat the time this ar-
ticle being written, contained over 250 links and was refemeed over 9900 times by
other Wikipedia articles: without MinHash it takes over 300 seonds on our test
machin€ to generate a list of semantically related items, while witlthe MinHash
optimisation it takes less than a second on the same machingloreover, the con-
stant complexity of MinHash allows it to seamlessly scale umtlarger knowledge
bases. While our approach allows this optimisation to be madetaining quality
results, other metrics, such as the ones presented in [173],&l0 not.

4.4 Culture Sensitivity Evaluation

The evaluation work presented in the previous section prales evidence of the per-
ceived quality of the entity neighbourhoods that can be idened using the proposed
knowledge representation. The gathered insights allow us state that in general

9An Intel 17 with eight cores and 32GB RAM
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Figure 4.12: NDCG values distribution evaluated on the resudtof the item by item
Relevance assessment experiment - Italian.

Figure 4.13: NDCG values distribution evaluated on the resudtof the item by item
relevance assessment experiment - Arabic.



58 4. Referential Space Models

Table 4.4: Distribution statistics on NDCG evaluation - Engish.

Bing RSM RSM.outnode Google
Minimum 0.4629 0.6009 0.6006 0.4250
1st Quartile | 0.6423 0.7829 0.7601 0.6631
Median 0.7376 0.8232 0.8293 0.7186
Mean 0.7247 0.8113 0.8226 0.7196
3rd Quartile | 0.8475 0.8678 0.9066 0.7855
Maximum 0.9010 0.9771 0.9910 0.9102

Table 4.5: Distribution statistics on NDCG evaluation - Italan.

Bingg RSM RSM.outnode Google
Minimum 0.5714 0.4319 0.4352 0.6329
1st Quartile | 0.6859 0.8177 0.6511 0.7804
Median 0.8015 0.8602 0.8338 0.7980
Mean 0.7793 0.8493 0.7664 0.8121
3rd Quartile | 0.8418 0.9313 0.8733 0.8677
Maximum 0.9546 0.9664 0.9726 0.9598

Table 4.6: Distribution statistics on NDCG evaluation - Arabt.

RSM RSM.outnode Google
Minimum 0.4469 0.3819 0.4611
1st Quartile | 0.7581 0.6096 0.6990
Median 0.8546 0.7282 0.8242
Mean 0.8167 0.6954 0.7751
3rd Quartile | 0.8994 0.7758 0.8621
Maximum 0.9889 0.9496 0.9435

Table 4.7: Statistical signi cance of the di erence betwee the considered systems
over the English corpus in the item by item relevance assessnh experiment. The
upper half of the matrix shows the p-values, the lower the palues with the Ben-
jamini & Hochberg correction.

RSM RSM.outnode Google Bing

RSM 0.9653 0.0073 0.0083
RSM.outnode | 0.9855 0.0128 0.0141
Google 0.0212 0.0212 0.9855

Bing 0.0212 0.0212 0.9855
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Table 4.8: Statistical signi cance of the di erence betwee the considered systems
over the Italian corpus in the item by item relevance assesemt experiment. The
upper half of the matrix shows the p-values, the lower the palues with the Ben-
jamini & Hochberg correction.

RSM RSM.outnode Google Bing

RSM 0.1896 0.7769 0.0781
RSM.outnode | 0.3339 0.2226 0.7923
Google 0.7923 0.3339 0.0761
Bing 0.2344 0.7923 0.2344

Table 4.9: Statistical signi cance of the di erence betwee the considered systems
over the Arabic corpus in the item by item relevance assessmeaxperiment. The
upper half of the matrix shows the p-values, the lower the palues with the Ben-
jamini & Hochberg correction.

RSM  RSM.outnode Google
RSM 0.0409 0.2994
RSM.outnode N
Google 0.2994 0.2636

the sets of related entities retrieved with our Referentiabpace model are preferred
to the ones retrieved by Google and Bing leveraging their kmtedge bases. The
distances between entities, as described in Section 4.1¢ avaluated upon distri-
butional consideration on their usage in a document corpusDistances between
entities, therefore re ect the actual usage of terms in theansidered texts and quan-
tify the relatedness expressed in natural language. ldealiconsidering a body of
text somehow representative of a culture should allow us taulhd a representation
of the distances among concepts perceived by that culture. o@sidering multiple
corporas where the same entities, or at least similar engs can be found, should al-
low the construction of multiple versions of the ReferentleéSpace model speci cally
intended for users of the di erent cultures considered.

To verify these assumptions, we ran some additional evaluah, comparing the
results provided by the various Relational Spaces built toun the experiments de-
scribed in Section 4.3, estimating their overlap. Given theesults of the afore-
mentioned evaluation, we can already assume the related cepts retrieved by our
approach to be considered relevant by users of the languagemined. Therefore
we are evaluating here their diversity rather than quality. To assess the diversity
of the retrieved related entities and concepts, we considel 50 entries of Wikipedia
that can be deemed as culturally sensitive topics, such as &Rgion", \Terrorism",
\Women", and \Freedom". Aside from these rather general topis, the list included
notorious and controversial historical characters and erts as well. For each entry
of the list, a set containing the ten most related entities wa extracted from each
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Figure 4.14: Similarity between related items set retrievelly the three considered
models.

Referential Space model considered, i.e. the ones built froEnglish Wikipedia,
Italian Wikipedia, and Arabic Wikipedia. We de ned as diversity metric between
two sets the average number of overlapping concepts: the Emwthe more diverse we
consider the sets. We consider as overlapping concepts tme® that are equivalent,
l.e. that can be safely translated one into each other by nayating the cross-lingual
Wikipedia link. In Figure 4.14 and Table 4.10 the results of tls evaluation are
shown. It can be easily noticed how English and Italian modeltend to identify
slightly more overlapping concepts, on average 2.84, whilee Arabic model tends
to present more distinctive items, sharing on average 1.5drcepts with its English
counterpart, and 1.66 with the Italian one. It is also intersting to note how in
the observed sample there were cases (43 instances out of) Msldere there was
no observed overlap between the results produced by the dient models and that
no perfectly overlapping result sets were observed. Thessults provide evidence
that di erent localisation of our VSM present substantial dierences, implying that
perceived relationships among concepts vary from culture tulture.

To better illustrate how changing the text corpus a ects thesemantic relatedness
evaluation, introducing culture sensitivity, we present anotable example where no
overlapping concepts can be found. Table 4.11 shows the teoshrelated concepts
to \terrorism" according to the Referential Spaces built ortop of English Wikipedia,
Italian Wikipedia, and Arabic Wikipedia. It can be easily notieed how the English
set focus mostly on topics dealing with people and organisans involved in the
September 11 attacks and their aftermath, the Italian set othe so-called \Years of
Lead", i.e. the period of social and political turmoil in Itdy that lasted from the
late 1960s until the early 1980s, marked by episodes of pigidl terrorism, nally the
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Table 4.10: Distribution of shared items on di erent languges - RSM.

En-It En-Ar It-AR
Minimum 0.00 0.00 0.00
1st Quartile | 1.00  0.00 0.00
Median 3.00 1.00 1.00
Mean 2.84 1.54 1.66
3rd Quartile | 5.00 2.75 2.75
Maximum 6.00 5.00 7.00

Arabic set is mostly focused on the Yemenite civil war and on pple connected to
events of the Arab Spring, with the notable inclusion of the Cérlie Hebdo Shooting.

Another interesting fact that emerges from a closer observah of the results
produced by the three systems is the dierent type of entitie mostly associated
with a topic. A notable example can be found in the results retned by the system
trained on the Arabic Wikipedia when asked to retrieve semardally related items to
\Muslim Brotherhood": among the top ten items can be found sesral involved peo-
ple such as \Hassan al-Banna", the movement's founder, and \¢uf al-Qaradawi"
who had a prominent role within the movement's intellectualeadership and hosts
a very popular programme broadcast on Al-Jazeera followed by énillion Arabic
speakers worldwide. On the contrary, the English and Italimsystems associate the
same topic with the events of the Arab Spring and the politicaleaders overthrown
by the uprising, re ecting an outsider perspective on the tpic. Similarly, Italian
and Anglo-American political movements are associated by thmodel trained on
their language with prominent gures, similar movements, ad national events, re-
ecting an insider perspective. In general, one can easilyotice how local public
gures and events are associated with other local public ges and events in the
localised knowledge model, while in the models trained onhatr languages the same
items are associated with international events and more gemc concepts. Similar
considerations apply also to popular culture phenomena suas cinema, music, and
television broadcast where each model re ects the commonsdom of the user base
that contributed to various versions of Wikipedia.

These comparisons allow us to state that there exist substial di erences
among the various models we obtained by training our model aii erent locali-
sations of Wikipedia. However, we wanted to assess the di erms among the con-
sidered localisations also for the benchmark systems, ndy&ing's and Google's
\People also search for" box. To measure the result set diwty, we adopted the av-
erage number of overlapping concepts, as done for our systéie ran our evaluation
on the same set of 50 culturally sensitive topics used befdrebe able to compare
the results. Unfortunately, as pointed out in the previous s#ion, Bing does not
o er related item search for the Arabic language, thus we lined its evaluation to
English and Italian. Bing showed an average number of oveplging concepts of 8.09
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Table 4.11: Results returned by the RSM system for the topicTerrorism"

En It Ar
Al-Qaeda Red Brigades Charlie Hebdo shooting
State terrorism Operation Gladio Ahmad Awad bin Mubarak
Osama bin Laden Islamic fundamentalism Al-Qaeda in the Arabian Peninsula
Civil liberties Life imprisonment War on Terror

Counter-terrorism September 11 attacks Khaled Bahah
Visa (document)  Years of Lead (ltaly) Mohammed Ali al-Houthi

Money laundering Cosa nostra Military

Hezbollah Mossad Abdullah II of Jordan

The Pentagon AK-47 General People's Congress Party (YE)
Taliban Cold War Abdul-Malik Badreddin al-Houthi

Table 4.12: Distribution of shared items on di erent languges - Bing.

En-It
Minimum 6.00
1st Quartile | 7.00
Median 8.00
Mean 8.09
3rd Quartile | 9.50
Maximum 10.00

between English and Italian, way higher than the 2.84 reactieby our technique.
The distribution of the observed overlap is shown in Table 42 and it can be no-
ticed that perfectly overlapping sets were observed and théhe minimum overlap
observed is 6 shared items.

On the other hand, Google shows little or no culture sensiiiyl at all over the
three considered languages: with one notable exception, égte provides always the
same set of items, translating their names. The only obser/eexception consists
of the results provided by googling \Quaran": while in Italan and Arabic the rst
item provided is \Bible", in the English version such an itemis absent from the
list, while all the others are the same provided for the othdanguages considered,
shifted by one position. Table 4.13 shows the observed dibution, which is very
close to a uniform distribution, suggesting that Google ishe least culture sensitive
tool considered.

4.5 Final Remarks

In this chapter we introduced Referential Space models anddted their ability to
produce culture sensitive and satisfactory results in termof assessing semantic
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Table 4.13: Distribution of shared items on di erent languges - Google.

En-It En-Ar It-AR
Minimum 10.00 9.00 10.00
1st Quartile | 10.00 10.00 10.00
Median 10.00 10.00 10.00
Mean 10.00 9.92 10.00
3rd Quartile | 10.00 10.00 10.00
Maximum 10.00 10.00 10.00

relatedness between entities and concepts. Referentiala8p models are a distribu-
tional representation of knowledge and, as introduced in @pter 2, they provide
a fuzzy representation of knowledge, wherein the proximitpetween two items is
determined by the distribution of references rather than td outcome of a reason-
ing process. This is generally perceived as a drawback oftdimitional information
since, on the other hand, formal knowledge representatioficavs to justify the out-
comes of a reasoning task. However, when speaking of commosseknowledge,
like the one included in Wikipedia, this is, in our opinion a mpr advantage since
there is no easy way to formalise it and, in general, deal wiihin a formal way. As
shown in the previous section, in Table 4.11, di erent modsltrained on di erent
Wikipedia instances return drastically di erent results fa the same item, despite
the fact that most of the possible related items appear on athe three localisations
of Wikipedia (in the case of Table 4.11 all the returned itemsan be found in all the
considered versions of Wikipedia). No matter the culture, \Al @eda" and \Red
Brigades" are both terrorist organisations, therefore, &ém a logical point of view
they should share the same relatedness with the concepts efrbrism, however it
is highly unlikely for an American user to associate immedialy \terrorism" to the
\Italian Red Brigades", while an Italian user would be surpised of not nding them
in a list of topics closely related to terrorism.

The distributional approach captures exactly this kind of derences between
cultures and cultural backgrounds, providing a valuable kowledge base for systems
that seek a high level of localisation.

In our vision, this kind of knowledge representation is notraalternative to the
formal one provided by more formal techniques, but rather aomplement. Let us
consider once more the case of Wikipedia: aside from being illale in several
languages, Wikipedia has also a formal counterpart, the fam® DBpedia [93]. In
DBpedia, every Wikipedia entry is represented as an OWL indigiual with several
properties that provide a formal representation of the textal information presented
in its relative article.

It could be therefore tempting to decorate such individualsvith additional in-
formation, namely its coordinates in various referentialmaces. This would allow
to represent multiple, culture sensitive, topologies of #h DBpedia knowledge graph
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allowing culture sensitive topological visits. Such a sdion would combine the ad-

vantages of both the representations and allow to scale thadwledge embedded in
DBpedia, which is multilingual by design, upon di erent cutures as well. A similar

operation could be performed on di erent knowledge baseswasll once large enough
annotated text corpora are identi ed.



Conclusions

In this thesis work we described:

An abstract framework to describe the conceptual blocks of Kphrase and
Key-entity extraction.

Multilingual Keyphrase extraction techniques built on topof the aforemen-
tioned abstract framework.

The referential hypothesis and its implications.

An e cient implementation of a Referential Space Model.

With respect to the challenges introduced in Chapter 1, we castate that our
expectations were met.

In fact, the abstract KP Extraction framework described in Giapter 3 allows
abstraction over several aspects including syntax, morplogy, and writing style.
This abstraction is provided by the separation introduced étween the various kinds
of knowledge employed in the Information Extraction proces statistic, linguis-
tic, meta/structural, and semantic/social. Arranging the text processing activity
according to our framework and maintaining the separation édween modules ex-
ploiting the aforementioned types of knowledge allows th@ustruction of horizontal
applications that can be robust to style nuances and requir minimal e ort to be
localised into other languages.

As far at it regards commonsense knowledge di erences, adimgt the Referential
Space models described in Chapter 4 allows to build a knowigdbase by processing
a corpus of hypertextual documents. When a large enough coguan be deemed
representative of a community's background knowledge, a feeential Space model
can be trained in an unsupervised way, providing a compacteypowerful, represen-
tation of that community's culture. When multiple knowledge representations are
available, each one of them portraying the perception of aepi ¢ group of people, a
user can be addressed towards the one he should perceive arfamiliar, achieving
culture sensitivity.

Finally, the heavy computational times implied by the usage faSemantic Web
technologies are avoided by adopting a distributional kndedge representation that
can be optimised with local sensitivity hashing techniquesuch as MinHash.
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Wrapping it up, the NLP techniques described in this thesis ha the character-
istic of providing an abstraction layer over both the languge and the culture. This
does not mean that these aspects are ignored, rather they aecapsulated within
a single component that can be easily integrated into more mplex applications.
This is a particularly desirable feature when tackling compx and cross-cultural
problems, such as information access, matchmaking, or cybellying detection to
name a few.

5.1 Future Work

In the following of this chapter, as future developments andpplications of the work
presented in this thesis, we introduce an implementation dfie abstract framework
described in Chapter 3 and some examples of possible usagethe Referential
Space models introduced in Chapter 4.

5.1.1 Implementing the framework

The abstract framework introduced in Chapter 3 is based upothe idea that there

exist multiple and diverse kinds of knowledge. This princlp can be implemented
by encapsulating each knowledge-driven text transformatn into an object called
Annotator. Annotators can be treated as building blocks to bdd complex chains
and therefore achieve complex IE tasks, as presented in [4Bd [9] where theDis-

tiller framework is presented. Distiller is an high-level IE franmeork, built upon the

insights presented in this work that can handle several higlevel IE tasks.

Distiller is implemented in Java, since such language is wisfgead among the
research community and o ers reasonable performance and hpiatform support.
Moreover, since it runs on the JVM, Distiller can be used with dter popular lan-
guages such as Groovy, Scala, and RubyDistiller relies on the Spring framework
to handle dependency injection allowing easy Web deploynteam Servlet containers
such as Apache Tomcat.

Distiller is organized in a series of single-knowledge arted modules, where any
module is designed to perform a single task e ciently, e.g. ®S tagging, statistical
analysis, knowledge inference, and so on. This allows a Higlmodular design
with the possibility of implementing di erent pipelines (i.e. sequences of modules)
for di erent tasks. All these modules are required to inserttie knowledge they
extract on a shared blackboard so that a module can use the kmedge produced
by another module. For example, an n-gram generator modularcgenerate n-grams
according to the POS tags produced by a POS tagger module. &nthese modules
work by annotating the text on the blackboard with new information, we call them
Annotators in our framework.

lvia the JRuby implementation.
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Linking techniques decide the most likely interpretationdr an anchor by looking at
the words that surround it, our approach looks at the concept By doing this some
notoriously hard scenarios, like disambiguating entitiementioned in a list, rather
than in a sentence, are easily solvable. Table 5.1 and 5.2 wheome examples, pro-
vided by our working prototype, of Entity Linking in strings containing only a list
of names, with no context other than the other items of the lis In the rst query of
the example presented in Table 5.1 the string \Panda" is coectly disambiguated,
in an \animal" context, with the \Gian Panda" entity present in DBpedia. All the
other strings are correctly identi ed as well. On the other Bnd, the same string
\Panda", in the motor vehicle context of the second query, isnatched with the
DBpedia's entity \Fiat Panda". Even though the other strings of the second part
of the rst example, also exhibit a high polysemy, they are muwally disambiguated
with plausible DBpedia entities. In the example shown in Tale 5.2 a similar sit-
uation occurs. In the rst query the string \Delphi" appears in a context related
to programming languages. In that case, it is disambiguatedgith \Object Pascal",
the entity of which it is the most famous incarnation. All the dher strings are
correctly associated with the programming language that #y refer. In the second
part of the example, where \Delphi" is enclosed in a Hellenicoatext, the string is
rightly matched with a completely di erent entity: the archaeological site of Delphi
in Greece. All the other strings are also disambiguated acciingly.

The most notable drawback of this technique is the large sdilan space it con-
siders, implying a high number of comparisons that the syste must perform to
identify the minimal interpretation. As long as the number ofcandidate anchors
is relatively small and the multiplicity of possible meanigs for each candidate is
low, computational times are acceptable, but for long textsvith highly ambiguous
terms, this might hinder the system's eld usage. In our opiion this technique could
be successfully employed paired with a more traditional onkased on word-level
context: the more traditional techniques performs a rst rand of disambiguation,
than anchors that cannot be resolved with a su ciently high on dence, due to the
absence of a proper context or to other factors, are handledtiwthe Referential
Space model. Experimentation is ongoing, however it appsaevident that this
hybrid solution could address several shortcomings of thercent state of the art
Named Entity Linking and Word Sense Disambiguation techniges.
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Table 5.1: String disambiguation in two di erent queries.

String Entity

Panda http://dbpedia.org/resource/Giant_panda
Bear http://dbpedia.org/resource/Bear

Weasel http://dbpedia.org/resource/Weasel

Panda http://dbpedia.org/resource/Fiat_Panda
Tesla  http://dbpedia.org/resource/Tesla_Roadster
Leaf http://dbpedia.org/resource/Nissan_Leaf

QUERY 1

QUERY 2

Table 5.2: Another example of string disambiguation in two derent queries.

String Entity
Delphi http://dbpedia.org/resource/Object_Pascal
. C++ http://dbpedia.org/resource/C++
s Java http://dbpedia.org/resource/Java_(programming_language)

Python  http://dbpedia.org/resource/Python_(programming_language)
Delphi http://dbpedia.org/resource/Delphi

Apollo http://dbpedia.org/resource/Apollo

Plutarch http://dbpedia.org/resource/Plutarch

QUERY 2
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Dario De Nart, Carlo Tasso, and Dante Degl'Innocenti. Users asawlers: Ex-
ploiting metadata embedded in web pages for user pro ling.nIPosters, De-
mos, Late-breaking Results and Workshop Proceedings of the 22nd Conference
on User Modeling, Adaptation, and Personalization co-located with the 22nd
Conference on User Modeling, Adaptation, and Personalization (UMAP2014),
Aalborg, Denmark, July 7-11, 2014.2014

In the last years we have withessed the rapid growth of a broagnge of
Semantic Web technologies that have been successfully eayeld to enhance
information retrieval, data mining and user experience ineal-world appli-
cations. Several authors have proposed approaches towaoigological user
modelling in order to address di erent issues of personatid systems, such as
the cold start problem. In all of these works, non-structuré data such as tags
are matched, by means of various techniques, against an dotgy in order
to identify concepts and connections between them. Howevetye to recent
popularity of semantic metadata formats such as microformatand RDFa,
structured data are often embedded in many Web contents, viitno need to
"guess” them using a support ontology which may not be coherewith the
actual content and the original goals of the author. In this pper we propose
a novel approach towards ephemeral Web personalization ledson extraction
and enrichment of semantic metadata embedded in Web pageshelproposed
system builds, at client-side, a rdf network that can be quexd by a content
provider in order to address personalized content.

Main contribution: bibliographic research, system testig, dataset creation,
paper review and corrections.

Dario De Nart, Carlo Tasso, and Dante Degl'Innocenti. A thinserver ap-
proach to ephemeral web personalization exploiting RDF datembedded in
web pages. InProceedings of the 2nd Workshop on Society, Privacy and the
Semantic Web - Policy and Technology (PrivOn 2014) co-located with the 13th
International Semantic Web Conference (ISWC 2014), Trento, Italy, October
20, 2014, 2014
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Over the last years adaptive Web personalization has be-cena widespread
service and all the major players of the WWW are providing it in &rious forms.
Ephemeral personalization, in particular, deals with shotime interests which
are often tacitly entailed from user browsing behaviour orantextual informa-
tion. Such personalization can be found almost anywhere ihé Web in several
forms, ranging from targeting advertising to automatic laguage localisation
of content. In order to present personalized content a useradel is typically
built and maintained at server-side by collecting, explitly or implicitly, user
data. In the case of ephemeral personalization this meansshg at server-side
a huge amount of user behaviour data, which raises severevpdy concerns.
The evolution of the semantic Web and the growing availabtyf of seman-
tic metadata embedded in Web pages allow a role reversal inetltraditional
personalization scenario. In this paper we present a novgh@oach towards
ephemeral Web personalization consisting in a client-sidemantic user model
built by aggregating RDF data encountered by the user in hisler browsing
activity and enriching them with triples extracted from DBpedia. Such user
model is then queried by a server application via SPARQL to iaify a user
stereotype and nally address personalized content.

Main contribution: bibliographic research, system testig, dataset creation,
paper review and corrections.

Dario De Nart, Carlo Tasso, and Dante Degl'Innocenti. A semaic metadata
generator for web pages based on keyphrase extraction. Rroceedings of the
ISWC 2014 Posters & Demonstrations Track a track within the 13th Interna-
tional Semantic Web Conference, ISWC 2014, Riva del Garda, Italy, October
21, 2014, pages 201{204, 2014

The annotation of documents and web pages with semantic mé&data is an
activity that can greatly increase the accuracy of Informabn Retrieval and
Personalization systems, but the growing amount of text datavailable is too
large for an extensive manual process. On the other hand, auntatic keyphrase
generation and wiki cation can signi cantly support this activity. In this
demonstration we present a system that automatically extids keyphrases,
identi es candidate DBpedia entities, and returns as outpua set of RDF
triples compliant with the Opengraph and the Schema.org vabularies.

Main contribution: bibliographic research, system testig, dataset creation,
paper review and corrections.

Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso. A new mniti-lingual
knowledge-base approach to keyphrase extraction for thalitan language. In
KDIR 2014 - Proceedings of the International Conference on Knowledge Dis-
covery and Information Retrieval, Rome, Italy, 21 - 24 October, 201$¢ages
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78{85, 2014

Associating meaningful keyphrases to text documents and Wegiages is an
activity that can signi cantly increase the accuracy of Inbrmation Retrieval,
Personalization and Recommender systems, but the growinghaunt of text
data available is too large for an extensive manual annotath. On the other
hand, automatic keyphrase generation can signi cantly syjort this activity.
This task is already performed with satisfactory results byseveral systems
proposed in the literature, however, most of them focuseslsly on the En-
glish language which represents approximately more than @0of Web con-
tents. Only few other languages have been investigated antllan, despite
being the ninth most used language on the Web, is not among the In
order to overcome this shortage, we propose a novel multnguage, unsuper-
vised, knowledge-based approach towards keyphrase getiera To support
our claims, we developed DIKpE-G, a prototype system whiclmtegrates sev-
eral kinds of knowledge for selecting and evaluating meaginl keyphrases,
ranging from linguistic to statistical, meta/structural, social, and ontological
knowledge. DIKpE-G performs well over English and Italianexts.

Main contribution: bibliographic research, system designsystem develop-
ment, system testing, dataset acquisition, experiment digg, data analysis,
paper writing.

Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso. A noveknowledge-
based architecture for concept mining on italian and enghstexts. In Ana
Fred, Jan L. G. Dietz, David Aveiro, Kecheng Liu, and Joaquim Fipe, edi-
tors, Knowledge Discovery, Knowledge Engineering and Knowledge Manage-
ment, volume 553 ofCommunications in Computer and Information Science
pages 132{142. Springer International Publishing, 2015

In this paper we propose a novel knowledge-based, languageependent, un-
supervised approach towards keyphrase generation. We deyped DIKpE-G,
an experimental prototype system which integrates di erenkinds of knowl-
edge, from linguistic to statistical, meta/structural, saial, and ontological
knowledge. DIKpE-G is capable to extract, evaluate, and ief meaningful
concepts from a natural language text. The prototype perfars well over
both Italian and English texts.

Main contribution: bibliographic research, system designsystem develop-
ment, system testing, dataset acquisition, experiment digg, data analysis,
paper writing.

Dario De Nart, Dante Degl'Innocenti, Andrea Pavan, Marco Baaldella, and
Carlo Tasso. Modelling the user modelling community (and ber communi-
ties as well). In Francesco Ricci, Kalina Bontcheva, Owen @tan, and Samus
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Lawless, editorsUser Modeling, Adaptation and Personalizatiorvolume 9146
of Lecture Notes in Computer Sciengepages 357{363. Springer International
Publishing, 2015

Discovering and modelling research communities' activés is a task that can
lead to a more e ective scienti ¢ process and support the delopment of new
technologies. Journals and conferences already o er an ingil clusterization
of researchers and research topics, and social analysishtegues based on
co-authorship relations can highlight hidden relationsips among researchers,
however, little work has been done on the actual content of plications. We
claim that a content-based analysis on the full text of accéged papers may
lead to a better modelling and understanding of communitiésctivities and
their emerging trends. In this work we present an extensivease study of re-
search community modelling based upon the analysis of oves04events and
7000 papers.

Main contribution: bibliographic research, system testig, dataset creation,
experiment execution, data analysis, paper review and ceations.

Dario De Nart, Dante Degl'Innocenti, and Carlo Tasso. Introdcing distiller: a
lightweight framework for knowledge extraction and Iterng. In Posters, De-

mos, Late-breaking Results and Workshop Proceedings of the 23rd Conference

on User Modeling, Adaptation, and Personalization (UMAP 2015), Dublin,
Ireland, June 29 - July 3, 2015.2015

Semantic content analysis is an activity that can greatly soport a broad range

of user modelling applications. Several automatic tools available, however
such systems usually provide little tuning possibilitiesrad do not support in-

tegration with di erent systems. Personalization applicdons, on the other

hand, are becoming increasingly multilingual and cross-gwin. In this paper

we present a novel framework for Knowledge Extraction, whegnain goal is
to support the development of new strategies and technolegi and to ease the
integration of the existing ones.

Best Poster Paper Award

Main contribution: bibliographic research, system testig, dataset creation,
experiment execution, data analysis, paper review and ceations.

Dario De Nart, Dante Degl'Innocenti, Marco Basaldella, and @rlo Tasso. A
content-based approach to social network analysis: a cagady on research
communities. InProceedings of IRCDL 2015 - 11th Italian Research Confer-
ence on Digital Libraries, At Bozen-Bolzano, Italy,. 2015

Several works in literature investigated the activities ofesearch communities
using big data analysis, but the large majority of them focwes on papers and
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co-authorship relations, ignoring that most of the scientt literature available
is already clustered into journals and conferences with a lvde ned domain
of interest. We are interested in bringing out underlying imlicit relation-
ships among such containers and in particular we are focugion conferences
and workshop proceedings available in open access and wel@k@ seman-
tic/conceptual analysis of the full free text content of eat paper. We claim
that such content-based analysis may lead us to a better undéanding of
the research communities' activities and their emerging énds. In this work
we present a novel method for research communities activignalysis, based
on the combination of the results of a Social Network Analysishase and a
Content-Based one. The major innovative contribution of tis work is the
usage of knowledge-based techniques to meaningfully extrffom each of the
considered papers the main topics discussed by its authors.

Main contribution: bibliographic research, system devefpment, system test-
ing, dataset creation, experiment execution, data analysi paper review and
corrections.

Dario De Nart, Dante Degl'Innocenti, and Marco Peressotti. \#ll-strati ed
linked data for well-behaved data citation.Bulletin of IEEE Technical Com-
mittee on Digital Libraries, Special Issue on Data Citation2016

In this paper we analyse the functional requirements of lirkd data citation
and identify a minimal set of operations and primitives neegtl to realise such
task. Citing linked data implies solving a series of data pwenance issues
and nding a way to identify data subsets. Those two tasks cabe handled
de ning a simple type system inside data and verifying it wih a type checker,
which is signi cantly less complex than interpreting rei ed RDF statements
and can be implemented in a non data invasive way. Finally we ggest that
data citation should be handled outside of the data, possipbwith an ad hoc
language.

Main contribution: bibliographic research, research idedevelopment, paper
review and corrections.

Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso. The imprtance of be-
ing referenced: Introducing referential semantic spaceb Proceedings of the
Joint Second Workshop on Language and Ontologies (LangOnto2) & Termi-
nology and Knowledge Structures (TermiKS), Workshop Abstracts, Tenth In-
ternational Conference on Language Resources and Evaluation (LREC 2016),
Portoro, Slovenia, May 23, 2016.2016

The Web is constantly growing and to cope with its ever-incesing expansion
semantic technologies are an extremely valuable ally. Theajor drawback of
such technologies, however, is that providing a formal moldef a domain is
time consuming task that requires expert knowledge and, ome other hand,
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extracting semantic data from text in an automatic way, alttough possible,
is still extremely hard since it requires extensive humanraotated training
corpora and non trivial document pre-processing. In this wk we introduce
a vector space representation of concept associations tren be built in an
unsupervised way with minimal pre-processing e ort and adws for associative
reasoning supporting word sense disambiguation and relatedtity retrieval
tasks.

Main contribution: bibliographic research, research ideasystem design, sys-
tem development, system testing, dataset acquisition, eggment design, ex-
periment execution, data analysis, paper writing.

Antonio D'Angelo and Dante Degl'lnnocenti. Localization isges for an au-
tonomous robot moving in a potentially adverse environmentin Proceedings
of the 14th International Conference on Intelligent Autonomous Systems (IAS
2016), Shanghai, China, July 3 - 7, 20162016

The aim of this paper is to face with the problem of localizing robot dur-
ing the navigation in a partially unknown environment. Thisfeature becomes
particularly noteworthy especially in the case of a colonyfaobots, possi-
bly working with humans, inside a scenario where motion ises are crucial.
Within this context the focus on self localization through GFS and INS/SINS
integration overtakes merely questions about algorithm eciency because self-
localization is a relevant part of the task. Thus, unlike otker approaches, we
have focalised on this behavior as an attitude an autonomoggstem should
enhance during the task execution. The tight coupling of GP&nd INS sensors
is understood as a mechanism which provides the autonomousbot with a
re nement of INS use by comparing and/or adjusting the INS pedrmance by
exploiting the GPS-INS integration.

Main contribution: bibliographic research, research idedevelopment, system
development, system testing, paper review and correctians

Eddy Maddalena, Marco Basaldella, Dario De Nart, Dante Degfinocenti,
Stefano Mizzaro, and Gianluca Demartini. Crowdsourcing levance assess-
ments: The unexpected bene ts of limiting the time to judgeln Proceedings of
the fourth Conference on Human Computation and Crowdsourcing (HCOMP
2016), Austin, Texas, 30 October 3 November, 201&016

Crowdsourcing has become an alternative approach to colleelevance judg-
ments at scale thanks to the availability of crowdsourcinglptforms and qual-
ity control techniques that allow to obtain reliable resuls. Previous work
has used crowdsourcing to ask multiple crowd workers to judghe relevance
of a document with respect to a query and studied how to best ggegate
multiple judgments of the same topic-document pair. This gaer addresses
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an aspect that has been rather overlooked so far: we study hdte time
available to express a relevance judgment a ects its quajit We also discuss
the quality loss of making crowdsourced relevance judgmentnore e cient
in terms of time taken to judge the relevance of a document. Wese stan-
dard test collections to run a battery of experiments on therowdsourcing
platform CrowdFlower, studying how much time crowd workers @ed to judge
the relevance of a document and at what is the e ect of reduainthe avail-
able time to judge on the overall quality of the judgments. Owextensive
experiments compare judgments obtained under di erent tygs of time con-
straints with judgments obtained when no time constraints wre put on the
task. We measure judgment quality by di erent metrics of ageement with
editorial judgments. Experimental results show that it is pesible to reduce
the cost of crowdsourced evaluation collection creation byducing the time
available to perform the judgments with no loss in quality. Mst importantly,
we observed that the introduction of limits on the time avaiéble to perform
the judgments improves the overall judgment quality. Top jdgment quality
is obtained with 25-30 seconds to judge a topic-document pai

Main contribution: research idea development, data cleamy, design of ex-
periment 1, execution of experiment 1, data analysis of exfraent 1, paper
review and corrections.

Dario De Nart, Dante Degl'Innocenti, Marco Peressotti, and @rlo Tasso.
Stratifying semantic data for citation and trust: an introduction to rdfdf. In
Proceedings of IRCDL 2016 - 12th Italian Research Conference on Digital Li-
braries, At Florence-Firenze, Italy, 2016

In this paper we analyse the functional requirements of lirkl data citation
and identify a minimal set of operations and primitives neexll to realise such
task. Citing linked data implies solving a series of data pwenance issues
and nding a way to identify data subsets. Those two tasks cabe handled
de ning a simple type system inside data and verifying it wit a type checker,
which is signi cantly less complex than interpreting rei ed RDF statements
and can be implemented in a non data invasive way. Finally we ggest that
data citation should be handled outside of the data, and pragse a simple lan-
guage to describe RDF documents where separation betweertadand meta
information is explicitly speci ed.

Main contribution: bibliographic research, research idedevelopment, paper
review and corrections.

Muhammad Helmy, Dante Degl'Innocenti, Dario De Nart, and Cad Tasso.
Leveraging arabic morphology and syntax for better keyphsg extraction. In
Proceedings of the 20th International Conference on Asian Language Process-
ing in Tainan, Taiwan, November 21-23, 2016.2016
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Arabic is one of the fastest growing languages on the Web, wi#m increasing
amount of user generated content being published by both ne¢ and non-
native speakers all over the world. Despite the great lingstic di erences be-
tween Arabic and western languages such as English, most Aralieyphrase
extraction systems rely on approaches designed for westdamguages, thus
ignoring its rich morphology and syntax. In this paper we pr&ent a new ap-
proach leveraging the Arabic morphology and syntax to genemat restricted
set of meaningful candidates among which keyphrases areest¢d. Though
employing a small set of well-known features to select the ah keyphrases, our
system consistently outperforms the well-known and estadhed systems.

Main contribution: bibliographic research, research idedevelopment, paper
review and corrections.

Dante Degl'Innocenti, Dario De Nart, Muhammad Helmy, and Cad Tasso.
Fast, accurate, multilingual semantic relatedness measment using wikipedia
links. In Khaled Shaalan, Aboul-Ella Hassanien, and M.F.Tolhaeditors, Intel-

ligent Natural Language Processing: Trends and Applicationitelligent Sys-
tems Reference Library. Springer International Publishig, 2017

In this chapter we present a fast, accurate, and elegant matrto assess se-
mantic relatedness among entities included in an hypertexal corpus build-
ing an novel language independent Vector Space Model. Sucleahnique is
based upon the Jaccard similarity coe cient, approximated wth the MinHash
technique to generate a constant-size vector ngerprint foeach entity in the
considered corpus. This strategy allows evaluation of paiise semantic re-
latedness in constant time, no matter how many entities arencluded in the
data and how dense the internal link structure is. Being seméc relatedness
a subtle and somewhat subjective matter, we evaluated our pgach by run-
ning user tests on a crowdsourcing platform. To achieve a lbet evaluation we
considered two collaboratively built corpora: the EnglisiWikipedia and the
Italian Wikipedia, which di er signi cantly in size, topolo gy, and user base.
The evaluation suggests that the proposed technique is alile generate sat-
isfactory results, outperforming commercial baseline ggsns regardless of the
employed data and the cultural di erences of the consideretst users.

Main contribution: bibliographic research, research idedevelopment, paper
review and corrections.



Keyphrase Extraction Quality
Questionnaire

An example of the questionnaire provided to the users for théalian KP extraction
guality assessment task presented in Chapter 3 can be foundwh below. The
guestionnaire is structure as follows: on page 1 there is ataé description of the

task, on page 2 the article's full text is presented, nally o page 3 the evaluation
grid is shown.
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