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Abstract

Due to the exponential growth of user-generated Web contentand ever-increasing
access of emerging countries to the Web, the demands for quality localised Informa-
tion Access tools has grown stronger and stronger. Providinga quality Information
Access nowadays implies, however, involving Adaptive Personalisation, Semantic
Web, and Arti�cial Intelligence techniques to �lter non-relevant, o�ensive, inappro-
priate, and harmful content that traditional Information R etrieval techniques are
not able to �lter. To allow such systems to operate with accuracy, Information
Extraction and Knowledge Representation technologies arerequired; while a lot of
e�ort has been put into developing such tools for English content, relatively little
e�ort has been put into localising them. Localisation, as a matter of fact, implies
a great deal of e�ort and overcoming several non-trivial challenges. First and fore-
most, localised Information Extraction tools must cope with di�erent languages,
which is a challenge few research works have tackled due to the lack of linguis-
tic resources and best practices that a�ect several non-English idioms. Adopting
the right language, however, is not enough and localised Knowledge Representa-
tion should also be culture sensitive, i.e. aware of the manycultural factors that
inuence people's perception and behavior, which is a topicthat has been mostly
neglected up to now by the Arti�cial Intelligence research community. In this thesis
we present a comprehensive discussion of localisation of Information Extraction and
Knowledge Representation techniques, introducing multilingual Keyphrase Extrac-
tion and culture-sensitive Semantic Relatedness as case studies of multilingual and
multicultural knowledge-intensive applications. The several experiments performed
show that the proposed techniques, framework, and systems are e�ective, e�cient,
and provide a powerful tool that can be pro�ciently integrated into di�erent appli-
cations to address localization and multiculturality issues.
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1
Introduction

Over the last years the Web has become more and more inclusive, participative,
and, above all, larger: more and more users gain access to theWeb from all around
the world, social platforms allow anyone to publish content, and popular services,
such as search engines, are becoming more and more localised. The amount of non-
English speaking users is steadily growing and these peopleexpect contents they
can read and understand. Language, however, is not the only aspect that provides
diversity within the user base: culture is also another critical factor. The world
has many cultures and they all present signi�cant di�erences which a�ect people's
behavior and perception. Being aware of the existence of such di�erences and able
to cope with them is calledcultural sensitivity. It is, indeed, rather common in
real life to face situations where there is a dominant and oneor more secondary
cultures [153]. For instance, in the U.S. the European American is the dominant
culture whereas Hispanic, African American and Chinese cultures are all secondary.
Cultural sensitivity implies that both groups understand and respect each others
characteristics. Achieving cultural sensitivity is alwaysa challenge and even more
so in environments where the dominant culture is the one people are expected to
adopt. The Internet nowadays is an outstanding example of anenvironment wherein
cultural sensitivity is yet to achieve. The dominant culture of the Internet is the
Anglo-American one, with all the other ones con�ned to the roleof secondary cul-
tures, and Web users are expected to conform to some extent tothat culture to fully
enjoy the contents and services o�ered by the Web platform. However, the growing
number of non-English speakers using the Internet on daily basis is steadily growing
as more and more developing countries are gaining a better Web access. Content
published on the Web, more than ever, can now be consumed by people from all
around the world, thus content providers should be as much cultural sensitive as
possible to avoid being considered o�ensive, inappropriate, or needlessly aggressive.
Even service providers, such as search engines, should become more cultural sensi-
tive, since the \one size �ts all" approach currently adopted by most of them1 is

1Several service provides adopted Adaptive Personalisation techniques over the past few years,
however this feature often has a limited coverage, mostly focusingon English language, or is
based upon Web usage mining techniques that do not take into account cultural di�erences among
monitored users.
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highly unlikely to satisfy equally users coming from di�erent cultures.
To provide a better access to the multitude of content published on the Inter-

net, ful�lling the goals and expectations of users speakingdi�erent languages and
belonging to di�erent cultures, intelligent tools are needed. In particular, being able
to understand the textual content of di�erent languages andformats is becoming
a more and more desirable feature for several practical tasks such as information
retrieval, content placement, personalisation, and Web usage monitoring. While big
e�orts have been made to understand English content, other languages have received
less coverage over recent years. On the other hand, the quantity of localised, i.e.
non-English, content on the Internet has signi�cantly risen2 and will probably be
rising even more in the next years due to the growing access tothe Web of developing
countries.

1.1 Language and Understanding

It is well known and widely accepted in linguistics that the language and its usage
can be split into several components [50, 20, 134, 62]. The �ve main components
of language are phonemes, morphemes, lexemes, syntax, and context. Along with
grammar, semantics, and pragmatics, these components worktogether to create
meaningful communication among individuals3.

In the case of written communication, which is prominent on the Internet, the
phonetic part of the language is absent, however the remaining four components are
still present and can be arranged in a hierarchical order, asshown in Figure 1.1.
Morphemes are the building blocks of lexemes, which are arranged to create sen-
tences according to the syntax which provides semantics. Finally, the context in
which sentences are put determines the discourse pragmatics. The notion of context
is, however extremely broad since it may include, but is not limited to, previous
discourse, background and common knowledge, and non-verbal communication.

This decomposed view of the language is particularly usefulfor the purpose of
machine understanding of the language since it provides a succinct framework to
identify the degree of textual comprehension of automated tools. As we will broadly
illustrate in Chapter 2, the lower the level of abstraction the easier it is its processing
by a machine. As a matter of fact, there already exist several Natural Language
Processing tools that operate with human-like precision inparsing and decomposing
words, phrases, and sentences. Examples of such tools are Lexers, Stemmers, Part of
Speech Taggers, and Spellcheckers. The upper part of the linguistic stack shown in
Figure 1.1, however, is still a research subject, with large progress being made over

2W3Techs: Usage of content languages for websites -http://w3techs.com/technologies
3Extracted from: Boundless. \The Structure of Language" Boundless Psychol-

ogy Boundless (visited on 26 May 2016) - https://www.boundless.com/psychology/
textbooks/boundless-psychology-textbook/language-10/introduction-to-language-60/
the-structure-of-language-234-12769/
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Figure 1.1: Relationship between types of linguistic units.

the past 15 years, but with performances still far from beinghuman-like. Semantics,
in particular, have been thoroughly explored over recent years with the support of
the Linked Data community, however, tasks such as Entity Linking, i.e. identifying
references to entities in a knowledge base within an unstructured text, are still hard
to automate with satisfactory accuracy.

Most of these research activities, however, share a common liability: they have
been tailored on a single language, mostly English. While onecould argue that
general semantics and pragmatics are independent from the language, they still lay
on the top of it and are heavily inuenced by cultural background and other local
factors. State of the art systems, therefore, lack multilingual and cross-cultural
components, with very few notable exceptions. The world, however, is multi-lingual
and multi-cultural: distances have suddenly shrunk, the Internet is becoming more
and more localised, and people nowadays expect localised services as well. The need
for multilingual and cross-cultural language analysis tool is, in our opinion, one that
should be addressed as soon as possible.

1.2 Considered languages

To investigate the challenges of multi-linguality and cross-culturality we will consider
in the following three languages, each with unique characteristics: English, Italian,
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and Arabic.

English is considered the most widespread language on the Internet. Despite the
fact it is impossible to assess the actual distribution of languages on the Internet
[168] due to its size, English is constantly the most widespread language found
in random samplings performed with crawling techniques, such as the notorious
Common Crawl corpus [157] and several others. Moreover, most research work in
the Natural Language Processing �eld is based on this language that is also regarded
as the currentlingua franca of the international scienti�c community. Linguistically
speaking, English is a West Germanic language characterised by little inection, a
fairly �xed Subject-Verb-Object word order and a complex syntax [86]. The fairly
simple morphology of the English language, paired with the abundance of linguistic
resources available makes it an ideal proving ground for most NLP and Information
Extraction applications.

Italian is a Western language as English, but it is a Romance Language, most
notably it is considered the closest spoken language to ancient Latin [67].With re-
spect to English, Italian has a much richer morphology, a more complex grammar
which showcases all typical constructs of Romance languages, such as genders, and
inection, moreover the order of words in the phrase is relatively free compared to
most European languages and it allows null subject sentences [31].

Arabic, on the other hand, is a Central Semitic language closely related to He-
brew and Aramaic. The authors of [57] and [69] highlight the most notable features
of Arabic from an NLP point of view. Its main characteristics are the absence of let-
ter capitalisation, changing letters according to their position, minimal use of punc-
tuation, ambiguity due to the presence of homographs, complex internal structure of
sentences that makes their interpretation highly context-dependant. Furthermore,
Arabic is a strongly agglutinative language, like German, allowing the aggregation
of whole phrases in one word, and also allows the dropping of subject pronouns.
Arabic is also a relatively free word order language, implying that phrase patterns
may frequently vary. Finally, Arabic presentsdiglossia, which means that there exist
multiple variants of the language (Classic Arabic, Modern Standard Arabic (MSA),
local dialects, . . . ). All these characteristics make Arabic unique and suggest that
techniques that do not take them into account may achieve poor performance to the
eyes of a pro�cient Arabic speaker.

These three languages, with their distinctive characteristics, provide a rich and
comprehensive case study to the extents of developing trulylocalised Arti�cial In-
telligence techniques. Moreover the total number of nativespeakers of these three
language is somewhere around 1.2 billion people, making such a case study also rele-
vant from an application point of view since the number of potential users interested
in is large.
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1.3 Thesis outline

Processing di�erent languages such as the ones described inthe previous section
implies overcoming a series of technical and methodological challenges. We can
pinpoint some of the most notable and pressing ones that we will address in this
thesis:

� The need for an abstraction over syntax: while it is common sense that some
assumptions may yield over several languages (especially the ones concerning
semantics) the morphological aspect of a language must be taken into con-
sideration. Truly multilingual approaches should, in our opinion, provide and
abstraction over syntax and morphology to be �lled with the appropriate tools
for each language.

� Robustness to style nuances: there exist many types of text (Narrative, Legal,
Technical, and many more) each one with its unique features.Moreover, these
features may change from culture to culture. Ideal multilingual and cross-
cultural tools should provide help to tackle this aspect of communication.

� Commonsense knowledge di�erences: di�erent communities tend to have dif-
ferent background knowledge; this is particularly true when the consider com-
munities are separated by large distances and cultural barriers. For instance,
the average American has a radically di�erent idea of the notion of \healthy
food" from the average Italian. These cultural di�erences cannot be ignored to
grasp the real meaning of texts, especially on a vivid and dynamic environment
such as the Internet.

� Acceptable computational times: deep text analysis is a verydemanding task
from a computational point of view, especially when it comesto resolve its
semantics. Most approaches presented in the �eld of semantics rely on de-
scription logics or similar formalism, however reasoning on such structures is
a nontrivial problem in complexity. The implied computational times are not
acceptable for most practical applications, and thereforeoptimisations and/or
simpli�cations of these models are needed.

The rest of this thesis is organised as follows: in Chapter 2 we will briey describe
some notable work already published in the literature, then, in Chapter 3 with
reference to a speci�c NLP task, Keyphrase Extraction, we will present a knowledge
oriented framework to describe such an activity and introduce a multilingual imple-
mentation of the said task, in Chapter 4 we will address the problem of representing
background knowledge and propose an approach able to cope with di�erent cul-
tural backgrounds and with the computational demands of real-world application,
�nally, in Chapter 5 we present our �nal remarks and suggest some future research
directions paved by this work.
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2
Text Mining

In this chapter we will introduce previous work done in the �eld of automatic Infor-
mation Extraction from unstructured text and Knowledge Representation. We will
focus at �rst on the problem of extracting relevant information from unstructured
text, introducing the task of Keyphrase Extraction, than wewill introduce other
Information Extraction problems, namely Named Entity Recognition, Word Sense
Disambiguation, and Named Entity Linking, �nally we will provide an overview of
Knowledge Representation techniques.

In this chapter we will also stress two critical issues of state of the art techniques:
the lack of multilinguality, i.e. the ability of a technique to scale over di�erent
languages, and multiculturality, i.e. the capability of a knowledge representation
technique to cope with cultural di�erences and subjective visions over a given topic.

Some of the results presented in this state of the art survey are also published
in our previous work [49, 47, 42, 77, 48, 46]

2.1 Keyphrase Extraction

Citing SEMEVAL 2010's Keyphrase Extraction task description, Keyphrases (herein
KPs) are words that capture the main topic of the document, therefore they can be
seen as special n-grams1 that are relevant to the extents of describing, summarising,
or indexing an arbitrary long text. The problem of extracting KPs from natural
language documents has already been investigated by several scholars and many
di�erent approaches have been proposed.

All known techniques can be substantially broken down into two steps: the
candidate generation phase where all plausible keyphrasesare spotted in the text,
and the candidate selection phase where the relevance of allcandidate keyphrases
is assessed and the �nal ones are subsequently selected.

In an e�ort of organizing the wide range of approaches that has been proposed
in the literature, the authors of [177] identify four types of keyphrase extraction
strategies:

1a contiguous sub-sequence ofn items of a given sequence.
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� Simple Statistical Approaches: these techniques assume that statistical infor-
mation is enough to identify keywords and KPs, thus they are generally simple
and unsupervised; the most widespread statistical approaches consider word
frequency, TF-IDF or word co-occurrence [110, 145, 89]. It isimportant to
note how TF-IDF based methods require a closed document corpora in order
to evaluate inverse frequencies, therefore they are not suitable for an open
world scenario, where new items can be included in the corpora at any time.

� Linguistic Approaches: these techniques rely on linguistic knowledge to iden-
tify KPs. Proposed methods include lexical analysis [6], syntactic analysis
[56], and discourse analysis [87, 90].

� Machine Learning Approaches: since KP extraction can be seen as a classi�ca-
tion task (each KP can be considered a class to which the document belongs),
machine learning techniques can be used as well [60], [163] and [79]. The usage
of Naive Bayes, SVM and other supervised learning strategies has been widely
discussed and applied in systems such as KEA [175], Maui [112], LAKE [36],
and GenEx [163].

� Other Approaches: other strategies exist which do not �t into one of the above
categories and most of the times they are hybrid approaches combining two
or more of the above techniques [45, 68]. Among others, heuristic approaches
based on knowledge-based criteria [99], and meta-knowledge over the domain
[35] have been proposed.

At �rst glance, using TF-IDF metric [148] as a method for extracting keyphrases,
could be considered a generally reliable solution; the mainissues, however, are the
need of a corpus of documents (that is not always available),the necessity of de�n-
ing a threshold of relevance above which n-grams can be considered relevant, and
moreover, TF-IDF simply does not take into account the internal structure of a
document and its properties not exploiting useful featuresthat are then wasted.

Many di�erent features have been presented in the literature; a detailed list of
of which is presented in Table 2.1.

2.1.1 Multilinguality

The problem of de�ning multi-language techniques, though somewhat neglected, has
been discussed as well in the literature. Some authors, indeed, already addressed
some fundamental issues and proposed some working systems,however most of the
proposed approaches consist in a minor reworking of techniques conceived for the
English language.

A multilingual approach towards sentence extraction for summarization purposes
based on a machine learning approach can be found in [98]. Theauthors of [136] in-
troduce a multilingual KP extraction system exploiting a statistical approach based
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Table 2.1: Features used in literature to perform KP extraction.

Feature Meaning Type Used in

Number of words Number of words in the candidate keyphrase D [163, 71, 100, 83]
Number of characters Number of characters in the candidate keyphrase D [108]
Candidate �rst occurrence (or depth) First occurrence of thestemmed phrase in the document, counting with words D [163, 175, 60, 79, 71, 129, 83, 100, 141]
Candidate last occurrence Last occurrence of the stemmed phrase in the document, counting with words D [83, 141]
Candidate stem �rst occurrence First occurrence of a stemmedword of the candidate, counting with words D [163]
Normalized phrase frequency (TF) Frequency of the stemmed phrase in the document (TF) D [163, 79, 71, 141]
Relative length Number of characters of the candidate D [163]
Proper noun ag Candidate is a proper noun D [163]
Final adjective ag Candidate ends with an adjective D [163]
Verb ag Candidate contains a known verb D [163]
Acronym ag Candidate is an acronym D [83, 129]
tf-idf over corpus TF-IDF of the candidate in the corpus C [175, 60, 79, 100, 129, 83]
keyphrase frequency frequency of the candidate as a keyphrase in a corpus C [175, 60, 164, 100]
candidate frequency frequency of the candidate in the corpus C [79]
POS sequence sequence of the POS tags of candidate D [79], [129], [108]
Distribution of the POS sequence distribution of the POS tagsequence of candidate in the corpus C [83]
number of named entities number of named entities in the candidate D [108]
number of capital letters used to identify acronyms D [108]
IDF over document inverse document frequency D [71]
Variant of TF-IDF - 1 logTFIF - see [71] C [71]
First sentence First occurrence of the phrase in the document,counting with sentences D [71]
Head frequency Number of occurrences of the candidate in the �rst quarter of the document D [71]
Average sentence length average length of the sentences thatcontain a term of the candidate D [71]
Substring frequencies sum sum of the term frequency of all the words that compose the candidate D [71]
Generalized Dice coe�cient see [71] or [100] D [71], [100], [83]
Maximum likelihood estimate estimation of the probabilityof �nding the candidate in the document D [71]
Kullback-Leibler divergence see [71] C [71]
Document phrase maximality index (DPM) see [71] D [71]
DPM X TF-IDF self-explanatory C [71]
Variant of TF-IDF - 2 TF-IDF of the candidate / TF-IDF of its most i mportant word (see [71]) C [71]
k-means of the position see [71] C [71]
GRISP presence presence in the GRISP database (see [100] ) E [100]
Wikipedia keyphraseness probability of the candidate to be an anchor in Wikipedia E [100]
Title presence Presence of the candidate in the title D [100]
Abstract presence Presence of the candidate in the abstract D [100]
Introduction presence Presence of the candidate in the introduction D [100]
Section title presence Presence of the candidate in a title of a section D [100]
Conclusion presence Presence of the candidate in the conclusions D [100]
Reference or book title presence Presence of the candidate in at least one reference or book title D [100]
Variant of TF-IDF - 3 TF includes the TF of substrings of the candidate C [83]
Variant of TF-IDF - 4 TF of substrings of the candidate without the TF of the candidate C [83]
Variant of TF-IDF - 5 TF normalized by candidate types (noun phrases vs simplex words vs...) C [83]
Variant of TF-IDF - 6 TF normalized by candidate types as a separate feature (not clear) C [83]
Variant of TF-IDF - 7 IDF using Google n-grams E [83]
Section information Weight the candidate based on its location (abstract, title, ...) D [129], [83]
Section TF TF of the candidate in key sections D [83]
Candidate co-occurrence Number of sections in which the candidates co-occur D [83]
TF Occurrence in titles Occurrence in the CiteSeer title collection as substring of a title E [83]
Occurence in titles TF of the candidate in the CiteSeer titlecollection as substring of a title E [83]
Semantic similarity - 1 contextual similarity among candidates D [83]
Semantic similarity - 2 semantic similarity among candidates using external knowledge E [164] (using a search engine)
Variant of Dice coe�cient - 1 normalized TF by candidate types (noun phrases vs simplex words...) D [83]
Variant of Dice coe�cient - 2 weighting by candidate types (noun phrases vs simplex words...) D [83]
Variant of Dice coe�cient - 3 normalized TF and weighting by candidate types (noun phrases vs simplex words...) D [83]
Su�x sequence Sequence of the su�xes of the words that from the candidate D [129], [83]
Semantic similarity - 3 Co-occurrence based similarity D [110]
Variant of TF-IDF - 8 Probability-based (see 3.4 of [164]) C [164] (using a search engine)
First sentence First occurrence of the phrase in the document,counting with sentences D [9]
Last sentence Last occurrence of the phrase in the document,counting with sentences D [9]
Lifespan on words Di�erence between the last and �rst appearance in the document D [141]
Lifespan on sentences Di�erence between the last and �rst appearance in the document D [9]
Wikiag Presence of the candidate as a Wikipedia page title or surface (e.g. Big Blue vs IBM) E [45]
Noun value Number of nouns in the candidate D [141], [45], [9]



10 2. Text Mining

on word frequency and a reference corpus in 11 di�erent European languages, in-
cluding Italian. The performance of such system, however, relies on the quality of
the reference corpus since phrases not included in the corpus will never be extracted
from the text. Moreover, its accuracy proved to be highly variable over the 11 con-
sidered languages and overall poor. The authors of [53] propose a more sophisticated
approach based on a set of heuristic rules for identifying a set of potentially good
candidate KPs; candidate KPs are then selected according toa TF-IDF based score
metric. The system exploits two language dependant resources: a stopwords list and
a stemmer. Upon a suitable substitution of such language dependant resources, the
system proved to perform well in di�erent languages.

In the next chapters we will focus on two languages in particular: Arabic and
Italian. Keyphrase extraction from Italian texts has received little attention. The
authors of [59] proposeTagMe, a system whose purpose is to annotate documents
with hyperlinks to Wikipedia pages by identifyinganchors in the text. The task of
identifying text anchors can be seen as a naive KP extractiontechnique and it is
capable to identify and propose KPs only if they are also in Wikipedia. The system
by [136], previously mentioned, is also capable of extracting KPs from Italian text,
however it features a very limited accuracy.

Keyphrase extraction for the Arabic language has not received much consid-
eration basically adapting techniques developed for western languages. A prime
example of this situation is given by KP Miner [53], which leveragesTF-IDF and it
is built using an unsupervised approach yielding satisfactory results in both Arabic
and English. KP Miner, although exploiting purely statistical techniques, performs
its task e�ectively and it is considered the de facto standard to which to compare al-
ternative systems. The authors of [54] employ a supervised approach for the selection
of KPs in accordance with the linguistic features obtained through a Part-Of-Speech
(herein POS) tagging. The inclusion of such linguistic features greatly increases the
accuracy of the system similarly to what happens in the English language [79]. In [2]
the Multi-Word-Expressions are introduced which, although with a slightly di�erent
de�nition, appear similar to the KPs. The authors compare di�erent techniques to
extract them from Arabic documents exploiting Wikipedia, Google Translate, and
distributional features of the text corpus under analysis.The approach presented in
[4] includes a \cleaning" phase which removes candidate KPsaccording to linguistic
knowledge, and then groups terms into equivalence classes according to their roots.
The evaluation is then performed on an ad-hoc built human annotated test corpus
upon which the authors claim to achieve signi�cantly higherprecision and recall
than KP Miner.

2.2 More Information Extraction Tasks

Even though the use of keyphrases is of great help for the representation of texts
and their summarisation, they own little intrinsic semantic value since, for instance,
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the same KP may refer to di�erent entities. The embedding of asemantic layer in
the information extraction process is a critical step for the inclusion of a semantic
level in applications that will use its functionality. NLP tasks such as Named Entity
Recognition, Word Sense Disambiguation, and Named Entity Linking could help to
have a better understanding of a natural language text by classifying token of text
or identifying them in knowledge bases, ontologies, dictionaries, or gazetteers.

2.2.1 Named Entity Recognition

Named-Entity Recognition (NER) (also known asentity extraction, entity identi-
�cation , and entity chunking) is a subtask of Information Extraction that seeks
to �nd text strings representing entities and concepts in a natural language text
[123], which can be seen as a classi�cation problem where token of text must be
labelled with the class of the entity they refer to. The most common NER usage is
the detection of a limited number of classes within a collection of documents. As
an example, inSemEval 2017's tenth task2, three classes (\Task", \Process", and
\Material") must be spotted in a text corpus built by collecting scientifc papers'
abstracts. NER tasks can also be seen as sequential prediction problems, and are
commonly addressed employing distributional semantics and leveraging sequence
tagging methods like sequential applications ofPerceptron, Hidden Markov Models
(HMM), or Conditional Random Fields(CRF). CRFs, in particular, have emerged
in the last few years as thede facto standard, especially in the biomedical research
�eld [97, 91, 128]. From a theoretical point of view, the problem can be formalized
as follows: letx = ( x1; :::; xn ) be an input sequence andy = ( y1; :::; yn ) be the cor-
responding output sequence, the sequential prediction problem is to compute the
probabilities P(yi jx i � k :::xi + l ; yi � m :::yi � 1) where k, l , and m are small integer num-
bers, to achieve tractable inference and prevent over�tting [142]. In other words the
text is processed with a sliding window that considersk words backward,l words
afterwords and the lastm predictions generated by the tagger. Large sets of features
are usually employed in NER to compute such conditional probability.

The authors of [161] identi�ed three di�erent classes of features generally used
in NER:

� Local knowledge features: features that can be obtained from the word they
encode. They include capitalisation, the presence of speci�c su�xes, pre�xes,
or special characters, and the presence of sub-tokens like the ones identi�ed by
hyphenation (e.g. the word \high-tech" can be split into thetwo sub-tokens
\high" and \tech").

� External knowledge features: features that, to be gained, require some back-
ground knowledge, such as linguistic or encyclopedic, and that cannot be in-
ferred directly from the text. They include POS tagging, word or phrase

2https://scienceie.github.io/
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clustering analysis over a reference text corpus, and any information collected
by matching the examined word against gazetteers, thesauri, or ontologies.

� Non-local dependency features: features assembled taking into account the hy-
pothesis that the context in which a word is inserted shapes its meaning, and
therefore they try to represent the surrounding phrase, sentence, or discourse.
They include the number of times the examined word appears ina window, the
presence of other signi�cant words within a certain window,context aggrega-
tion [26], and a possible preliminary classi�cation given by another sequential
tagging algorithm [88].

The authors of [142] present convincing clues that all thesethree kinds of features
grant e�ective results in NER tasks and should, therefore, beall considered for
the design of feature sets to be used to train sequence tagging algorithms. Common
NER systems, however, are typically trained to identify a limited number of di�erent
entities classes in the text (e.g. nations, companies, people, places). To achieve
better results, however, it is advisable for several NER applications to extend the
classi�cation to a much larger and �ne-grained number of classes.

2.2.2 Word Sense Disambiguation and Named Entity Link-
ing

Word Sense Disambiguation(WSD) can be de�ned as the task of selecting the right
sense for a word within a given context [119]. In this domain,the matched string is
commonly referred to as thesurface form of its corresponding meaning. The main
di�erence from the NER task is that the latter associates a string with the corre-
sponding class, while WSD associates a string with a speci�c item in a dictionary,
such as a Wordnet3 synset. The string-meaning association can be even more accu-
rate by associating string tokens with the corresponding node of a knowledge base
(e.g Wikipedia or its Linked Data equivalent DBpedia [93]). This task is typically
denominatedNamed Entity Linking (NEL) [70] in general orWiki�cation when the
target knowledge base is Wikipedia [23, 32]. Both tasks, WSD and NEL, are usually
performed in two steps:

� Candidate anchor search: The text is scanned and all the tokens that can
designate entities are detected. In this step, heuristic-based search techniques
or vast dictionaries and gazetteers are commonly used.

� Entity selection: Among all potential candidate tokens, those that actually
refer to an entity are identi�ed, linking them, if it is possible, to the entity
itself. Many techniques have been developed to evaluate theplausibility that
a string is referring to an entity and to disambiguate polysemic words through
the context in which they appear.

3http://wordnet.princeton.edu



2.2. More Information Extraction Tasks 13

The candidate anchor search phase can be further decomposedinto two steps: (i)
the text tokenization, concerning the detection of sentence boundaries and the pos-
sible misspell or miss-capitalization of the words, and (ii) the detection of surface
forms within the chunked text. This last point can be addressed in di�erent ways.
The most widely used approach consists in matching the surface forms against dic-
tionaries or gazetteers [23], rule-based matching driven by linguistic hypothesis, or
the adoption of NER systems to detect speci�c classes of entities. State of the art
techniques include the usage of coreference resolution to map short surface forms,
such as acronyms and abbreviations, to longer surface formswith the same label
[72], the integration of the aforementioned strategies into a synergic search pipeline
[32], and the use of fuzzy matching algorithms [94, 169].

The second phase (Entity selection) can be addressed eitherby using distribution
semantics techniques or taking advantage of the ontological structure of a target
knowledge base. Approaches based on distributional semantics rely on a reference
corpus of annotated texts and they are trained to recognize surface-sense associations
taking into account the context in which the surface is included. In the Wiki�cation
case, Wikipedia articles are considered as a corpus of annotated texts in which
entities are described by the presence of hyperlinks to other articles of the knowledge
base. A representation of context is analysed for each surface-sense pair, taking into
account the co-occurrences of words in the training corpus.When a non-annotated
surface form needs to be assigned to an entity or to a meaning,the context in which
it is inserted is evaluated. All possible assignments are considered and the one
with the highest similarity index based on the context is then assigned [32]. This
approach is used by the vast majority of Wiki�cation systems such asTagMe [59]
and DBpedia Spotlight[114]. On the other hand, network-based approaches rely on
the internal structure of a knowledge base or, in the case of Wikipedia, on its internal
linked structure that forms a dense and navigable network ofinterlinked documents.
Exploiting a large enough network, it is possible to take advantage of its structure
to e�ectively accomplish disambiguation and entity selection. The most appropriate
surface-sense matching pair can be determined by �nding theone pair that minimises
the distance with the already grounded terms. This approachmakes extensive use
of clustering techniques and graph search algorithms. The authors of [166] exploit
a reference ontology to disambiguate concepts, computing the degrees of separation
between candidate items. The authors of [119, 118], instead, join Wordnet with
Wikipedia, thus obtaining a much larger knowledge base than the one used by plain
Wiki�cation systems, and they implement WSD relying on a random walk with a
restart on minimum support graphs.

Even though they share similar techniques, it is important to point out, how
WSD and NEL are guided by di�erent hypotheses. In particular, we can identify
the following three main di�erences [70]:

� Nature of the External Knowledge source: WSD systems are basedon purely
linguistic assets such as dictionaries and lexicons, whileNEL systems rely on
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domain knowledge provided by domain ontologies.

� Completeness of the Knowledge source: WSD systems assume their knowledge
base to be complete, i.e. the lack of a potential associationfor a candidate
surface implies the absence of a meaning for that word. NEL systems, on the
other hand, assume their knowledge to be incomplete, i.e. every candidate
surface form should be considered as an entity, even when it is not possible to
�nd an association between it and an entity of the knowledge base [23, 111].
This latter hypothesis is often ignored by Wiki�cation systems; in this respect,
they lay halfway between WSD and NEL applications4.

� Candidate search: named entity mentions are more various than lexical men-
tions in WSD. This is caused by the wide variety of abbreviations, synonyms,
and paraphrases that are encountered when dealing with domain-speci�c jar-
gon and the fact that entities de�ned by long and complex words are usually
referred to in di�erent ways within the same text [170]. The candidate search
phase, so, can be considered more challenging in NEL systems design. More-
over, there are indications in the literature that advancedcandidate search
techniques, like query expansion based on coreference resolution, have a major
impact on the accuracy of NEL systems [70].

Apart from the distinctions listed above, NER, WSD, and NEL systems share re-
markable conceptual overlaps. In fact, they are often builton similar technologies
and assumptions and, moreover, they can be employed in the same tasks and ap-
plications. In the research paper [143], the authors propose the NERD framework
which aims at addressing the possible overlaps between these three tasks and provide
a development environment for building this kind of applications.

2.3 Knowledge Representation

Up to this point of the discussion, we dealt with techniques toextract keyphrases
from textual documents and link these KPs to a set of labels that represent items
or categories taken from a trustworthy knowledge base, thusrepresenting entities.
Nevertheless, for several tasks this information is not enough and Knowledge Rep-
resentation is needed to associate to KPs and entity links a background allowing an
arti�cial intelligence system to perform some kind ofreasoning. The most straight-
forward way of representing knowledge is using formal logics, however several alter-
native approaches are viable as well. In this section we willsurvey Linked Open
Data and their related technologies as formal representations and semantic distances
as distributional knowledge representation.

4As a matter of fact, some authors consider Wiki�cation as the bridge between WSD and NEL
[119]
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2.3.1 Formal Knowledge Representation

Historically, automated reasoning has always been associated with logic, and as a
matter of fact, most classical work in the �eld of Arti�cial In telligence relies upon
First Order or Description logics to some extent. Formal knowledge representation
formats have been implemented and represented in several di�erent ways over the
past 50 years of Knowledge Representation research, notable examples are Seman-
tic Networks [156], Horn Clauses [78], Conceptual Graphs [155], and Frames [116].
Nowadays, the most widespread format to represent formal knowledge areLinked
Data, which are a Web-oriented implementation of Semantic Networks. Linked
Data are associated with the Semantic Web, being its preferred format to represent
metadata, domain knowledge, and business logic as well. Some Linked Data are
distributed with open licences, allowing researchers and practitioners all over the
world to contribute them and to exploit them as knowledge bases for novel appli-
cations. Such Linked Data are commonly referred to asLinked Open Data(LOD)
and over the past 20 years they gradually formed the so-called LOD cloud which is
an interconnected collection of structured data publicly available on the Web. As of
January 2017, the LOD cloud includes 1139 interlinked datasets and several billions
of triples5.

The Semantic Web stack

Linked Data are not a single technology, rather they consistin a stack of technologies
known as theSemantic Web Stack. More precisely, Linked Data are built on a subset
of the Semantic Web stack. The full stack includes:

� Web Platform: also known as thelevel zero, it includes all the basic technolo-
gies of the Web, such as the UTF-8 character encoding, the URIs, the HTTP
protocol, and all the other common Web technologies and infrastructures.

� The Syntax: this level includes semi-structured data formats such as XML.
JSON, and similar ones that are used to serialise Linked Data.

� Data Model: this level consists of theResource Description Framework(RDF)
data model, which provides a data exchange format abstracting over the actual
serialisation of data. In RDF the atomic unit of data is thetriple which consists
in a binary predicate, usually represented in the formsubject-predicate-object.

� Domain Model: this level provides domain modelling capabilities which include
vocabulary speci�cation, domain constraints, and axioms.This level can be
provided by several technologies such as RDFS, OWL, SKOS, RIF, and many
other, often used in an ensemble. OWL DL is the recommended technology,
and it implements aSHOIN (D ) description logic.

5for the current state of the LOD cloud we address the curious reader tohttp://lod-cloud.
net/
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� Query: this level includes technologies to query the data built using the tech-
nologies provided by the previous layers of the stack. The W3Crecommenda-
tion query language is SPARQL 1.1, but several alternatives are available as
well.

� Logic and Proof: this layer provides reasoning over data built with the previous
layers of the stack. Being the Data Model and Domain Model layers based on
Description Logics, plenty of reasoning tools are applicable.

� Trust: this layer provides meta-information to track provenance, authorship,
and trust in general. This layer is critical for Linked Data contributed by many
sources, since a single inconsistency could break gigabytes of data, moreover
this layer is required to provide Data Citation. Unfortunately, this layer cannot
be considered fully implemented and many of its issues stillare open research
problems.

� Application: the topmost level of the stack, it includes applications built on
top of the lower levels of the stack.

� Security: while it is not a proper layer of the stack, security is a service that
can be included at any level of the stack with the usage of cryptography.

This stack over the years has grown more and more complex, to the point of not
being anymore a proper stack, since the relationships between the di�erent layers
are not linear anymore and di�erent applications can interact with many levels of
the stack. Figure 2.1 shows the intricate relationship amongthe technologies that
compose the Semantic Web Stack. Linked Data use only the �rstfour levels of
the stack, with arguably the fourth one, Domain Model, beingthe most interesting
to the extents of knowledge representation since it encodesdomain assumptions,
business logic, and often complex constraints. Domain models built with Semantic
Web technologies can be of three kinds:

� Vocabularies: they consist in an enumeration of domain concepts and proper-
ties, with no relationships or constraints. Languages suchas SKOS are meant
primarily for vocabulary speci�cation.

� Taxonomies: vocabularies with a single hierarchical relation. Typically they
are built with RDFS.

� Ontologies: vocabularies with multiple relations, not necessarily taxonomic,
and constraints used to encode business logic.

In principle ontologies may not be computable, however the Semantic Web stack
o�ers tools that limit the expressive power of the modellinglanguage by the design,
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be used to detect the relationship between terms:

� Natural Language Processing techniques: relationships are inferred from the
structure of text wherein entities are mentioned [29]. A prime example of NLP
technique isLexico-Syntactic Pattern Extraction: relationships are deduced
�nding linguistic patterns in the text, like \and other . . . " , \in the likes of
. . . ", and so on [76]. These methodologies require an extensive text corpus
and cannot be applied to meta-information since they need textual context.

� Clustering techniques: to identify some relationships, such as synonymy or
taxonomic ones, entities can be clustered according to the di�erent contexts
wherein they can be found [105]. To identify taxonomic relationships, var-
ious systems such as theTaxGen framework, rely essentially on hierarchical
clustering over huge text corpora [120].

� Conditional Probability-based techniques: for each entity under examination,
a conditional probability of being connected with the ones already present in
the considered data set is computed. Taxonomic relationships are then inferred
from such probabilities. The most popular approach to estimate these rela-
tionships is using the subsumption method [149], nevertheless, numerous alter-
natives have been proposed, including considering second order co-occurrences
computed with a variant of the Page-Rank algorithm[51].

� Graph-based techniques: a complex network is created beginning with a simple
origin ontology and then combining other ontologies and entities obtained
through text analysis or from additional metadata. Relationships and entities
to be incorporated in the �nal ontology are then identi�ed using spreading
activation [176]. These methods are commonly employed to extract relevant
subsets of larger knowledge bases and ontologies [131].

An instance of domain ontology extraction system designed for data access in the
scholarly domain is theKlink-2 algorithm discussed in [132]. Klink-2 identi�es three
relationships de�ned by the BIBO ontology7: skos:broaderGeneric, contributesTo,
and relatedEquivalent, with the last two being subproperties ofskos:related. Several
methods are employed to spot these relationships:relatedEquivalentis inferred using
hierarchical clustering, while the hierarchical relationshipsskos:broaderGenericand
contributesTo are inferred with a modi�cation of the subsumption method, joined
with domain knowledge that exploits temporal information to recognize narrower
and broader topics. Klink-2 takes advantage of a wide variety of data, including
textual data, semantic information collected from the Linked Open Data cloud, and
scienti�c publications metadata. When enough data are provided, Klink-2 can build
accurate topic taxonomies merging these multiple kinds of knowledge.

7http://purl.org/ontology/bibo/
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Criticalities of Linked Open Data and Ontologies

As hinted in the previous paragraphs, despite over twenty years of research on
Semantic Web technologies, many issues still remain open problems. Letting aside
the countless challenges posed by ontology engineering in general and by the intrinsic
computational complexity of Description Logics involved in these technologies, many
other problems limit the �eld usage of such technologies.

First and foremost, ontologies, being formalisations of application domains hand-
made by domain experts, are intrinsically subjective: their design choices are driven
by domain assumptions made by their authors, personal understanding of the mod-
elled domain, and pragmatic factors such as interoperability with other knowledge
bases, technical requirements, and willingness to expose business logic. As a direct
consequence, a huge number of ontologies has been proposed,each one of them rep-
resenting a unique conceptualization of a given task or domain, and often the same
domain is conceptualized in di�erent ways by di�erent ontologies. Linked Data are
conformed to convenient ontologies, resulting in a wide range of di�erent ontologies
being actively used on the Web.

To combine data conform to di�erent, but related, ontologies, anontology align-
ment must be speci�ed. An ontology alignment can be de�ned as any formal rep-
resentation of a set of relations between two ontologies [55, 17]. From a practical
perspective, alignments consist of a set of bridge axioms between two ontologies and
then alignments themselves can be considered ontologies. Creating ontological align-
ments is a very challenging and knowledge intensive task, that involves a vast variety
of domain experts. These di�culties imply that they are usually built completely
by hand. With the fast rise of the number of ontologies due, among other things, to
the rapid growth of the Web of Data, alignments between ontologies have become
of extreme value as they are a key component of any data integration activity. In
recent years there has been a fairly good e�ort by the Semantic Web community to
suggest methods to automate the process of ontology alignment [27, 154]. Most of
the proposed techniques try to identify shared concepts among di�erent ontologies
making use of the content of large natural language text corpus [127, 24, 104], how-
ever such systems tend to exploit naive statistic techniques to spot entity references
and, therefore, detect synonyms.

Another critical aspect of Linked Data �eld usage is the lack of proper version
control, authorship veri�cation, and trust mechanisms. As introduced in Paragraph
2.3.1, the Trust level of the Semantic Web stack is still a research topic and there not
exist a comprehensive W3C recommendation on the subject. While most other arti-
facts, such as source code, database records, and multimedia items can be managed
with well known best practices that address these problems,Linked Data cannot.
Some triplestores (i.e. repositories tailored for RDF triples) are backed by a rela-
tional database to address this issue, but this solution is more akin to a workaround.

A �nal, and up to now not mentioned issue with Linked Data is related to
data themselves: once an ontology is designed, it still has to be populated with
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individuals8 and their properties. This task can be as hard as ontology design itself,
especially when considering particularly complex ontologies aligned with several
other ones. Let us take as an example DBpedia, which is one of the most famous
LOD dataset available: since it is aligned with several other ontologies, it is not
uncommon for a DBpedia individual to have several redundantproperties that need
reasoning to be resolved, and reasoning is computationallyintensive, especially on
a Linked Data counting over 2.3 million individuals. The high dimensionality of
large Linked Data also limits their usage for information access purpose, forcing
researchers and practitioners in such a �eld to compute complex rankings of relevant
properties and individuals using algorithms, such asPersonalised Page Rank, on
huge networks or with the support of an external text corpus.

Wrapping it up, Linked Data and Ontologies are, at the present state, hard to
manage and to well-engineer, they require a lot of e�ort to bedesigned, populated,
and aligned with other Linked Data, and, on top of that, are still hard to use and
sometimes little informative unless heavily processed with statistical techniques.

2.3.2 Vector Spaces, Semantic Similarity and Relatedness

As mentioned in the previous paragraph, distributional information can assist in-
formation access systems into making sense of Linked Data, but it can also provide
meaningful insights on its own. Vector Space Model (herein VSM) approaches are
an alternative to explicit and formal knowledge representations such as the one
provided by Linked Data. In VSM entities, instead of being described by a set of
predicates, are represented as a vector in a space with a �nite number of dimensions.
VSM leverage thedistributional hypothesisof linguistics, which claims that words
that occur in similar contexts tend to have similar meanings[75]. Some authors
[130] in fact de�ne the meaning of a concept as the set of all propositions including
that concept. The VSM was �rst developed for the SMART information retrieval
system [147] and it is now widely used in many di�erent �elds.VSMs are commonly
used to support several NLP and IR tasks, such as document retrieval, document
clustering, document classi�cation, word similarity, word clustering, word sense dis-
ambiguation, and many others. The most notable advantage ofthese techniques
over formal representations is that vector spaces can be built in a totally automated
and unsupervised way. For a deeper and more exhaustive survey of vector spaces
and their usage in state of the art systems, we address the interested reader to [106],
[165], and [96].

A notable example of a knowledge intensive task that can be realised with a
VSM is the assessment of semantic likeness among entities andconcepts. Over the
years, the notion of semantic likeness has attracted the interest of the Semantic
Web, Natural Language Processing, and Information Retrieval communities [74].

8the technical word used by the Semantic Web community to identify grounded terms and
conceptual references of real entities.
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Two variants have been thoroughly examined: (i)Semantic Similarity that can be
de�ned as the likeness of the meaning of two items, for instance, \king" and \pres-
ident" although not being equivalents have a high semantic similarity since they
share the same function, and (ii)Semantic Relatednessthat can be viewed as a
looser variant of semantic similarity since it considers any kind of relationship, as
an example, \king" is semantically related to \nation" because a king rules over a
nation. Due to the high ambiguity of the very de�nition of these semantic relation-
ships, it is not unusual to assess relatedness and similarity metrics evaluating their
performance on a speci�c, well-de�ned and reproducible task [21]. Several metrics
can be found in the literature, these metrics are based on statistics [173], set the-
ory [144], and graph theory [138]. One of the most common semantic similarity
measures is theGoogle Distance[28] which exploits the popular search engine to
compute pairwise similarity between words or sentences. This metric has proven its
e�ectiveness in several knowledge intensive tasks like theevaluation of approximate
ontology matching [64]. However, the employment of this metric in real systems
is impractical or too expensive due to the extensive usage ofthe underlying search
engine. Additional approaches are based on structured knowledge bases such as
taxonomies and ontologies. Wordnet is one of the most exploited tools to compute
semantic similarity employing many di�erent methods including machine learning
and graph search algorithms. The authors of [21, 22] presentan extensive survey of
semantic similarity metrics exploiting Wordnet. Many authors propose strategies to
compute similarity and relatedness among items exploitingentities included in the
LOD cloud. The majority of LOD-based techniques select a limited number of fea-
tures among the multitude of properties available in the cloud. To accomplish this
task, methods such as Personalised Page Rank, are regularlyused in the literature
[138]. These techniques are often employed in the semantic-based personalisation
�eld, despite being particularly demanding from a computational perspective [121].
Wikipedia has also been widely exploited to evaluate semantic relatedness metrics:
in the research paper [63], the authors proposeExplicit Semantic Analysis (ESA),
a technique that employs machine learning algorithms to build vectorial representa-
tions of Wikipedia articles through the use of their textual contents. On the other
hand, the authors of [174] introduce an alternative to ESA that takes advantage
of the links present in Wikipedia articles. Such technique achieves similar perfor-
mance but requires less data and computational power. In thefollowing Chapter 4
we will present our two metrics to compute the similarity between entities, one for
incoming links and one for outgoing ones, the latter one being closely related to the
aforementioned Google Distance.
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2.4 Towards Information Extraction and Knowl-
edge Representation Localisation

In this chapter we surveyed various techniques to extract information from text
and to arrange information into knowledge. However, most of the presented work
has been done on the English language and within a Western cultural environment.
As already mentioned in Chapter 1, reality is drastically di�erent: the Internet is
nowadays used by billions of people from all around the world, speaking di�erent
languages and approaching the Web with di�erent cultural backgrounds. In our
opinion, extracting relevant information from localised text and building knowledge
bases aware of cultural di�erences is one of the prominent and most exciting chal-
lenges of present-day NLP and Arti�cial Intelligence research.

Aside from the notable example of multilingual KP Extractioncase studies al-
ready surveyed in Paragraph 2.1.1, there already exist several NLP multilingual
resources. One of the best-known of these resources isWordNet, a lexical database
for the English language [115] that groups English words into sets of synonyms
called synsets. WordNet has been localised in many di�erent languages including
Italian [146] and Arabic [16, 1]. A large number of multilingual Part-Of-Speech
tagging (POS tagging) systems are also available likeBrill tagger [18], Stanford
Log-linear Part-Of-Speech Tagger9 [162], TreeTagger10 [150], CRF-ADF Sequen-
tial Tagging Toolkit11 [160], and many more. Several stemming libraries can be
found too: Porter's stemmer12 [167], Lovins stemmer [101], Lancaster stemmer
(also known as Paice/Husk Stemmer) [133], andSnowball stemmer13 [139] are all
examples of available resources. Moreover, several lemmatisation tools have been
developed, among others we cite here:LemmaGen14 [82], MADAMIRA 15 [135], and
Morph-it-lemmatizer16 [66]. Many natural language parser systems have been built
as well: Stanford Parser17 [37], Berkeley Parser18 [137],BLLIP reranking parser19

(also known as Charniak-Johnson parser, Charniak parser, Brown reranking parser)
[25], andEgret parser20, among all the others. Finally, some research groups and
practitioners grouped several tools into a comprehensive suite meant to provide a
compact and complete environment to develop NLP applications. Notable examples

9https://nlp.stanford.edu/software/tagger.shtml
10http://www.cis.uni-muenchen.de/ ~schmid/tools/TreeTagger/
11http://klcl.pku.edu.cn/member/sunxu/code.htm
12https://tartarus.org/martin/PorterStemmer/
13http://snowballstem.org/
14http://lemmatise.ijs.si/
15https://camel.abudhabi.nyu.edu/madamira/
16https://github.com/giodegas/morphit-lemmatizer
17https://nlp.stanford.edu/software/lex-parser.shtml
18https://github.com/slavpetrov/berkeleyparser
19https://github.com/BLLIP/bllip-parser
20https://code.google.com/archive/p/egret-parser/
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of such suites are: Stanford CoreNLP21 [107], Apache OpenNLP22, NLTK (Natural
Language Toolkit)23 [15], GATE (General Architecture for Text Engineering)24 [33],
ScalaNLP 25 [73].

All these works, however, provide only a base layer to build NLPapplications
rather than ready-made applications. Named Entity Recognition, Named Entity
Linking, Word Sense Disambiguation, Ontology Extraction in principle could be
all implemented for a large number of languages, assuming that what worked for
English will work also in other languages. This is, however,a nontrivial assumption,
oblivious of the huge linguistic variability present in theworld. The lack of evaluation
resources, such as datasets, best practices, and evaluation frameworks hinder the
research activity on this topic since it makes hard to assessthe actual e�ectiveness
of new techniques.

The aforementioned DBpedia [93], is a large, multilingual,semantic knowledge
graph built upon information extracted from Wikipedia in various languages. De-
spite its size, breadth, and indubitable value for the Arti�cial Intelligence commu-
nity, DBpedia is, after all, only a very large set of groundedpredicates. In other
words, all triples inside it are considered equal, however not all connections among
entities, concepts, and events are equal, and their relevance may vary from culture
to culture. More importantly, some topics require high cultural sensitivity to be
dealt with without, being perceived as o�ensive or inappropriate by a potentially
large part of the Web user base.

With state of the art Semantic Web technology it is impossibleto have a culture-
sensitive view on a knowledge base without a massive knowledge engineering e�ort.
In fact, relying solely on the technologies o�ered by the Semantic Web stack intro-
duced in Section 2.3, culture-related information should be �rst formalised into an
ontology, then coded into RDF data, adding new levels of complexity to the already
large semantic network of an existing Linked Data, and �nally accessed with new,
ad-hoc designed, SPARQL queries which will be likely to increase the already high
complexity of accessing graph data. All these steps would be nontrivial to imple-
ment, thus requiring expert knowledge and vast resources tobe accomplished. In
our opinion, such a task should be done, instead, automatically, in a more cost e�-
cient way, possibly building on the huge amount of content generated by the Social
Web, which is typically localised and heavily inuenced by the local culture of the
writer. Semantic VSM introduced in Paragraph 2.3.2 are knowledge representation
models that can be trained in an unsupervised way upon large volumes of textual
data, therefore they look like a promising technique to acquire such a knowledge in
an e�ective and economic way. Using VSM, moreover, implies a fuzzy, non formal
way of dealing with knowledge, wherein emerging distributional properties overlook

21https://stanfordnlp.github.io/CoreNLP/
22https://opennlp.apache.org/
23http://www.nltk.org/
24https://gate.ac.uk/
25http://www.scalanlp.org/



24 2. Text Mining

the logic connections among the considered entities. VSM then seems to be the
appropriate tool, given the notoriously complex and delicate matter of representing
and describing cultural viewpoints on events, ideals, authorities, and people.

With respect to the challenges highlighted in this chapter, in the next one we
will try to address these issues, illustrating a multilingual approach to KP extraction
instantiated on Italian and Arabic, and pinpointing the main challenges of evaluat-
ing an Information Extraction system on language with a few resources available,
leveraging user test and testing over multiple datasets. Subsequently, in Chapter 4
we will introduce a compact and e�cient vectorial representation of semantic re-
latedness, evaluate such a metric over three text corpora, respectively in English,
Italian, and Arabic, and assess how well this solution �ts thevarious cultural dif-
ferences implied by working with an Anglo-American, a Southern European, and a
world-wide, but mostly Middle-Eastern user base.



3
Multilingual Keyphrase Extraction

In this chapter, we present DIKpE-G an experimental system speci�cally built for
performing KP Extraction and Inference from textual documents. DIKpE-G can
operate on di�erent languages and exploits a knowledge-based approach combining
various classes of knowledge, in part language-dependent,in part independent and
it is designed to emulate some of the cognitive processes that are exploited when
a human expert is asked to summarize or classify a text. The proposed system
has been evaluated on the Italian and Arabic language, exploring new evaluation
protocols involving users and multiple datasets.

Most of the results presented in this chapter refer to our work published in
[49, 47, 42, 77].

3.1 Abstract Keyphrase Extraction Framework

As shown by the limitations presented in Section 2.1, to e�ectively deal with the pe-
culiar characteristics of the di�erent languages, a preliminary design work of knowl-
edge engineering is necessary. Taking also into consideration our previous work on
keyphrase extraction for English texts [140], we developeda Knowledge-BasedKP
extraction technique based upon (i) exploitation of several kinds of knowledge, (ii)
consideration of the speci�c languages addressed, and (iii) typical/common writing
styles. The initial design work allowed us to identify four classes of knowledge which
can be exploited to recognize meaningful KPs in a text:

1. Statistical knowledge: this knowledge deals exclusively with the quantitative
aspects of natural languages, such as the frequency of a given word in a text or
its inverse document frequency in a corpus; though lacking of a clear semantic
meaning, it can be useful to identify terms and phrases that characterize a
text.

2. Linguistic knowledge: this knowledge comes from the speci�c language con-
sidered and deals with morphological and grammatical aspects of the text;
examples of linguistic knowledge are POS tags, the information on whether a
given word is a stopword or not, or whether a given sequence ofwords is con-
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stituted by an acceptable pattern of POS tags for a KP (such as, for instance:
\noun-noun" or \adjective-noun").

3. Meta/Structural knowledge: this knowledge consists of heuristics over the gen-
eral structure of the text and typically deals with the position of a phrase
in the considered document; an example of meta-knowledge isknowing that
phrases appearing in the abstract of an article may be more representative
than the ones included in its body. This knowledge corresponds to various
writing styles exploited by the author of the text. Another example of ex-
ploitable meta-knowledge is constituted by some speci�c metadata inserted in
a document by the author (such as the \topic" meta-tag in Web pages and
the \subject" meta-tag in a PDF �le).

4. Semantic/Social knowledge: this knowledge comes from sources external to
the considered text. Semantic knowledge deals with the meaning of the terms
present in the candidate KPs and with the typical conceptualcontext where
they are used. An ideal source of semantic knowledge is constituted by ontolo-
gies, which describe concepts, their properties, and theirmutual relationships,
together with the natural language terminology usually exploited for linguisti-
cally referring to them. Other common sources of such kind ofknowledge are
dictionaries, thesauri, classi�cation schema, etc. This knowledge is useful for
recognizing terms belonging to a speci�c jargon and for resolving polysemic
words. Other relevant examples of sources of semantic knowledge, which are
becoming more and more popular in the participative Web (Web2.0), are
fast growing collaborative dictionaries, thesauri and knowledge bases, such as
DBpedia. They feature a very wide conceptual coverage and they provide a
way to socially validate candidate KP: for a candidate KP being an entry of
one of these sources, means that other humans have already identi�ed it as a
meaningful way to linguistically refer to the underlined concept. This is the
reason why we consider appropriate to attach to this kind of knowledge also
the term \social".

It is important to point out how such classes of knowledge di�er from each other
in terms of domain and language dependency: as shown in Figure3.1 statistical
knowledge is both domain and language independent, linguistic knowledge is do-
main independent, but language dependent, meta/structural knowledge is domain
dependent, and, �nally semantic/social knowledge may be both domain and lan-
guage dependent. Domain and language dependency are very di�erent. Domain
dependency can be sensibly reduced by considering only general assumptions, such
as assuming that most of the interesting concepts of a document will be introduced
in its �rst section. It can also be turned down by taking into account information
gathered from dictionaries or ontologies with a very broad scope (such as Wikipedia).
Language dependency, on the other hand, cannot be relaxed: language dependent
knowledge, indeed, needs dedicated modules and/or knowledge bases.
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dependent modules are in fact widely available for all majorlanguages: for example,
the Snowball stemmerlibrary provides functionality for over twenty languages and
the TreeTagger provides POS tagging for over �fteen languages.

The extraction task is organized in two steps: the candidateKPs selection and
the ranking phase. In the �rst step all possible sequences ofone, two, three, and four
words are considered, but only the ones matching a valid POS pattern are chosen as
candidate KPs. Identi�cation of valid POS patterns is a knowledge engineering task
and can be carried out by considering widely used patterns (indicated as \valid") in
a large enough set of human generated KPs (human generated such as the author
KPs included in scienti�c papers). The number of POS patterns depends on the
considered tag set. Currently, we have a dozen POS patterns for the Italian language,
about 40 for the English language, and several hundred for the Arabic language.
The di�erence is due to the di�erent granularity of the employed tag set and the
characteristics of the language.

In the following second step, each candidate KP is assessed by means of a set
of features, which are computed by exploiting the various classes of knowledge pre-
viously described in Section 3.1. In the current implementation of DIKpE-G, we
are experimenting with the set of features introduced in [45]. More speci�cally, in
Table 3.1, we show, for the various steps of the extraction, the di�erent classes of
knowledge taken into account, the relative features considered and, for each of them,
their purposes and value range.

As it can be noticed in Table 3.1, each feature has a value varying in various
ranges. Once for each KP a speci�c set of values have been computed for its features,
a �nal ranking step is performed, which is aimed at producinga �nal global rank
for each KP. The result is a ranked list of KPs: the highest ranked are proposed
as relevant keyphrases for the input text. In our vision, theranking step can be
performed in various ways, ranging from (i) a strictly numerical approach to (ii) a
more sophisticated and general knowledge-based assessment based on both quali-
tative and quantitative reasoning. The highly modular architecture of DIKpE-G,
allows a seamless substitution of the modules and submodules devoted to ranking,
permitting in such a way the experimentation of alternativeapproaches. The cur-
rent DIKpE-G prototype follows the approach proposed in [140], which adheres to
a numerical approach: each feature is given a numerical value and all the features
are then combined in order to compute a unique index calledkeyphraseness, which
represents how much a candidate KP is considered suitable and signi�cant for rep-
resenting the content of the input text. The keyphraseness index is computed in the
current DIKpE-G prototype as a weighted linear combinationof the features values.
The features weights are currently experimentally obtained.

The �nal phase is devoted to inferring new KPs (i.e. KPs whichare not already
present in the input text) starting from the topmost ranked extracted KPs. The
KPIM considers each extracted KP in order to match it againstthe entries of the
available EKSs: if a match is found (i.e. the considered KP isalso an entry of a
speci�c EKS), all the concepts (terms) present in the EKS andlinked to the matching
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entry are considered as candidateinferred KPs. All the candidate inferred KPs
collected from all the extracted KPs are then ranked according to the sum of the
keyphraseness values of the extracted KPs from which they have been derived. Note
that inferred KPs can be obtained both from high-ranked or low-ranked extracted
KPs. For instance, the system can infer a KP that is linked to alarge number of
low-ranked KPs rather than a KP that is linked to a little number of hi-ranked ones.
The top-n inferred KPs are �nally returned as output together with the extracted
KPs identi�ed by the KPEM.
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Table 3.1: Usage of the various classes of knowledge proposedin DIKpE-G.

Knowledge Class Feature Purpose
Value
Range

K
P

E
X

T
R

A
C

T
IO

N

Candidate KP identi�cation Linguistic Knowledge
POS tag patterns Excluding certain patterns
Stopword list Excluding certain words
Stemming Working on common stems

Candidate KP Scoring

Linguistic Knowldege POS tag patterns Preferring typical patterns 0-1

Statistical Knowledge
Frequency Preferring most frequent terms 0-1
Co-occurrence Preferring common co-occurrent patterns 0-1

Meta & Structural Knowledge
Phrase depth Preferring concepts appearing at the beginning of the text 0-1
Phrase last occurrence Preferring concepts mentioned at the end ofthe text 0-1
Life span Preferring concepts appearing in a large part of the text 0-1

Semantic/Social Knowledge
Flag of presence in EKS Preferring KP appearing in ontologies, dictionaries, thesauri, . . . bool
Flag of presence in Web 2.0 WKS Preferring concepts recognized by other human actors bool

K
P

IN
F

E
R

E
N

C
E Semantic/Social Knowledge

Navigation paths in EKS Inferring new KPs related to many extracted KPs list
Navigation paths in EKS Disambiguating polysemic inferred KPs list
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3.3 Evaluation

In this section we describe the various evaluations performed over the presented
approach. We are focusing on the evaluation work performed on the Italian and
Arabic language. It is important, however, to stress how evaluation of NLP tools
for non-English idioms is still a non trivial task, ridden with obstacles posed by the
lack of linguistic resources and best practices.

3.3.1 Evaluation Criticalities and Pitfalls

Evaluating an Information Extraction system, in general, is always a delicate and
nontrivial task, and KP Extraction in particular has some signi�cant characteristics
that hinder its evaluation. The �rst and foremost di�culty i n evaluating automatic
KP Extraction lies in the very de�nition of a KP we used in Chapter 2, which is the
one most of the research community refers to. We consider an n-gram a KP when
it is relevant within the considered text, but such a notion may very signi�cantly
due to subjective factors and pragmatics. To address this issue most datasets are
annotated by multiple experts to provide an abstraction layer over the intrinsic
subjectivity of the very notion of a Keyphrase. However, involving more and more
experts implies raising the cost of building such assets. Several authoritative datasets
like Witten99 [175], Frank99 [61], Hulth03 [79], Medelyan06 [113], Nguyen07 [129],
Schutz08 [152], Wan08 [171], Marujo11 [109], Marujo12 [108] and more, have been
built exploiting this kind of expert knowledge, providing avaluable test ground for
the research community. These datasets, however, are all made of English text. Up
to now, no authoritative dataset has been established for other languages. As a
matter of fact, building new datasets for languages that share only a small fraction
of the Web content is not considered a pressing matter and local challenges such
as Evalita somehow failed to establish a durable and authoritative benchmark for
further research.

Several authors in the literature tried to overcome this obstacle by using the
so-calledWikipedia-based evaluation[136] which consists in considering Wikipidia
surfaces (also known as \link anchors") found inside articles as Keyphrases. While
it may sound as a legit approximation, it may introduce severe biases into the
evaluation. In fact, Wikipedia surfaces are annotated with the purpose of linking
entities, not summarising text content or topics. Considerfor instance the case of
the English Wikipedia article \England" which has 1329 surface labels3, while it
is true that it is a long article, such an amount of KPs can be safely considered
information overload and it is not helpful for any descriptive purpose. On the other
hand building an evaluation dataset from scratch is costly and time-consuming.

Recent work in the �eld of crowdsourcing suggests that a large enough team of
workers con build such an artifact with a reasonable cost, however we are referring

3All the statistics provided in this section refer to a Wikipedia snapshot taken in September
2015.
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to a few seminal works and a lot of research e�ort is still needed to address the many
pitfalls of crowdsourcing the creation of such a resource.

Given this tremendous lack of localised evaluation resources, user test may o�er
a viable alternative to assess KP extraction quality, however authoritative guidelines
to design such tests are missing as well.

In the following of this section we will investigate both user testing and o�ine
testing over multiple non-authoritative datasets.

3.3.2 Italian KP Extraction Evaluation

The Italian language has received little attention from theNLP research community
in general and as a direct consequence it lacks both linguistic resources to test new
systems on and baseline systems to compare results. At the time of this writing,
the main publicly available linguistic resources for the Italian language are:itWaC
(Italian Web as Corpus) [8] a 2 billion token corpus built by Web crawling and sub-
sequently POS-tagged and lemmatized with automatic tools;the Repubblicacorpus
[7], a very large corpus of Italian newspaper text which consists of 380 million tokens
enriched with POS-tagging, lemmatization and categorizedin terms of genre and
topic; Pais�a [102] (Piattaforma per l'Apprendimento dell'Italiano Su corpora An-
notati), a corpus of authentic contemporary Italian text from the Web made of 250
million tokens fully annotated in CoNNL format (lemmatized, POS-tagged, syntac-
tic dependencies); theCORIS/CODIS corpus (COrpus di Riferimento dell'Italiano
Scritto/COrpus Dinamico dell'Italiano Scritto) [58, 65] which consists of 130 million
words from texts in electronic format chosen to represent modern Italian. Many
other speci�c resources exist like EPIC (European Parliament Interpreting Corpus)
[117], EUR-Lex [5], and DGT-TM (Directorate-General for Translation - Translation
Memory) [158, 159] which are intended for machine translation purposes, Araneum
Italicum Maius [11, 12] which includes thousands of texts POS-tagged with Tree-
Tagger [151], MultiSemCor [13, 14] which is a collection of English and Italian texts
annotated with POS, lemma and word sense that can be used to train machine
translation algorithms, POS taggers, Word Sense Disambiguation algorithms, and
many more. Unfortunately, none of these assets can be used to test a KP extraction
system, since they are meant for completely di�erent purposes.

This severe lack of linguistic resources is probably one of the reasons why mean-
ingful baseline systems cannot be found in the literature. In essence, an o�ine
evaluation of the Italian language is currently meaningless, since it would not be
reproducible, due to the lack of shared resources, and it would have no authoritative
baseline.

To address the problem of evaluation, we advocate user testing. Building on the
insights on evaluation described in the previous section, we de�ned a novel evalua-
tion protocol. First of all, we decided a task that de�ned the pragmatics of our KP
extraction. In our opinion, this preliminary step is mandatory and should be well-
documented because as introduced in the previous section the notion of \relevance"
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might change according to the user's goal. Once the task is de�ned, a meaningful
set of documents must be collected. We considered for each document its length,
counted in the number of sentences, its topics, selected from a previously de�ned
list of topics of interest, and its writing style, possibly evaluated with a metric such
as theFlesch-Kincaid grade level[85]. A good set of test documents should provide
a realistic distribution of these three parameters. We intend as \realistic" a distri-
bution that reects the actual characteristics of the targeted domain of application.
For instance if we want to test a system for KP extraction in the academic domain
we would expect a small variation in the writing style, and a large variability in top-
ics, on the other hand, if we were testing a similar system, but tailored for the sports
news domain, a realistic distribution should present a muchnarrower variability in
topics and a much larger one in length and writing style. The evaluation user pool
should be chosen carefully as well: it should include people of di�erent age, gen-
der, and cultural background. Again, the distribution of these parameters should
match as much as possible the one of the target user segment. For instance, a KP
Extraction system for scienti�c papers should be tested on auser pool mostly made
of scholars, while a similar system built for the sports newsdomain would require a
drastically di�erent user pool, reecting the real consumers of such texts. Finally,
user questionnaires must be de�ned. Developing a meaningful questionnaire is a
delicate task: pragmatics, user assumptions, and domain constraints must be taken
into account, moreover to the best of our knowledge there notexists best practices,
guidelines, and frameworks to build questionnaire for KP extraction assessment.
Given these observations, we propose a minimalistic questionnaire wherein the cho-
sen task is clearly described to the test user and for each extracted KP we asked the
user if in his opinion it is serviceable to the extent of the described task. If the user
deems the KP unsatisfactory we ask him to motive why it is inappropriate, possibly
choosing among a selected list of common pitfalls. Despite its simplicity, we deem
this kind of questionnaire very informative, since it grants a relevance assessment
on each extracted KP, and a justi�cation for the non-relevant ones.

Instantiating this protocol, we decided to tailor the evaluation on the task of
document summarisation. Summarisation is one of the most straightforward appli-
cations of KP Extraction, and can support signi�cantly the user experience of several
information access systems [44]. The test document set included 50 research papers,
11 to 16 KPs were extracted from each document, and the user pool consisted of
Master's degree and Ph.D. students. A focus group was organised to pinpoint the
most common pitfalls of extracting KPs from scholarly literature for summarisation
purposes and �ve classes of unsatisfactory KPs were identi�ed:

� Too speci�c: the considered KP identi�es a concept which is included in the
text, but not useful to the extents of summarisation, e.g. a very technical
term, a reference to an accessory notion, and so on.

� Too generic: the considered KP identi�es a very broad or common concept
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Table 3.2: Results of user evaluation on Italian KP Extraction.

Evaluation Frequency
Good 56.28%

Too Generic 14.72%
Too Speci�c 2.27%
Incomplete 9.85%

Not Relevant 9.85%
Meaningless 7.03%

which is hardly informative in the considered domain, e.g. \system", \re-
search", \experimentation", or \methodology".

� Incomplete: the considered KP is clearly a substring of a larger one, e.g.
\Adaptive" instead of \Adaptive Personalisation".

� Meaningless: the considered KP does not represent a domain concept.

� Not relevant: the considered KP does not fall into any of the previously de-
scribed categories, but still it is not useful to the purposeof summarisation.

This questionnaire was administered to the test users duringa testing period of
�ve days, with the results reported in Table 3.2. An example ofthe questionnaire
provided to the users can be found in Appendix B.

3.3.3 Arabic KP Extraction Evaluation

With respect to Italian, the Arabic language has received moreattention from the
NLP research community, and some baseline systems are available. We decided
to test our KP extraction technique on the Arabic language in an o�ine fashion,
exploiting existing systems as a baseline and running the experiments on corpora
already known in the literature. All of the existing Arabic KPE approaches, how-
ever, have been tested and evaluated against datasets builtby their authors. These
datasets were built by collecting Web published documents from news portals, wiki-
sites, and scienti�c articles. After that, KPs are usually assigned to the document
collection manually by the authors or by some experts. Thereis no gold standard
dataset for testing and training Arabic KPE systems. We decided not to build
a custom dataset to avoid bias. Instead, we used three datasets already known
in the literature and described in [53], [122] and [52]. Table 3.3 presents the key
characteristics of the considered datasets.

Di�erent experiments have been conducted to assess the performance of the
proposed approach with the state of the art. In the �rst experiment, we benchmarked
our system against four approaches. The considered baselines are: KP-Miner, a
hybrid method based upon KP-Miner, a distributional approach based on Google's
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Table 3.3: Arabic evaluation datasets details

Dataset Topic # of docs Avg. Size in words Avg. # of KPs

DS1
Leadership and
management

27 1227 7.8

DS2 General Wikipedia pages 100 776 7.9

DS3
Agriculture, environment,
and food

35 641 11.1

Table 3.4: Comparison between the proposed system and otherapproaches - Arabic.

KP-Miner TF-IDF Word2Vec Hybrid Our System

Avg. Precision 0.13� 0.06 0.11� 0.06 0.09� 0.05 0.10� 0.05 0.13� 0.08
Avg. Recall 0.38� 0.25 0.35� 0.24 0.29� 0.25 0.31� 0.25 0.37� 0.25
Avg. Detected Keys 2.49� 1.21 2.25� 1.16 1.70� 0.93 2.00� 0.93 2.53� 1.52

Word2Vec library, and Term Frequency-Inverse Document Frequency(TF-IDF) [53,
122]. For each system and dataset, we evaluate precision, recall and the average
number of correctly extracted KPs per document; and for all these measures, the
mean value and the standard deviation (� SD) are provided. This benchmark was
performed over DS2 (see table 3.4).

We can observe how the proposed approach outperforms the baseline ones in
terms of correctly extracted KPs per document with an average of 2.53. This result
is remarkable considering the characteristics of the DS2 dataset where the number
of human annotated KPs per document can vary between 1 and 12.

The second experiment was performed to compare the results of extracting KPs
using the lemmatization approach which is employed by our system and the stem-
ming approach which is adopted by Arabic-KEA system [52]. Arabic-KEA is a
framework for KPE from Arabic news documents and it is based onthe KEA [175].
Since KEA is an open software, it has encouraged many researchers to adapt it to

Table 3.5: Comparison between Arabic-KEA using stemmers andour approach with
lemmatizer.

Dataset Statistical stemmer Rule based stemmer Lemmatizer

DS1 1.56� 1.59 0.67� 10 2.78� 1.3
DS2 2.58� 1.24 1.17� 0.94 3.75� 1.42
DS3 1.4� 0.86 0.96� 0.87 2.57� 1.67



3.4. Final Remarks 37

Table 3.6: A comparison for the top-5 KPs extracted by TEC andKP-Miner against
the proposed approach - Arabic.

TEC Approach[4] KP-Miner Our Approach
KP Translation Judge KP Translation Judge KP Translation Judge

©ØÙ±ØØ„Ù§Ø Ù•Ù ‚ÙØ„Ù§ØThe right to the freedom Y ‚ÙØ„Ù§Ø µØ®Ø´Ø „ÙƒÙ„ÙEveryone has the right N ªØ§ØÙ±ØØ„Ù§ØÙ ‚ÙÙ‚ÙØ„Ù§ØThe rights and freedoms Y

‚ÙØ„Ù§Ø µØ®Ø´Ø one the right N ©Ø¯ØØªØ…Ù„Ù§Ø …Ù…Ù£Ø„Ù§ØThe United Nations Y †Ù§Ø³Ø†Ù§Ø„Ù§Ø ‚ÙÙ‚ÙØHuman Rights Y

†Ù§Ø³Ø†Ù§Ø„Ù§Ø ‚ÙÙ‚ÙØHuman Rights Y †Ù§ØƒÙ §Ø…Ù„ÙÙWhereas it is N ©ØÙ§Ø…ÙØ„Ù§Ø ‚ÙØRight of protection Y

‚ÙØ„Ù§Ø ¯Ø±Ø•Ù one the right N ªØ§ØÙ±ØØ„Ù§ØÙ ‚ÙÙ‚ÙØ„Ù§ØThe rights and freedoms Y „Ù…Ù¹Ø„Ù§Ø Ù•Ù ‚ÙØ„Ù§ØThe right of work Y

‚ÙÙ‚ÙØ„Ù Ù…Ù„Ù§Ø¹Ø„Ù§ØThe universal of rights N ¯Ø±Ø•Ù „ÙƒÙ„Ù Everyone has N ©ØÙÙ§Ø³ØªØ…Ù ‚ÙÙ‚ÙØEqual rights Y

other languages.
Arabic-KEA uses two di�erent approaches for stemming: statistical and rule-

based stemming. The two systems were run on the three datasets and the average
number of detected KPs was computed. The results shown in Table 3.5 suggest that
lemmatization consistently produces more correct KPs thanstemming.

Finally, the quality of the top-5 extracted KPs was compared against those de-
tected by KP-Miner and TEC approach [4] using the Arabic version of the Universal
Declaration of Human Rights (UDHR) which was used by TEC author.Table 3.6
shows the result of the comparison. A native Arabic speaker judged the quality of
each extracted KP stating whether the KP could be consider accettable (Y) or not
(N). TEC and KP-Miner detected only 2 good KPs out of �ve while all of the �ve
KPs extracted by our system are good. For TEC, the reason of extracting bad KPs
is that it did not consider the syntax feature of the sentences. For example, the
second and forth KPs have two words which exist in two di�erent NPs but their
frequency of occurrence in the document is high. Also, KP-Miner depends mainly
on frequencies and uses customized stemming, so a lot of extracted KPs contain
stopword.

3.4 Final Remarks

In this chapter we presented a multilingual approach towards Keyphrase extrac-
tion and evaluated the developed testbed systems over two languages, Italian and
Arabic, that up to now received little attention from the NLP community. This
work highlighted two critical issues of KP extraction on non-English idioms, namely
the lack of a framework that can compactly describe KP extraction and ease the
development of new approaches, and the lack of evaluation best practices.

3.4.1 Towards a Multilingual Framework

The abstract framework described in 3.1 has been instantiated onto the Italian
and Arabic language, providing a clear separation between linguistic, statistic, and
heuristic considerations involved in the KP Extraction process. From an engineer-
ing point of view, this abstraction allowed us to better design and implement the
described systems, maximising code reuse. As a matter of facta number of statis-
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tic and heuristic insights can be safely considered invariant with respect to the
language and therefore the software modules encoding them should be built to be
highly reusable.

Building on these insights, and considering the massive localisation e�ort that the
NLP community need to tackle in the future due to the rapid growth of the non-
English content, we strongly advocate the establishment ofa shared multilingual
NLP framework. In the case of Information Extraction tasks, such as Keyphrase
Extraction, a framework to ease the engineering and the development of localised
applications would be extremely valuable, given the large number of end-applications
that can bene�t from Information Extraction, i.e. recommender systems, search
engines, tutoring systems, and many more. Moreover, since the vast majority of
software engineers around the world are not NLP experts as well, providing some
degree of abstraction over established tools and techniques, like the ones introduced
in the previous chapter in Section 2.4, thus making them a commodity, would be
extremely valuable to foster the localisation of Information Extraction and Natural
Language Process in general.

Unfortunately, available state-of-the-art systems tend toprovide a \one-size-�ts-
all" solution, that is either a very vertical solution tailored for one target application
or it is a generally domain independent application that doesnot allow domain-
speci�c business logic to be introduced. To the best of our knowledge, none of the
currently available solutions can be easily tailored to �t new languages. Even most
of the applications regarded as frameworks are very vertical and far from being
friendly for those who do not have an extensive NLP background: for instance
LingPipe4 o�ers a comprehensive set of Machine Learning algorithms commonly
used for IE tasks, however its lack of abstraction over the techniques to be used
makes it extremely hard to integrate into other applications, on the other hand, the
Stanford NLP pipeline is a monolithic application and can be used as a tool rather
than a framework. The authors of [30] proposeCURATOR, an NLP framework that
allows to annotate text in various ways. However such a framework is far from being
an integrated solution and its primary focus is to organise low-level text processing
tasks such as sentence splitting, tokenisation, and POS tagging, lacking support for
higher-level tasks such as KP Extraction. Implementing theinsights described in
this chapter into a concrete framework would, therefore, beuseful to the NLP and
IE community.

3.4.2 De�nition and Evaluation

Evaluating KP extraction where no authoritative and established datasets are avail-
able is indubitably a nontrivial task, ridden with pitfalls that may introduce signif-
icant bias in the observed outcome and therefore intrinsically prone to be disputed.

The �rst pitfall we encountered lies in the very de�nition of what a Keyphrase

4http://alias-i.com/lingpipe/
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is: a string of words that capture the main topic of the document. What should be
intended as the main topic of a document is utterly dependanton the user's task,
cultural background, and ability to understand and interpret a text.

This fact is evident even in the authoritative data providedby the SEMEVAL
challenges 2010 and 2017: in the 2010 dataset a set of scienti�c papers was annotated
with its topics carefully chosen by both their authors and readers [84], while in the
2017 a set of paragraphs was annotated with the tasks, methods, and materials
therein described or mentioned [3]. As a matter of fact, thesetwo datasets represent
di�erent tasks that can be both considered as KP extraction but, ultimately, cannot
be compared or merged to train a system.

Pragmatics, therefore should be emphasised, because it appears to be a fun-
damental component of the very de�nition of what a Keyphraseis. Unfortunately
most datasets, therein included the aforementioned SEMEVALdatasets, lack a clear
indication of the task pragmatics and it has to be guessed by either reading multiple
times the accompanying paper or by looking at the data themselves.

The second pitfall we encountered is characteristic of non-English languages and
consists in the already mentioned severe lack of evaluationresources, may they
be datasets or guidelines. Of all the multilingual works cited in Chapter 2 none
appears to have been evaluated on a previously known and established dataset, with
most authors tailoring a new dataset speci�cally for their evaluation. While such a
practice seems inevitable when no previous resources are available, it is also prone to
cherry picking5, and can hardly be defended no matter how many baseline systems
can be considered. User testing, on the other hand, could be a viable solution to
assess KP extraction quality, but again the lack of established best practices and
evaluation frameworks seriously hinders the signi�cance and reproducibility of the
experiments.

In this work we explored solutions to overcome both evaluation criticalities: we
evaluated our Arabic KP extraction system over di�erent datasets, providing evi-
dence that our approach consistently o�ers satisfactory performance, and we thor-
oughly documented the user evaluation design we implemented allowing other re-
searchers and practitioners to adopt it in the future.

5The practice of providing incomplete evidence
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4
Referential Space Models

In this chapter we are introducing our approach to semantic distances. Our tech-
nique leverages the hypothesis that concepts that are frequently mentioned within
the same documents tend to be tightly related. We call this assumption the Refer-
ence Hypothesis. Such an assumption can be used to build, from a large enough text
corpus, a semantic vectorial space we will refer to asReferential Space, however, this
model tends to have an extremely high dimensionality, thus some optimisation is
needed. We tested our approach on multiple languages and evaluated its ability
in identifying and ranking related concepts to popular, well-known entities. The
crowdsourced evaluation highlighted how our approach seems to provide on average
better results than LOD-based ones over the three considered languages. Another
distinctive feature of this approach is its ability of embedding in a compact vec-
torial representation the perception of distances betweenentities and concepts as
seen by the authors of the texts included in the considered training corpus. Ideally,
training di�erent vectorial spaces upon di�erent text corpora written by di�erent
authors, coming from a di�erent cultural background, but dealing with the same
topics should provide us with di�erent, culturally sensitive, views of the said topics.

In this chapter we are introducing Referential Spaces, describe a dimensional-
ity reduction technique to reduce the computation of semantic relatedness between
two entities in the referential space to constant time, provide an evaluation of the
perceived quality of our approach, and assess its ability ofrepresenting the di�er-
ent perceptions of distances and relationships between topics occurring in di�erent
cultures.

The work presented in this chapter has partly already been published in [48, 46]
and it is partly unpublished.

4.1 Referential Spaces

As shown in chapter 2, most literature work on word spaces leverages the distribu-
tional hypothesis, that is that words occurring in similar contexts may yield similar
meaning. However to overcome their limitations and to exploit the potential of hy-
pertextual connections we introduce a new hypothesis: theReference Hypothesis.
We assume that entities that are referenced in a similar set of documents might
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practice in several domains1 we are not considering how many timese is referenced in
d. Once all documents are processed we obtain a matrix where each row represents
all the references to a given entity: we call such matrixReference Matrix and the
vector space it generatesreferential space.

It is important to point out that, as long as the considered corpus is made of
HTML pages, there is no need of annotating the texts. Hyperlinks can be con-
veniently parsed without performing NLP tasks such as tokenization, stemming,
linguistic analysis, and so on. Furthermore, corpora of cross-referenced hypertext
documents where documents form a network of connections exist on the Web. Some
of these corpora are particularly interesting to analyse under the Reference Hypoth-
esis, becauseE � D since any entity is also a document, resulting in a square,
although not symmetrical, matrix. On the other hand, if the considered corpus is
not annotated with hyperlinks, there exist technologies such asTagMe or Babelfy
that allow automatic annotation with links to ontology entries. In this scenario,
however, heavy NLP is involved and for a very large corpus thissolution might be
impractical. Another relevant feature of hypertextual connections is that they are
provided with a surface label, that is a word or a string of words to be clicked to
open the linked page. The surface label represents the natural language label as-
sociated to the linked entity and typically this is a many-to-many relationship: an
entity can be referred with di�erent surface labels as well as a surface label can link
to di�erent entities in di�erent contexts. Entities represent the meaning of surface
labels, while surface labels represent the signi�er of entities. We call the multiplicity
of meanings of a surface label itsambiguity.

Evaluating the similarity of two entities in such a vector space reduces to com-
puting the distance between their vectors. Countless distance metrics exist in the
literature such as norms, cosine similarity, Hamming distance, and many others sur-
veyed in [172]. All these metrics can be used in the Reference Matrix, however we
prefer the Jaccard similarity coe�cient (also known as Jaccard index [81]), de�ned
as:

J (A; B ) =
jA \ B j
jA [ B j

=
jA \ B j

jAj + jB j � j A \ B j
(4.1)

whereA and B are sets of items. Since each entityei 2 E can be considered a binary
vector, it can also be expressed as the set that contains all the documentdj 2 D
such that (ei ; dj ) = 1 in the Reference Matrix. The similarity of two equal setsis
one, whereas the similarity between two sets that have no elements in common is
zero. The choice of the Jaccard similarity coe�cient is motivated by the intrinsic
simplicity of such a metric and by the evidence presented in the literature that the
Jaccard index performs better than other methods for �nding word similarities in
VSM approaches [92, 106].

1For instance in Wikipedia only the �rst time an entity is referenc ed it is annotated with a
hyperlink, and in literature bibliographies have no duplicate entries.
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Figure 4.2: Distribution of page references in the 5000 most referenced English
Wikipedia pages.

4.2 Dimensionality Reduction

Computing the Jaccard index is linear in the size of the considered vectors, which
can be extremely large when considering big corporas such asWikipedia.

Wikipedia is the largest human annotated cross-referenced2 text corpus that can
be practically downloaded and which is freely available on the Internet. This allows
an extremely relevant case study due to both the good properties of the corpus
and its size: the English Wikipedia alone consists of over 8 millions articles and
in the rest of this section we will refer to it to illustrate the issues related with
processing Wikipedia-size corpora. All Wikipedia articles are considered to identify
the document set that, being Wikipedia cross-referenced, equals to the entity set
as well; revision pages and other documents that have no encyclopedic value are
not considered. The vector space is then constructed as illustrated in the previous
section by parsing all articles and the �nal result is a square matrix, wherein each
article is associated with a set of other articles referencing it.

The dimensionality of such a matrix is over 8 millions, whichis the count of
English Wikipedia's encyclopedic articles3. This Reference Matrix is also highly

2Here we intend as \reference" any hyperlink present on the page, not limiting to the homony-
mous section commonly included in Wikipedia articles.

3All the statistics provided in this section refer to a Wikipedia snapshot taken in September
2015.
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Figure 4.3: Distribution of page references and links in the page.

sparse, with few entities being frequently referenced (with a peak of over 269000
references for the article \United States") and the vast majority getting only a
handful of references: while the average number of references to an entity is 9:77,
the median is only two, and the 75% of the considered entitieshave at most four
references. This fact is illustrated in Figure 4.2 where the distribution of references
to the 5000 most referenced Wikipedia pages is shown and the power law like trend
is evident. There is also a loose correlation between how many links are included
in a page and how many times that page is referenced, indicating that frequently
referred entities often correspond to articles that point to many other entities. This
situation is pictured in Figure 4.3 where it is shown that mostpages have few
links and are seldom referenced as well, while only a small set of articles holds the
majority of connections. Given these distributions, it could be tempting to assume
the computation of the Jaccard index in the average case to be very e�cient, since
the average number of items in a set of references is less than10 and very large
sets are uncommon. This is, however, not a sound assumption.Let us assume
Wikipedia's language usage being representative of the real-world language usage,
which is reasonable due to its collaborative nature. Entities with a large number of
references are intuitively the most used ones, therefore they are the most likely to
be found in a text, mentioned in a conversation, or used as a search query. Given
this observation, we can safely assume that in a realistic application scenario most
similarity checks would be between entities with very largereference vectors. The
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Figure 4.4: Time taken to compute the Jaccard index of a sample of Wikipedia pages
with increasing vector size over all other Wikipedia pages (Correlation = 0.995).

linearity of the Jaccard index, therefore, cannot be ignoredfor real-world usage. To
better illustrate the criticalities introduced by such a dimensionality, let us consider
for instance the task of computing a ranking of the most related entities to a given
one. In Wikipedia, performing such a task implies computing millions of set unions
and intersections given the very large number of entities therein included. Given the
linearity of the Jaccard Index computation, we expect the time needed to perform
such a task to grow in a linear way with respect to the size of the considered item.
This is clearly visible in Figure 4.4 where the computation times of computing a
rank of the most related entities is shown for several query entities with a growing
reference set size. Obviously, taking over 300 seconds to compute a list of related
items for Barack Obama is not feasible in a everyday usage scenario, especially
considering that Google takes milliseconds to perform the same task.

The computation of the Jaccard index can be reduced to constant time using
the MinHash optimisation [19]. Such a technique allows to e�ciently compute the
similarity between sets without explicitly computing their intersection and union.
Its most common form consists in using a hash function to map each element of
the set to an integer number and then selecting the minimum asa representative
of the whole set. The probability that two di�erent sets share the same minimum
with respect to the hash function tends to the Jaccard similarity coe�cient between
the two sets [95]. The more hash functions are used, the closer the estimate gets to
the real Jaccard similarity coe�cient value. In this work, we used 256 distinct hash
functions to achieve a �ne enough approximation of the Jaccard similarity coe�cient.
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This translates to representing each entity as a 256 positions vector. Such a vector
can be considered as an entity's �ngerprint in the considered text corpus and implies
a signi�cant dimensionality reduction with respect to the initial vectorial space which
may count millions of dimensions. This optimisation allowsour method to scale up
as the number of considered entities grows: being the numberof positions of the
�ngerprint vector constant, checking semantic similaritybetween two entities will
take constant time. With respect to other solutions presented in the literature such
as [174] wherein the evaluation of semantic similarity is polynomial with respect to
the size of the considered knowledge base, the MinHash optimisation signi�cantly
reduces the complexity of such an operation. As a matter of fact, checking which
items are the closest ones to a given entity implies checkingthe target entity against
all items present in the knowledge base. With our solution this operation is linear
with respect to the knowledge base's size, with other solutions it is quadratic in the
best case.

4.3 Perceived Quality Evaluation

Similarly to [21], we evaluated the perceived quality of oursystem upon a speci�c
application, in this case the retrieval of a set of neighbourentities for exploratory
search purposes. Our evaluation activity, due to the intrinsic subjectivity of the very
concept of semantic relatedness, was user-based. Two experiments are presented:
in the �rst one, we asked users to give an overall ranking to a list of related items,
while in the second one we asked users to assess the relatedness of each item in a
given list to a target entity. Such an evaluation was performed over two datasets
with di�erent characteristic features and with two substantially di�erent user groups
to test the e�ectiveness of our methodology in di�erent situations, thus preventing
data over�tting and cultural biases in the presented conclusions.

4.3.1 Experimental Design

Three hyperlinked text corpora were considered: the English Wikipedia, the Italian
Wikipedia, and the Arabic Wikipedia. The English Wikipedia is a well known
and massive collaborative encyclopedia, counting over 8 million articles contributed
by users from all around the world. On the other hand, the Italian and Arabic
ones are curated by users that mostly reside in their local territories and they are a
substantially smaller corpus, counting respectively around 2.2 million and 0.8 million
articles. We considered these three datasets because they di�er signi�cantly in size,
in language, and in the user base that generated them.

Using the technique described in Section 4.2, a testbed system, herein named
Referential Space Model (RSM), was developed and trained onWikipedia, associ-
ating to each of its items a representative vector. Buildingon the results of [174]
that provides evidence of the importance of both incoming and outgoing links, we
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also developed an alternative model relaxing the distributional hypothesis and con-
sidering outgoing links, i.e. the items mentioned in the article corresponding to a
given item. We refer to this second testbed system asRSM.outnode. We chose as
baseline two of the most popular search engines on the market4: Googleand Bing.
One of the most prominent features of said search engines is,in fact, the ability to
leverage the LOD cloud to improve search results, more speci�cally they can retrieve
a neighborhood of items closely related to the search query given by the user. To
obtain fair and generic search results i.e. not inuenced bythe recorded browsing
history, preferences, and location, Google and Bing searchprocess was depersonal-
ized to prevent the search engines from customizing the �nalresult. Unfortunately,
these systems do not cover all languages, in particular, Bing doesn't o�er this service
for the Arabic language. Therefore in the Arabic experiments,we only use Google's
related search as a baseline.

To assess the quality of our two alternative approaches we constructed a dataset
of the most visited Wikipedia pages. As a reliable source of data we used the list
of Wikipedia Popular Pages5 that maintains a set of the most accessed 5000 pages
on the English Wikipedia and it is updated weekly. For the Italian and Arabic
language we retrieved the data fromTopviews Analysis6 that keeps track the most
visited Wikipedia pages on a daily and monthly bases. For our dataset we focused,
for English, Italian, and Arabic on the most stable itemsduring the year 2015.
We de�ne the stable items as the Wikipedia pages that constantly appear in every
weekly/daily version of that list throughout the year, and so receiving constant
interest from the visitors of Wikipedia. A set of 1583 stable items were identi�ed
for the English language, a set of 4361 items for the Italian,and a set of 2648 for
the Arabic. Six evaluation datasets, two for English, two forItalian, and two for
Arabic were built by randomly selecting from each language'sstable items list 100
items (used in experiment 1) and 25 items (used in experiment2) upon which all of
the systems are able to retrieve related items.

4.3.2 Overall Relevance Assessment

The goal of our �rst experiment was to assess which one of the systems under
investigation produces the overall best set of related items given one search key. To
this extent, we considered datasets of 100 items. The crowdsourcing experiment
was designed as follows: for each of the considered items, a page was generated
including the name of the item, a brief description, a picture, and a box including
the results produced by the di�erent systems i.e. four listsof �ve semantically
related items (three lists in the case of Arabic). We decided to show only �ve
results for two reasons: �rstly both Bing and Google show at least �ve related
items, which means that for some search queries no more than �ve items will be

4Ranking provided by Alexa: http://www.alexa.com/
5https://en.wikipedia.org/wiki/User:West.andrew.g/Popular_pages
6https://tools.wmflabs.org/topviews
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Figure 4.5: Distribution of worker's judgement for the overall relevance assessment
experiment - English.

shown, secondly it is a known fact that users typically pay attention only to the
top spots of search results lists, with the top �ve items attracting most of the
attention7. To avoid cognitive bias, the names of the systems were not shown and the
presentation order was randomized, so that the worker had nomeans of identifying
the source of the presented item lists and couldn't be biasedby personal preference or
previous evaluations. The workers were then asked to rate the item lists according
to their perceived quality in terms of relatedness on a discrete scale from 1 to 5
where 1 meant total randomness and 5 that all presented itemswhere perceived as
strongly related. Each one of the 100 items in the dataset wasshown with the same
related items lists to 5 distinct users and their judgementswere averaged per system
to mitigate subjectivity of judgement. The experiment was performed using the
popular crowdsourcing platformCrowdower 8 and iterated on the English, Italian,
and Arabic datasets. In the English iteration 32 users from 18di�erent countries
were involved, with an average of 15.62 judgements per user.In the Italian iteration,
instead, were involved 59 users from 8 countries, with an average of 8.47 judgements
per user. Finally, in the Arabic iteration, 64 users from 14 countries were involved,
with an average of 7.81 judgements per user. The distribution of the worker's
judgement is shown in Figure 4.5 for the English language, in Figure 4.6 for the
Italian language, and in Figure 4.7 for the Arabic language.

7https://chitika.com/google-positioning-value
8http://www.crowdflower.com/
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Figure 4.6: Distribution of worker's judgement for the overall relevance assessment
experiment - Italian.

Figure 4.7: Distribution of worker's judgement for the overall relevance assessment
experiment - Arabic.
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Figure 4.8: Distribution of worker's judgement for the item by item relevance as-
sessment - English.

4.3.3 Item by Item Relevance Assessment

The goal of our second experiment was to assess the perceivedquality of each item
included in the related items list. To this extent, we considered datasets of 25
items. The experimental setup was similar to the previous experiment, using the
same platform and displaying the same information about thetarget entity (i.e. title,
description, and picture). Instead of a list for each system, this time the workers
were shown a single list generated by one system only and wereasked to rate each
item in the list on a scale from 1 to 5 where 1 implied complete unrelatedness and
5 a very high perceived relatedness. The name of the system that generated the
list was not shown to avoid bias. A hundred related items lists, 75 in the case of
Arabic due to lack of Arabic support in Bing, where therefore generated and human-
rated item by item. Again, each item was judged by �ve distinctusers to mitigate
subjectivity of judgement. This second experiment was again iterated three times
(on English, Italian, and Arabic) and involved by design substantially more workers
to further abstract over subjective experience and thus obtain a more impartial
judgement. In the end, 146 workers from 38 countries were involved with an average
of 3.42 judgements per user in the English experiment, 109 workers from 14 countries
with an average of 4.59 judgements in the Italian one, and 97 workers from 18
countries with an average of 5.15 judgements per user in the Arabic experiment.
Figure 4.8 shows the distribution of workers' judgements forthe English experiment,
Figure 4.9 shows the distribution for the Italian experiment, and Figure 4.10 shows
the distribution for the Arabic one.
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Figure 4.9: Distribution of worker's judgement for the item by item relevance as-
sessment - Italian.

Figure 4.10: Distribution of worker's judgement for the itemby item relevance
assessment - Arabic.
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Table 4.1: Statistical signi�cance of the di�erence between the considered systems
over the English corpus. The upper half of the matrix shows the p-values, the lower
the p-values with the Benjamini & Hochberg correction.

RSM RSM.outnode Google Bing
RSM 0.1896 < 0.0001 0.0001
RSM.outnode 0.2275 < 0.0001 < 0.0001
Google < 0.0001 < 0.0001 0.6838
Bing 0.0003 < 0.0001 0.6838

4.3.4 Discussion

The data gathered with the experiments described in Section4.3.2 and Section 4.3.3
provide some interesting insights on the e�ectiveness of the proposed technique.

Overall list quality

The results of experiment one showed how our testbed systems RSM and RSM.outnode
can achieve satisfactory performance in the considered scenarios. In the English part
of the experiment RSM and RSM.outnode achieved, on a scale from 1 to 5, respec-
tively a 3.20 and 3.33 average perceived quality, while Google and Bing respectively
2.79 and 2.82. The statistical signi�cance of the judgementdistributions shown in
Figure 4.5 was evaluated as well showing how while there is a substantial di�er-
ence between the perceived quality of our systems and the baseline ones (Bing and
Google), between RSM and RSM.outnode there is no statistically signi�cant di�er-
ence. More speci�cally the Welch Two Sample t-test was used and produced the
results shown in Table 4.1, where in the upper right half of the matrix are shown the
p-values produced by the test, and in the lower left half the same values recomputed
with the Benjamini & Hochberg correction for multiple hypothesis testing [10]. Ac-
cording to these results, Google's and Bing's related itemslists are perceived almost
as identical in terms of quality, while our testbed systems'outputs receive a better
appreciation by the crowdsourced workers. Moreover, whileRSM.outnode appears
to achieve a higher perceived quality than RSM on average, the statistical signi�-
cance analysis shows that such a di�erence is unlikely to be signi�cant in the current
experimental setting. In terms of overall perceived quality the neighbourhoods of
related items to a given search key produced by RSM and RSM.outnode do not dif-
fer signi�cantly in terms of perceived quality, but there isevidence that consistently
outperform the benchmark systems o�ered by Google and Bing.

In the Italian part of the experiment a similar outcome was observed, with two
notable di�erences: expressed scores were substantially higher for all systems and in
particular results produced by Google received a generallymore favourable reception
with respect to the English part of the experiment. While the former outcome may
be ascribed to cultural factors, since the whole judgement distribution is skewed
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Table 4.2: Statistical signi�cance of the di�erence between the considered systems
over the Italian corpus. The upper half of the matrix shows the p-values, the lower
the p-values with the Benjamini & Hochberg correction.

RSM RSM.outnode Google Bing
RSM 0.0079 0.0013 < 0.0001
RSM.outnode 0.0158 0.6835 0.0141
Google 0.0039 0.6835 0.0308
Bing < 0.0001 0.0125 0.0369

Table 4.3: Statistical signi�cance of the di�erence between the considered systems
over the Arabic corpus. The upper half of the matrix shows the p-values, the lower
the p-values with the Benjamini & Hochberg correction.

RSM RSM.outnode Google
RSM 0.0061 0.1609
RSM.outnode 0.0184 0.1751
Google 0.1751 0.1751

towards higher scores, the latter suggests that the localised versions of Google and
Bing may di�er in the used data or retrieval technique. As a matter of fact, the
English Bing and Google received very similar judgements, see Table 4.1, and the
provenance of the related items lists was unknown to workersto avoid con�rmation
bias, thus the signi�cant di�erence observed in the Italianexperiment, shown in
Table 4.2, implies substantial di�erences between the English and the Italian versions
of the two search engines. On the other hand, the RSM model appears to be the
one producing the best received related items lists, while RSM.outnode and Google
present no statistically signi�cant di�erence. The statistically signi�cant di�erence
between the perceived quality of the lists generated by RSM and RSM.outnode in
this setting can be ascribed to a substantial reduction in the size of the training
data. Overall, RSM is perceived as the best system, RSM.outnode and Google are
on par, and Bing is perceived as the worst one.

Regarding the Arabic experiment, the results shown in Figure 4.7 suggest that
RSM performs slightly better than RSM.outnode and Google. However, as shown
in Table 4.3, the di�erence between RSM's and Google's rating distribution appears
to be not statistically signi�cant. Therefore we can state that RSM outperforms
RSM.outnode and is perceived roughly equivalent to Google.

Information Gain Analysis

The results of experiment two support the evidence providedby the previous one.
In the English part of the experiment, items retrieved by RSMand RSM.outnode on
average score a 3.41 out of 5 on perceived quality while Bing and Google stop at 2.93
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out of 5. In the Italian part of the experiment, instead, items retrieved by RSM score
an average of 3.6 out of 5, RSM.outnode and Google are tied around 3.5, and Bing
scores around 3.4 on average. Finally, in the Arabic leg of the experiment, items
retrieved by RSM score an average of 3.1 out of 5, RSM.outnode2.2, and Google 2.8.
These numbers, however, provide little information being average values of perceived
quality of item ranked in di�erent positions. Looking at the whole distribution of
judgements shown in Figure 4.8, 4.9, and 4.10, the high variance of the various
distributions can be easily noticed. Such a variance can be justi�ed by the fact that
all items included in the generated lists are considered andrated. However, not all
positions of a result list are equal to the extents of exploratory search. To address
this issue we evaluated the Normalized Discounted Cumulative Gain (NDCG) of
the considered systems. NDCG is a metric commonly used in IR toassess a search
engine's performance basing on the comparison between an ideal list of the most
relevant retrievable items and the actual list produced by the evaluated system.
Its core idea is that the higher the position of an item in the result list the more
important the quality of that item should be in the quality evaluation of the system,
therefore the presence of scarcely relevant items in the topspots tends to \punish"
the evaluated system. The ideal list was computed by considering, for both parts
of the experiment, for each of the 25 search keys, all the items retrieved by the four
systems, picking the �ve ones that on average received the highest user ratings and
ordering them in descending average rating order. The distribution of the NDCG
values scored by the four considered systems over the searchqueries included in
the datasets is shown in Figure 4.11, Figure 4.12, and Figure 4.13 and its detailed
statistics are presented in Table 4.4, Table 4.5, and Table 4.6. These results support
the evidence brought by the �rst experiment as well. In the English part of the
experiment, RSM and RSM.outnode provide consistently results perceived as more
relevant than the ones brought by Google's and Bing's tools.Again, there is no
statistically signi�cant di�erence in the average perceived quality between RSM and
RSM.outnode (p-value = 0.68) and between Google and Bing as well (p-value =
0.88). On the other hand, the statistical signi�cance between RSM and Google,
RSM and Bing, RSM.outnode and Google, and RSM.outnode and Bing is high
with p-values below 0.0001. The NDCG analysis shows how, despite scoring being
on average on par with its RSM.outnode counterpart, the RSM system has the
smallest variance in the perceived relevance of its results, implying that it is less
likely to produce results perceived as poor on a single-try basis. In the Italian
part of the experiment, instead, RSM achieves substantially higher nDCG scores
than its RSM.outnode counterpart, which, again, presents avary large nDCG score
distribution and, on average, performs slightly worse thanGoogle's related items
search, though its median nDCG value is higher than Google's. Like in the previous
experiment, the RSM model appears to be able to cope better with changes in
training data. Finally, also the Arabic data con�rm the results of the previous
experiment, with RSM.outnode achieving signi�cantly worse performance than RSM
and Google, with the former slightly outperforming the latter with an average NDCG
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Figure 4.11: NDCG values distribution evaluated on the results of the item by item
relevance assessment experiment - English.

of 0.85 against the average 0.82 scored by Google.
The statistical signi�cance analysis showed in Table 4.7 (English), Table 4.8

(Italian), Table 4.9 (Arabic), con�rms as well the insides gather from the item by
item relevance assessment experiment discussed in the previous paragraph.

Finally, it is important to stress how the MinHash optimisation allowed us to
move the complexity of a pairwise similarity measurement from linear to constant.
This means that without the said optimisation it would be computationally de-
manding to retrieve items semantically related with a lot ofconnections. Consider
for instance the Wikipedia article about Barack Obama which,at the time this ar-
ticle being written, contained over 250 links and was referenced over 9900 times by
other Wikipedia articles: without MinHash it takes over 300 seconds on our test
machine9 to generate a list of semantically related items, while withthe MinHash
optimisation it takes less than a second on the same machine.Moreover, the con-
stant complexity of MinHash allows it to seamlessly scale up to larger knowledge
bases. While our approach allows this optimisation to be maderetaining quality
results, other metrics, such as the ones presented in [174, 63], do not.

4.4 Culture Sensitivity Evaluation

The evaluation work presented in the previous section provides evidence of the per-
ceived quality of the entity neighbourhoods that can be identi�ed using the proposed
knowledge representation. The gathered insights allow us to state that in general

9An Intel I7 with eight cores and 32GB RAM
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Figure 4.12: NDCG values distribution evaluated on the results of the item by item
Relevance assessment experiment - Italian.

Figure 4.13: NDCG values distribution evaluated on the results of the item by item
relevance assessment experiment - Arabic.
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Table 4.4: Distribution statistics on NDCG evaluation - English.

Bing RSM RSM.outnode Google
Minimum 0.4629 0.6009 0.6006 0.4250
1st Quartile 0.6423 0.7829 0.7601 0.6631
Median 0.7376 0.8232 0.8293 0.7186
Mean 0.7247 0.8113 0.8226 0.7196
3rd Quartile 0.8475 0.8678 0.9066 0.7855
Maximum 0.9010 0.9771 0.9910 0.9102

Table 4.5: Distribution statistics on NDCG evaluation - Italian.

Bing RSM RSM.outnode Google
Minimum 0.5714 0.4319 0.4352 0.6329
1st Quartile 0.6859 0.8177 0.6511 0.7804
Median 0.8015 0.8602 0.8338 0.7980
Mean 0.7793 0.8493 0.7664 0.8121
3rd Quartile 0.8418 0.9313 0.8733 0.8677
Maximum 0.9546 0.9664 0.9726 0.9598

Table 4.6: Distribution statistics on NDCG evaluation - Arabic.

RSM RSM.outnode Google
Minimum 0.4469 0.3819 0.4611
1st Quartile 0.7581 0.6096 0.6990
Median 0.8546 0.7282 0.8242
Mean 0.8167 0.6954 0.7751
3rd Quartile 0.8994 0.7758 0.8621
Maximum 0.9889 0.9496 0.9435

Table 4.7: Statistical signi�cance of the di�erence between the considered systems
over the English corpus in the item by item relevance assessment experiment. The
upper half of the matrix shows the p-values, the lower the p-values with the Ben-
jamini & Hochberg correction.

RSM RSM.outnode Google Bing
RSM 0.9653 0.0073 0.0083
RSM.outnode 0.9855 0.0128 0.0141
Google 0.0212 0.0212 0.9855
Bing 0.0212 0.0212 0.9855
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Table 4.8: Statistical signi�cance of the di�erence between the considered systems
over the Italian corpus in the item by item relevance assessment experiment. The
upper half of the matrix shows the p-values, the lower the p-values with the Ben-
jamini & Hochberg correction.

RSM RSM.outnode Google Bing
RSM 0.1896 0.7769 0.0781
RSM.outnode 0.3339 0.2226 0.7923
Google 0.7923 0.3339 0.0761
Bing 0.2344 0.7923 0.2344

Table 4.9: Statistical signi�cance of the di�erence between the considered systems
over the Arabic corpus in the item by item relevance assessment experiment. The
upper half of the matrix shows the p-values, the lower the p-values with the Ben-
jamini & Hochberg correction.

RSM RSM.outnode Google
RSM 0.0409 0.2994
RSM.outnode 0.1228 0.1757
Google 0.2994 0.2636

the sets of related entities retrieved with our ReferentialSpace model are preferred
to the ones retrieved by Google and Bing leveraging their knowledge bases. The
distances between entities, as described in Section 4.1, are evaluated upon distri-
butional consideration on their usage in a document corpus.Distances between
entities, therefore reect the actual usage of terms in the considered texts and quan-
tify the relatedness expressed in natural language. Ideally, considering a body of
text somehow representative of a culture should allow us to build a representation
of the distances among concepts perceived by that culture. Considering multiple
corporas where the same entities, or at least similar entities can be found, should al-
low the construction of multiple versions of the Referential Space model speci�cally
intended for users of the di�erent cultures considered.

To verify these assumptions, we ran some additional evaluation, comparing the
results provided by the various Relational Spaces built to run the experiments de-
scribed in Section 4.3, estimating their overlap. Given theresults of the afore-
mentioned evaluation, we can already assume the related concepts retrieved by our
approach to be considered relevant by users of the language examined. Therefore
we are evaluating here their diversity rather than quality. To assess the diversity
of the retrieved related entities and concepts, we considered 50 entries of Wikipedia
that can be deemed as culturally sensitive topics, such as \Religion", \Terrorism",
\Women", and \Freedom". Aside from these rather general topics, the list included
notorious and controversial historical characters and events as well. For each entry
of the list, a set containing the ten most related entities was extracted from each
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Figure 4.14: Similarity between related items set retrievedby the three considered
models.

Referential Space model considered, i.e. the ones built from English Wikipedia,
Italian Wikipedia, and Arabic Wikipedia. We de�ned as diversity metric between
two sets the average number of overlapping concepts: the lower, the more diverse we
consider the sets. We consider as overlapping concepts the ones that are equivalent,
i.e. that can be safely translated one into each other by navigating the cross-lingual
Wikipedia link. In Figure 4.14 and Table 4.10 the results of this evaluation are
shown. It can be easily noticed how English and Italian models tend to identify
slightly more overlapping concepts, on average 2.84, whilethe Arabic model tends
to present more distinctive items, sharing on average 1.54 concepts with its English
counterpart, and 1.66 with the Italian one. It is also interesting to note how in
the observed sample there were cases (43 instances out of 150) where there was
no observed overlap between the results produced by the di�erent models and that
no perfectly overlapping result sets were observed. These results provide evidence
that di�erent localisation of our VSM present substantial di�erences, implying that
perceived relationships among concepts vary from culture to culture.

To better illustrate how changing the text corpus a�ects thesemantic relatedness
evaluation, introducing culture sensitivity, we present anotable example where no
overlapping concepts can be found. Table 4.11 shows the ten most related concepts
to \terrorism" according to the Referential Spaces built ontop of English Wikipedia,
Italian Wikipedia, and Arabic Wikipedia. It can be easily noticed how the English
set focus mostly on topics dealing with people and organisations involved in the
September 11 attacks and their aftermath, the Italian set onthe so-called \Years of
Lead", i.e. the period of social and political turmoil in Italy that lasted from the
late 1960s until the early 1980s, marked by episodes of political terrorism, �nally the
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Table 4.10: Distribution of shared items on di�erent languages - RSM.

En-It En-Ar It-AR
Minimum 0.00 0.00 0.00
1st Quartile 1.00 0.00 0.00
Median 3.00 1.00 1.00
Mean 2.84 1.54 1.66
3rd Quartile 5.00 2.75 2.75
Maximum 6.00 5.00 7.00

Arabic set is mostly focused on the Yemenite civil war and on people connected to
events of the Arab Spring, with the notable inclusion of the Charlie Hebdo Shooting.

Another interesting fact that emerges from a closer observation of the results
produced by the three systems is the di�erent type of entities mostly associated
with a topic. A notable example can be found in the results returned by the system
trained on the Arabic Wikipedia when asked to retrieve semantically related items to
\Muslim Brotherhood": among the top ten items can be found several involved peo-
ple such as \Hassan al-Banna", the movement's founder, and \Yusuf al-Qaradawi"
who had a prominent role within the movement's intellectualleadership and hosts
a very popular programme broadcast on Al-Jazeera followed by 60 million Arabic
speakers worldwide. On the contrary, the English and Italian systems associate the
same topic with the events of the Arab Spring and the politicalleaders overthrown
by the uprising, reecting an outsider perspective on the topic. Similarly, Italian
and Anglo-American political movements are associated by themodel trained on
their language with prominent �gures, similar movements, and national events, re-
ecting an insider perspective. In general, one can easily notice how local public
�gures and events are associated with other local public �gures and events in the
localised knowledge model, while in the models trained on other languages the same
items are associated with international events and more generic concepts. Similar
considerations apply also to popular culture phenomena such as cinema, music, and
television broadcast where each model reects the common wisdom of the user base
that contributed to various versions of Wikipedia.

These comparisons allow us to state that there exist substantial di�erences
among the various models we obtained by training our model ondi�erent locali-
sations of Wikipedia. However, we wanted to assess the di�erences among the con-
sidered localisations also for the benchmark systems, namely Bing's and Google's
\People also search for" box. To measure the result set diversity, we adopted the av-
erage number of overlapping concepts, as done for our system. We ran our evaluation
on the same set of 50 culturally sensitive topics used beforeto be able to compare
the results. Unfortunately, as pointed out in the previous section, Bing does not
o�er related item search for the Arabic language, thus we limited its evaluation to
English and Italian. Bing showed an average number of overlapping concepts of 8.09
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Table 4.11: Results returned by the RSM system for the topic \Terrorism"

En It Ar
Al-Qaeda Red Brigades Charlie Hebdo shooting
State terrorism Operation Gladio Ahmad Awad bin Mubarak
Osama bin Laden Islamic fundamentalism Al-Qaeda in the Arabian Peninsula
Civil liberties Life imprisonment War on Terror
Counter-terrorism September 11 attacks Khaled Bahah
Visa (document) Years of Lead (Italy) Mohammed Ali al-Houthi
Money laundering Cosa nostra Military
Hezbollah Mossad Abdullah II of Jordan
The Pentagon AK-47 General People's Congress Party (YE)

Taliban Cold War Abdul-Malik Badreddin al-Houthi

Table 4.12: Distribution of shared items on di�erent languages - Bing.

En-It
Minimum 6.00
1st Quartile 7.00
Median 8.00
Mean 8.09
3rd Quartile 9.50
Maximum 10.00

between English and Italian, way higher than the 2.84 reached by our technique.
The distribution of the observed overlap is shown in Table 4.12 and it can be no-
ticed that perfectly overlapping sets were observed and that the minimum overlap
observed is 6 shared items.

On the other hand, Google shows little or no culture sensibility at all over the
three considered languages: with one notable exception, Google provides always the
same set of items, translating their names. The only observed exception consists
of the results provided by googling \Quaran": while in Italian and Arabic the �rst
item provided is \Bible", in the English version such an itemis absent from the
list, while all the others are the same provided for the otherlanguages considered,
shifted by one position. Table 4.13 shows the observed distribution, which is very
close to a uniform distribution, suggesting that Google is the least culture sensitive
tool considered.

4.5 Final Remarks

In this chapter we introduced Referential Space models and tested their ability to
produce culture sensitive and satisfactory results in terms of assessing semantic
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Table 4.13: Distribution of shared items on di�erent languages - Google.

En-It En-Ar It-AR
Minimum 10.00 9.00 10.00
1st Quartile 10.00 10.00 10.00
Median 10.00 10.00 10.00
Mean 10.00 9.92 10.00
3rd Quartile 10.00 10.00 10.00
Maximum 10.00 10.00 10.00

relatedness between entities and concepts. Referential Space models are a distribu-
tional representation of knowledge and, as introduced in Chapter 2, they provide
a fuzzy representation of knowledge, wherein the proximitybetween two items is
determined by the distribution of references rather than the outcome of a reason-
ing process. This is generally perceived as a drawback of distributional information
since, on the other hand, formal knowledge representation allows to justify the out-
comes of a reasoning task. However, when speaking of commonsense knowledge,
like the one included in Wikipedia, this is, in our opinion a major advantage since
there is no easy way to formalise it and, in general, deal withit in a formal way. As
shown in the previous section, in Table 4.11, di�erent models trained on di�erent
Wikipedia instances return drastically di�erent results for the same item, despite
the fact that most of the possible related items appear on allthe three localisations
of Wikipedia (in the case of Table 4.11 all the returned items can be found in all the
considered versions of Wikipedia). No matter the culture, \Al Queda" and \Red
Brigades" are both terrorist organisations, therefore, from a logical point of view
they should share the same relatedness with the concepts of terrorism, however it
is highly unlikely for an American user to associate immediately \terrorism" to the
\Italian Red Brigades", while an Italian user would be surprised of not �nding them
in a list of topics closely related to terrorism.

The distributional approach captures exactly this kind of di�erences between
cultures and cultural backgrounds, providing a valuable knowledge base for systems
that seek a high level of localisation.

In our vision, this kind of knowledge representation is not an alternative to the
formal one provided by more formal techniques, but rather a complement. Let us
consider once more the case of Wikipedia: aside from being available in several
languages, Wikipedia has also a formal counterpart, the famous DBpedia [93]. In
DBpedia, every Wikipedia entry is represented as an OWL individual with several
properties that provide a formal representation of the textual information presented
in its relative article.

It could be therefore tempting to decorate such individualswith additional in-
formation, namely its coordinates in various referential spaces. This would allow
to represent multiple, culture sensitive, topologies of the DBpedia knowledge graph
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allowing culture sensitive topological visits. Such a solution would combine the ad-
vantages of both the representations and allow to scale the knowledge embedded in
DBpedia, which is multilingual by design, upon di�erent cultures as well. A similar
operation could be performed on di�erent knowledge bases aswell once large enough
annotated text corpora are identi�ed.



5
Conclusions

In this thesis work we described:

� An abstract framework to describe the conceptual blocks of Keyphrase and
Key-entity extraction.

� Multilingual Keyphrase extraction techniques built on topof the aforemen-
tioned abstract framework.

� The referential hypothesis and its implications.

� An e�cient implementation of a Referential Space Model.

With respect to the challenges introduced in Chapter 1, we canstate that our
expectations were met.

In fact, the abstract KP Extraction framework described in Chapter 3 allows
abstraction over several aspects including syntax, morphology, and writing style.
This abstraction is provided by the separation introduced between the various kinds
of knowledge employed in the Information Extraction process; statistic, linguis-
tic, meta/structural, and semantic/social. Arranging the text processing activity
according to our framework and maintaining the separation between modules ex-
ploiting the aforementioned types of knowledge allows the construction of horizontal
applications that can be robust to style nuances and requirea minimal e�ort to be
localised into other languages.

As far at it regards commonsense knowledge di�erences, adopting the Referential
Space models described in Chapter 4 allows to build a knowledge base by processing
a corpus of hypertextual documents. When a large enough corpus can be deemed
representative of a community's background knowledge, a Referential Space model
can be trained in an unsupervised way, providing a compact, yet powerful, represen-
tation of that community's culture. When multiple knowledgerepresentations are
available, each one of them portraying the perception of a speci�c group of people, a
user can be addressed towards the one he should perceive as more familiar, achieving
culture sensitivity.

Finally, the heavy computational times implied by the usage of Semantic Web
technologies are avoided by adopting a distributional knowledge representation that
can be optimised with local sensitivity hashing techniquessuch as MinHash.
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Wrapping it up, the NLP techniques described in this thesis have the character-
istic of providing an abstraction layer over both the language and the culture. This
does not mean that these aspects are ignored, rather they areencapsulated within
a single component that can be easily integrated into more complex applications.
This is a particularly desirable feature when tackling complex and cross-cultural
problems, such as information access, matchmaking, or cyberbullying detection to
name a few.

5.1 Future Work

In the following of this chapter, as future developments andapplications of the work
presented in this thesis, we introduce an implementation ofthe abstract framework
described in Chapter 3 and some examples of possible usages of the Referential
Space models introduced in Chapter 4.

5.1.1 Implementing the framework

The abstract framework introduced in Chapter 3 is based uponthe idea that there
exist multiple and diverse kinds of knowledge. This principle can be implemented
by encapsulating each knowledge-driven text transformation into an object called
Annotator. Annotators can be treated as building blocks to build complex chains
and therefore achieve complex IE tasks, as presented in [43]and [9] where theDis-
tiller framework is presented. Distiller is an high-level IE framework, built upon the
insights presented in this work that can handle several high-level IE tasks.

Distiller is implemented in Java, since such language is widespread among the
research community and o�ers reasonable performance and multiplatform support.
Moreover, since it runs on the JVM, Distiller can be used with other popular lan-
guages such as Groovy, Scala, and Ruby1. Distiller relies on the Spring framework
to handle dependency injection allowing easy Web deployment on Servlet containers
such as Apache Tomcat.

Distiller is organized in a series of single-knowledge oriented modules, where any
module is designed to perform a single task e�ciently, e.g. POS tagging, statistical
analysis, knowledge inference, and so on. This allows a highly modular design
with the possibility of implementing di�erent pipelines (i.e. sequences of modules)
for di�erent tasks. All these modules are required to insert the knowledge they
extract on a shared blackboard so that a module can use the knowledge produced
by another module. For example, an n-gram generator module can generate n-grams
according to the POS tags produced by a POS tagger module. Since these modules
work by annotating the text on the blackboard with new information, we call them
Annotators in our framework.

1via the JRuby implementation.
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Linking techniques decide the most likely interpretation for an anchor by looking at
the words that surround it, our approach looks at the concepts. By doing this some
notoriously hard scenarios, like disambiguating entitiesmentioned in a list, rather
than in a sentence, are easily solvable. Table 5.1 and 5.2 show some examples, pro-
vided by our working prototype, of Entity Linking in strings containing only a list
of names, with no context other than the other items of the list. In the �rst query of
the example presented in Table 5.1 the string \Panda" is correctly disambiguated,
in an \animal" context, with the \Gian Panda" entity present in DBpedia. All the
other strings are correctly identi�ed as well. On the other hand, the same string
\Panda", in the motor vehicle context of the second query, ismatched with the
DBpedia's entity \Fiat Panda". Even though the other strings of the second part
of the �rst example, also exhibit a high polysemy, they are mutually disambiguated
with plausible DBpedia entities. In the example shown in Table 5.2 a similar sit-
uation occurs. In the �rst query the string \Delphi" appears in a context related
to programming languages. In that case, it is disambiguatedwith \Object Pascal",
the entity of which it is the most famous incarnation. All the other strings are
correctly associated with the programming language that they refer. In the second
part of the example, where \Delphi" is enclosed in a Hellenic context, the string is
rightly matched with a completely di�erent entity: the archaeological site of Delphi
in Greece. All the other strings are also disambiguated accordingly.

The most notable drawback of this technique is the large solution space it con-
siders, implying a high number of comparisons that the system must perform to
identify the minimal interpretation. As long as the number ofcandidate anchors
is relatively small and the multiplicity of possible meanings for each candidate is
low, computational times are acceptable, but for long textswith highly ambiguous
terms, this might hinder the system's �eld usage. In our opinion this technique could
be successfully employed paired with a more traditional one, based on word-level
context: the more traditional techniques performs a �rst round of disambiguation,
than anchors that cannot be resolved with a su�ciently high con�dence, due to the
absence of a proper context or to other factors, are handled with the Referential
Space model. Experimentation is ongoing, however it appears evident that this
hybrid solution could address several shortcomings of the current state of the art
Named Entity Linking and Word Sense Disambiguation techniques.
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Table 5.1: String disambiguation in two di�erent queries.

String Entity

Q
U

E
R

Y
1 Panda http://dbpedia.org/resource/Giant_panda

Bear http://dbpedia.org/resource/Bear
Weasel http://dbpedia.org/resource/Weasel

Q
U

E
R

Y
2 Panda http://dbpedia.org/resource/Fiat_Panda

Tesla http://dbpedia.org/resource/Tesla_Roadster
Leaf http://dbpedia.org/resource/Nissan_Leaf

Table 5.2: Another example of string disambiguation in two di�erent queries.

String Entity

Q
U

E
R

Y
1

Delphi http://dbpedia.org/resource/Object_Pascal
C++ http://dbpedia.org/resource/C++
Java http://dbpedia.org/resource/Java_(programming_language)
Python http://dbpedia.org/resource/Python_(programming_language)

Q
U

E
R

Y
2 Delphi http://dbpedia.org/resource/Delphi

Apollo http://dbpedia.org/resource/Apollo
Plutarch http://dbpedia.org/resource/Plutarch
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In the last years we have witnessed the rapid growth of a broadrange of
Semantic Web technologies that have been successfully employed to enhance
information retrieval, data mining and user experience in real-world appli-
cations. Several authors have proposed approaches towardsontological user
modelling in order to address di�erent issues of personalized systems, such as
the cold start problem. In all of these works, non-structured data such as tags
are matched, by means of various techniques, against an ontology in order
to identify concepts and connections between them. However,due to recent
popularity of semantic metadata formats such as microformats and RDFa,
structured data are often embedded in many Web contents, with no need to
"guess" them using a support ontology which may not be coherent with the
actual content and the original goals of the author. In this paper we propose
a novel approach towards ephemeral Web personalization based on extraction
and enrichment of semantic metadata embedded in Web pages. The proposed
system builds, at client-side, a rdf network that can be queried by a content
provider in order to address personalized content.

Main contribution: bibliographic research, system testing, dataset creation,
paper review and corrections.

� Dario De Nart, Carlo Tasso, and Dante Degl'Innocenti. A thin-server ap-
proach to ephemeral web personalization exploiting RDF data embedded in
web pages. InProceedings of the 2nd Workshop on Society, Privacy and the
Semantic Web - Policy and Technology (PrivOn 2014) co-located with the 13th
International Semantic Web Conference (ISWC 2014), Trento, Italy, October
20, 2014., 2014
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Over the last years adaptive Web personalization has be-come a widespread
service and all the major players of the WWW are providing it in various forms.
Ephemeral personalization, in particular, deals with short time interests which
are often tacitly entailed from user browsing behaviour or contextual informa-
tion. Such personalization can be found almost anywhere in the Web in several
forms, ranging from targeting advertising to automatic language localisation
of content. In order to present personalized content a user model is typically
built and maintained at server-side by collecting, explicitly or implicitly, user
data. In the case of ephemeral personalization this means storing at server-side
a huge amount of user behaviour data, which raises severe privacy concerns.
The evolution of the semantic Web and the growing availability of seman-
tic metadata embedded in Web pages allow a role reversal in the traditional
personalization scenario. In this paper we present a novel approach towards
ephemeral Web personalization consisting in a client-sidesemantic user model
built by aggregating RDF data encountered by the user in his/her browsing
activity and enriching them with triples extracted from DBpedia. Such user
model is then queried by a server application via SPARQL to identify a user
stereotype and �nally address personalized content.

Main contribution: bibliographic research, system testing, dataset creation,
paper review and corrections.

� Dario De Nart, Carlo Tasso, and Dante Degl'Innocenti. A semantic metadata
generator for web pages based on keyphrase extraction. InProceedings of the
ISWC 2014 Posters & Demonstrations Track a track within the 13th Interna-
tional Semantic Web Conference, ISWC 2014, Riva del Garda, Italy, October
21, 2014., pages 201{204, 2014

The annotation of documents and web pages with semantic metatdata is an
activity that can greatly increase the accuracy of Information Retrieval and
Personalization systems, but the growing amount of text data available is too
large for an extensive manual process. On the other hand, automatic keyphrase
generation and wiki�cation can signi�cantly support this activity. In this
demonstration we present a system that automatically extracts keyphrases,
identi�es candidate DBpedia entities, and returns as output a set of RDF
triples compliant with the Opengraph and the Schema.org vocabularies.

Main contribution: bibliographic research, system testing, dataset creation,
paper review and corrections.

� Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso. A new multi-lingual
knowledge-base approach to keyphrase extraction for the italian language. In
KDIR 2014 - Proceedings of the International Conference on Knowledge Dis-
covery and Information Retrieval, Rome, Italy, 21 - 24 October, 2014, pages
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78{85, 2014

Associating meaningful keyphrases to text documents and Webpages is an
activity that can signi�cantly increase the accuracy of Information Retrieval,
Personalization and Recommender systems, but the growing amount of text
data available is too large for an extensive manual annotation. On the other
hand, automatic keyphrase generation can signi�cantly support this activity.
This task is already performed with satisfactory results byseveral systems
proposed in the literature, however, most of them focuses solely on the En-
glish language which represents approximately more than 50% of Web con-
tents. Only few other languages have been investigated and Italian, despite
being the ninth most used language on the Web, is not among them. In
order to overcome this shortage, we propose a novel multi-language, unsuper-
vised, knowledge-based approach towards keyphrase generation. To support
our claims, we developed DIKpE-G, a prototype system which integrates sev-
eral kinds of knowledge for selecting and evaluating meaningful keyphrases,
ranging from linguistic to statistical, meta/structural, social, and ontological
knowledge. DIKpE-G performs well over English and Italian texts.

Main contribution: bibliographic research, system design, system develop-
ment, system testing, dataset acquisition, experiment design, data analysis,
paper writing.

� Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso. A novelknowledge-
based architecture for concept mining on italian and english texts. In Ana
Fred, Jan L. G. Dietz, David Aveiro, Kecheng Liu, and Joaquim Filipe, edi-
tors, Knowledge Discovery, Knowledge Engineering and Knowledge Manage-
ment, volume 553 ofCommunications in Computer and Information Science,
pages 132{142. Springer International Publishing, 2015

In this paper we propose a novel knowledge-based, language independent, un-
supervised approach towards keyphrase generation. We developed DIKpE-G,
an experimental prototype system which integrates di�erent kinds of knowl-
edge, from linguistic to statistical, meta/structural, social, and ontological
knowledge. DIKpE-G is capable to extract, evaluate, and infer meaningful
concepts from a natural language text. The prototype performs well over
both Italian and English texts.

Main contribution: bibliographic research, system design, system develop-
ment, system testing, dataset acquisition, experiment design, data analysis,
paper writing.

� Dario De Nart, Dante Degl'Innocenti, Andrea Pavan, Marco Basaldella, and
Carlo Tasso. Modelling the user modelling community (and other communi-
ties as well). In Francesco Ricci, Kalina Bontcheva, Owen Conlan, and Samus



74 A. Complete Publications List

Lawless, editors,User Modeling, Adaptation and Personalization, volume 9146
of Lecture Notes in Computer Science, pages 357{363. Springer International
Publishing, 2015

Discovering and modelling research communities' activities is a task that can
lead to a more e�ective scienti�c process and support the development of new
technologies. Journals and conferences already o�er an implicit clusterization
of researchers and research topics, and social analysis techniques based on
co-authorship relations can highlight hidden relationships among researchers,
however, little work has been done on the actual content of publications. We
claim that a content-based analysis on the full text of accepted papers may
lead to a better modelling and understanding of communities' activities and
their emerging trends. In this work we present an extensive case study of re-
search community modelling based upon the analysis of over 450 events and
7000 papers.

Main contribution: bibliographic research, system testing, dataset creation,
experiment execution, data analysis, paper review and corrections.

� Dario De Nart, Dante Degl'Innocenti, and Carlo Tasso. Introducing distiller: a
lightweight framework for knowledge extraction and �ltering. In Posters, De-
mos, Late-breaking Results and Workshop Proceedings of the 23rd Conference
on User Modeling, Adaptation, and Personalization (UMAP 2015), Dublin,
Ireland, June 29 - July 3, 2015., 2015

Semantic content analysis is an activity that can greatly support a broad range
of user modelling applications. Several automatic tools are available, however
such systems usually provide little tuning possibilities and do not support in-
tegration with di�erent systems. Personalization applications, on the other
hand, are becoming increasingly multilingual and cross-domain. In this paper
we present a novel framework for Knowledge Extraction, whose main goal is
to support the development of new strategies and technologies and to ease the
integration of the existing ones.
Best Poster Paper Award

Main contribution: bibliographic research, system testing, dataset creation,
experiment execution, data analysis, paper review and corrections.

� Dario De Nart, Dante Degl'Innocenti, Marco Basaldella, and Carlo Tasso. A
content-based approach to social network analysis: a case study on research
communities. In Proceedings of IRCDL 2015 - 11th Italian Research Confer-
ence on Digital Libraries, At Bozen-Bolzano, Italy., 2015

Several works in literature investigated the activities ofresearch communities
using big data analysis, but the large majority of them focuses on papers and
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co-authorship relations, ignoring that most of the scienti�c literature available
is already clustered into journals and conferences with a well de�ned domain
of interest. We are interested in bringing out underlying implicit relation-
ships among such containers and in particular we are focusing on conferences
and workshop proceedings available in open access and we exploit a seman-
tic/conceptual analysis of the full free text content of each paper. We claim
that such content-based analysis may lead us to a better understanding of
the research communities' activities and their emerging trends. In this work
we present a novel method for research communities activityanalysis, based
on the combination of the results of a Social Network Analysis phase and a
Content-Based one. The major innovative contribution of this work is the
usage of knowledge-based techniques to meaningfully extract from each of the
considered papers the main topics discussed by its authors.

Main contribution: bibliographic research, system development, system test-
ing, dataset creation, experiment execution, data analysis, paper review and
corrections.

� Dario De Nart, Dante Degl'Innocenti, and Marco Peressotti. Well-strati�ed
linked data for well-behaved data citation.Bulletin of IEEE Technical Com-
mittee on Digital Libraries, Special Issue on Data Citation, 2016
In this paper we analyse the functional requirements of linked data citation
and identify a minimal set of operations and primitives needed to realise such
task. Citing linked data implies solving a series of data provenance issues
and �nding a way to identify data subsets. Those two tasks canbe handled
de�ning a simple type system inside data and verifying it with a type checker,
which is signi�cantly less complex than interpreting rei�ed RDF statements
and can be implemented in a non data invasive way. Finally we suggest that
data citation should be handled outside of the data, possibly with an ad hoc
language.

Main contribution: bibliographic research, research ideadevelopment, paper
review and corrections.

� Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso. The importance of be-
ing referenced: Introducing referential semantic spaces.In Proceedings of the
Joint Second Workshop on Language and Ontologies (LangOnto2) & Termi-
nology and Knowledge Structures (TermiKS), Workshop Abstracts, Tenth In-
ternational Conference on Language Resources and Evaluation (LREC 2016),
Portoro, Slovenia, May 23, 2016., 2016

The Web is constantly growing and to cope with its ever-increasing expansion
semantic technologies are an extremely valuable ally. The major drawback of
such technologies, however, is that providing a formal model of a domain is
time consuming task that requires expert knowledge and, on the other hand,
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extracting semantic data from text in an automatic way, although possible,
is still extremely hard since it requires extensive human-annotated training
corpora and non trivial document pre-processing. In this work we introduce
a vector space representation of concept associations thatcan be built in an
unsupervised way with minimal pre-processing e�ort and allows for associative
reasoning supporting word sense disambiguation and relatedentity retrieval
tasks.

Main contribution: bibliographic research, research idea, system design, sys-
tem development, system testing, dataset acquisition, experiment design, ex-
periment execution, data analysis, paper writing.

� Antonio D'Angelo and Dante Degl'Innocenti. Localization issues for an au-
tonomous robot moving in a potentially adverse environment. In Proceedings
of the 14th International Conference on Intelligent Autonomous Systems (IAS
2016), Shanghai, China, July 3 - 7, 2016., 2016

The aim of this paper is to face with the problem of localizinga robot dur-
ing the navigation in a partially unknown environment. Thisfeature becomes
particularly noteworthy especially in the case of a colony of robots, possi-
bly working with humans, inside a scenario where motion issues are crucial.
Within this context the focus on self localization through GPS and INS/SINS
integration overtakes merely questions about algorithm e�ciency because self-
localization is a relevant part of the task. Thus, unlike other approaches, we
have focalised on this behavior as an attitude an autonomoussystem should
enhance during the task execution. The tight coupling of GPSand INS sensors
is understood as a mechanism which provides the autonomous robot with a
re�nement of INS use by comparing and/or adjusting the INS performance by
exploiting the GPS-INS integration.

Main contribution: bibliographic research, research ideadevelopment, system
development, system testing, paper review and corrections.

� Eddy Maddalena, Marco Basaldella, Dario De Nart, Dante Degl'Innocenti,
Stefano Mizzaro, and Gianluca Demartini. Crowdsourcing relevance assess-
ments: The unexpected bene�ts of limiting the time to judge.In Proceedings of
the fourth Conference on Human Computation and Crowdsourcing (HCOMP
2016), Austin, Texas, 30 October 3 November, 2016., 2016

Crowdsourcing has become an alternative approach to collect relevance judg-
ments at scale thanks to the availability of crowdsourcing platforms and qual-
ity control techniques that allow to obtain reliable results. Previous work
has used crowdsourcing to ask multiple crowd workers to judge the relevance
of a document with respect to a query and studied how to best aggregate
multiple judgments of the same topic-document pair. This paper addresses
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an aspect that has been rather overlooked so far: we study howthe time
available to express a relevance judgment a�ects its quality. We also discuss
the quality loss of making crowdsourced relevance judgments more e�cient
in terms of time taken to judge the relevance of a document. Weuse stan-
dard test collections to run a battery of experiments on the crowdsourcing
platform CrowdFlower, studying how much time crowd workers need to judge
the relevance of a document and at what is the e�ect of reducing the avail-
able time to judge on the overall quality of the judgments. Our extensive
experiments compare judgments obtained under di�erent types of time con-
straints with judgments obtained when no time constraints were put on the
task. We measure judgment quality by di�erent metrics of agreement with
editorial judgments. Experimental results show that it is possible to reduce
the cost of crowdsourced evaluation collection creation byreducing the time
available to perform the judgments with no loss in quality. Most importantly,
we observed that the introduction of limits on the time available to perform
the judgments improves the overall judgment quality. Top judgment quality
is obtained with 25-30 seconds to judge a topic-document pair.

Main contribution: research idea development, data cleaning, design of ex-
periment 1, execution of experiment 1, data analysis of experiment 1, paper
review and corrections.

� Dario De Nart, Dante Degl'Innocenti, Marco Peressotti, and Carlo Tasso.
Stratifying semantic data for citation and trust: an introduction to rdfdf. In
Proceedings of IRCDL 2016 - 12th Italian Research Conference on Digital Li-
braries, At Florence-Firenze, Italy., 2016

In this paper we analyse the functional requirements of linked data citation
and identify a minimal set of operations and primitives needed to realise such
task. Citing linked data implies solving a series of data provenance issues
and �nding a way to identify data subsets. Those two tasks canbe handled
de�ning a simple type system inside data and verifying it with a type checker,
which is signi�cantly less complex than interpreting rei�ed RDF statements
and can be implemented in a non data invasive way. Finally we suggest that
data citation should be handled outside of the data, and propose a simple lan-
guage to describe RDF documents where separation between data and meta
information is explicitly speci�ed.

Main contribution: bibliographic research, research ideadevelopment, paper
review and corrections.

� Muhammad Helmy, Dante Degl'Innocenti, Dario De Nart, and Carlo Tasso.
Leveraging arabic morphology and syntax for better keyphrase extraction. In
Proceedings of the 20th International Conference on Asian Language Process-
ing in Tainan, Taiwan, November 21-23, 2016., 2016
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Arabic is one of the fastest growing languages on the Web, withan increasing
amount of user generated content being published by both native and non-
native speakers all over the world. Despite the great linguistic di�erences be-
tween Arabic and western languages such as English, most Arabic keyphrase
extraction systems rely on approaches designed for westernlanguages, thus
ignoring its rich morphology and syntax. In this paper we present a new ap-
proach leveraging the Arabic morphology and syntax to generate a restricted
set of meaningful candidates among which keyphrases are selected. Though
employing a small set of well-known features to select the �nal keyphrases, our
system consistently outperforms the well-known and established systems.

Main contribution: bibliographic research, research ideadevelopment, paper
review and corrections.

� Dante Degl'Innocenti, Dario De Nart, Muhammad Helmy, and Carlo Tasso.
Fast, accurate, multilingual semantic relatedness measurement using wikipedia
links. In Khaled Shaalan, Aboul-Ella Hassanien, and M.F.Tolba, editors, Intel-
ligent Natural Language Processing: Trends and Applications, Intelligent Sys-
tems Reference Library. Springer International Publishing, 2017

In this chapter we present a fast, accurate, and elegant metric to assess se-
mantic relatedness among entities included in an hypertextual corpus build-
ing an novel language independent Vector Space Model. Such atechnique is
based upon the Jaccard similarity coe�cient, approximated with the MinHash
technique to generate a constant-size vector �ngerprint for each entity in the
considered corpus. This strategy allows evaluation of pairwise semantic re-
latedness in constant time, no matter how many entities are included in the
data and how dense the internal link structure is. Being semantic relatedness
a subtle and somewhat subjective matter, we evaluated our approach by run-
ning user tests on a crowdsourcing platform. To achieve a better evaluation we
considered two collaboratively built corpora: the EnglishWikipedia and the
Italian Wikipedia, which di�er signi�cantly in size, topolo gy, and user base.
The evaluation suggests that the proposed technique is ableto generate sat-
isfactory results, outperforming commercial baseline systems regardless of the
employed data and the cultural di�erences of the consideredtest users.

Main contribution: bibliographic research, research ideadevelopment, paper
review and corrections.



B
Keyphrase Extraction Quality

Questionnaire

An example of the questionnaire provided to the users for the Italian KP extraction
quality assessment task presented in Chapter 3 can be found down below. The
questionnaire is structure as follows: on page 1 there is a detail description of the
task, on page 2 the article's full text is presented, �nally on page 3 the evaluation
grid is shown.
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