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Abstract—This paper provides a unifying view and offers new insights on bearing-based network localizability, that is the problem of establishing whether a set of directions between pairs of nodes uniquely determines (up to translation and scale) the position of the nodes in $d$-space. If nodes represent cameras then we are in the context of global structure from motion. The contribution of the paper is theoretical: first, we rewrite and link in a coherent structure several results that have been presented in different communities using disparate formalisms; second, we derive some new localizability results within the edge-based formulation.
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1 INTRODUCTION

Bearing-based (or direction-based) network localization is a fundamental problem in many computing and networking tasks. The goal is to recover the position of $n$ nodes in $d$-space (with $n \geq 2$ and $d \geq 2$), given a redundant set of (possibly noisy) directions between pairs of nodes. Each node can represent any sensor able to measure the direction of the line joining its location to that of its neighbors (see [1], [2], [3]). One example is a network of cameras [4], in which case we are dealing with global structure from motion [5]. The problem can be profitably modeled by introducing a graph $G = (V, E)$ where vertices are the sensors and edges correspond to the available measures. Existing methods (e.g. [6], [7], [8], [9]) differ in the problem formulation (deterministic versus probabilistic) and the computational model (centralized versus distributed).

A fundamental question concerns the localizability of the network – which is the main focus of this paper, namely the problem of establishing whether bearing-based network localization is well-posed. Clearly, node locations can not be absolutely determined, since translations and dilations of a solution yield the same directions, and hence produce other solutions. Thus the question is whether the measures uniquely determine (up to translation and scale) the node locations, i.e., after fixing the position of two nodes (which essentially fixes the global translation and scale), all the other nodes are uniquely defined by the directions. Requiring that $G$ is connected is not sufficient to guarantee the uniqueness of the solution, but more complicated assumptions are required, which are studied under the name of parallel rigidity (or bearing rigidity).

Several theoretical results about parallel rigidity are present in the literature [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], as well as practical algorithms for finding maximal subgraphs in which the localization problem is well-posed [20], [21], [22]. These works come from disparate communities: discrete geometry [10], [11], [12], [18], [22]; computer vision [14], [19]; robotics [21]; decision and control [9], [15], [16], [17], [20]; computer-aided design [13].

The rigidity question can be posed either in terms of a point formation [15], [17], that is a configuration of $n$ nodes in $d$-space, or in terms of the underlying graph $G = (V, E)$ without reference to the specific values of the node locations [12], under the assumption that they are generic. The former gives rise to an algebraic characterization of localizability in terms of the rank of specific matrices derived from the coordinates of the nodes [9], [14], [16], [19], whereas the latter makes a combinatorial characterization of parallel rigidity possible [10], [11], [13]. A related concept is that of parallel rigidity index [18] in which the directions (instead of node locations) are assumed to be generic.

In this paper we consider the absolute version of the localizability problem, namely we assume that all the directions are expressed in a common rotational reference frame. See [23] for the relative version of the problem, where no global coordinate frame is known. We also assume that the network is anchor free, i.e., all the nodes have unknown positions. Some localizability results in the presence of nodes whose position is known in advance (anchors), are reported in [9].

A related topic, which is not covered in this paper, is distance-based network localization [24], [25], where each node can measure relative distances to a set of other nodes. The corresponding theory on the uniqueness of the solution is known as classical rigidity [26], which characterizes well-posed instances of the localization problem in 2-space. However, no such characterization has been shown to hold for $d \geq 3$. Parallel rigidity, instead, has a simpler structure since the direction constraints between pairs of nodes can be expressed as linear equations, which allows to solve the localizability problem for all $d$.

1.1 Problem Definition

Consider a network consisting of $n$ nodes labeled from 1 to $n$, where each node is located at a fixed (unknown) position in $\mathbb{R}^d$, and suppose that some pairs of nodes can measure...
the direction of the line joining their locations. Let \( \mathbf{p}_i \in \mathbb{R}^d \) denote the location of node \( i \) and let

\[
\mathbf{u}_{ij} = \frac{\mathbf{p}_j - \mathbf{p}_i}{\|\mathbf{p}_j - \mathbf{p}_i\|}
\]

(1)

denote the direction between node \( i \) and node \( j \), where \( \|\cdot\| \) denotes the Euclidean norm in \( \mathbb{R}^d \). In some applications the sign of the directions may be unspecified, in which case \( \pm \mathbf{u}_{ij} \) is known. The neighbor relationships of the network can be represented as a simple directed graph \( G = (\mathcal{V}, \mathcal{E}) \) with vertex set \( \mathcal{V} = \{1, 2, \ldots, n\} \) and edge set \( \mathcal{E} \) such that \((i, j) \in \mathcal{E}\) if there is a measured direction between node \( i \) and node \( j \), with \( m = |\mathcal{E}| \). We do not assume full measurements, i.e. \( G \) may not be complete.

The \( d \)-dimensional bearing-based network localization problem consists in determining the node locations \( \mathbf{p}_1, \ldots, \mathbf{p}_n \) in \( \mathbb{R}^d \), given the (redundant) set of pairwise measures \( \{\mathbf{u}_{ij}\}_{(i,j) \in \mathcal{E}} \), as shown in Figure 1. These measures may be corrupted by noise, in which case the goal is to combine them into an estimate of the locations where errors are mitigated by exploiting the redundancy in the data.

![Figure 1: The bearing-based localization problem.](image-url)

Given a set of (noise-free) directions and the underlying graph, the unknown node locations \( \mathbf{p}_i \in \mathbb{R}^d \) can be recovered as the solution of the following system

\[
\mathbf{p}_j - \mathbf{p}_i = \alpha_{ij} \mathbf{u}_{ij} \quad (i, j) \in \mathcal{E}
\]

(2)

where \( \alpha_{ij} \in \mathbb{R} \) are unknown as well.

Let \( P \) be the \( d \times n \) matrix obtained by juxtaposing all the node locations, namely \( P = [\mathbf{p}_1 \ldots \mathbf{p}_n] \), let \( U \) be the \( d \times m \) matrix obtained by juxtaposing all the edge directions, namely \( U = [\mathbf{u}_{12} \ldots \mathbf{u}_{ij} \ldots] \), and let \( \mathbf{p} \in \mathbb{R}^m \) be the vector containing all the scales \( \alpha_{ij} \). It is easy to see that the equations above can be expressed in matrix form as

\[
P \mathbf{B} \mathbf{p} = U \mathbf{d}(\alpha)
\]

(3)

where \( B \) denotes the \( n \times m \) incidence matrix of \( G \), which is defined in Equation (80), and \( \mathbf{d}(\alpha) \) produces a diagonal matrix with elements \( \alpha_{ij} \) along the diagonal.

Applying the vectorization operator \( \text{vec}(\cdot) \) to both sides in (3) and using formulas (90) and (95) we get

\[
(B^T \otimes I_d) \mathbf{p} = (I_m \otimes U) \mathbf{d}(\alpha)
\]

(4)

where \( \mathbf{p} = \text{vec}(P) \), \( \otimes \) denotes the Kronecker product, \( \mathcal{O} \) denotes the Khatri-Rao product, and \( I_d \) (respectively \( I_m \)) denotes the \( d \times d \) (respectively \( m \times m \)) identity matrix. See Equations (86) and (93) for the definitions of such matrix products.

We are interested here in establishing whether Equation (4) admits a unique solution (up to translation and scale). Note that both \( \mathbf{p} \in \mathbb{R}^{dn} \) and \( \alpha \in \mathbb{R}^m \) are unknown. There are two paths that can be followed in order to remove one unknown: node-based \([9], [10], [11], [12], [13], [15], [16], [17], [19], [21]\) and edge-based \([14], [18], [20], [22]\). The former derives a system of equations in terms of the node locations only, whereas the latter reduces (4) to a system of equations with the sole scales as unknowns. The node-based formulation is better studied than the edge-based one, which is fairly recent.

1.2 Contribution

In this paper – for the first time in the literature – we provide a unifying view of bearing-based localizability, rewriting results proposed in different scenarios using the same theoretical formalism, while at the same time also proposing some novel results which fill in gaps of knowledge, particularly related to the edge-based formulation. Note that some of these results were previously announced in our conference paper \([14]\). More precisely, our contributions are the following.

First, we provide a comprehensive survey on node-based parallel rigidity, which is reported in Section 2, considering both the standard definition of parallel rigidity, which involves a formation of \( n \) nodes in \( d \)-space, and the concept of generic parallel rigidity, which is a property of the graph \( G = (\mathcal{V}, \mathcal{E}) \). A novel result linking rigidity in \( \mathbb{R}^d \) with rigidity in \( \mathbb{R}^{d+1} \) is also derived (Proposition 2).

Secondly, as our main contribution, in Section 3 we describe the edge-based formulation of parallel rigidity, which is based upon \([14], [20], [22]\). We show that this formulation is theoretically equivalent to the node-based one (Proposition 4), it entails a compact matrix formulation (Theorem 7), and it also enables us to prove results involving the structure of the graph. Specifically, we prove that biconnectivity is necessary for parallel rigidity (Proposition 7) and we derive sufficient conditions for parallel rigidity (Theorems 9 and 10) based on the existence of cycle bases of \( G \) with certain properties.

Then, in Section 4 we rewrite in simpler terms the concept of parallel rigidity index defined in \([18]\), providing its direct computation for some simple cases (Proposition 10 and Corollary 3) and explaining how it relates to parallel rigidity. We also underline its impact on bearing-based network localization, specifically we point out which graphs are better suited for the localization problem since they promote error compensation in the presence of noise.

Finally, in Section 5 we explain how bearing-based localizability is related to the structure from motion problem in Computer Vision, and we provide some examples of datasets encountered in real scenarios where the localization problem is not well posed.

The theory presented in this paper requires some basic notions from graph theory, which are covered in Ap-
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2 NODE-BASED PARALLEL RIGIDITY

The theory of parallel rigidity is concerned with the problem of establishing if there are enough direction constraints (and they are distributed well enough) to ensure that all the feasible solutions to bearing-based network localization differ by translation and scale. The node-based formulation of parallel rigidity – which is the classical way to study the solvability of the localization problem – reasons in terms of node positions, and it is based on the concept of point formation. A complete treatment of this subject can be found in [10], [11], [13], [15], [16], [17].

2.1 Rigidity of a Point Formation

Let us start with the definition of point formation.

Definition 1. A d-dimensional point formation (or embedding) \( F_p \) is a set \( P = \{p_1, \ldots, p_n\} \) of \( n \) points in \( \mathbb{R}^d \) together with a set \( E \) of \( m \) links, with \( E \subseteq \{(i, j), i \neq j, i, j \in \{1, 2, \ldots, n\}\} \).

A point formation uniquely determines a directed graph \( G = (V, E) \) with vertex set \( V = \{1, 2, \ldots, n\} \) and edge set \( E \), together with a measurement function \( u : E \rightarrow \mathbb{R}^d \) whose value at \((i, j) \in E\) is the direction of \( p_j - p_i \), which is defined in Equation (1). We assume here that the points in \( F_p \) are distinct, i.e. \( p_i \neq p_j \) for all \( i \neq j \), so that Equation (1) is well defined. We use the notation \( p \in \mathbb{R}^{dn} \) to denote the stack of the coordinates of the points in \( F_p \), that is \( p = [p_1^T \quad p_2^T \ldots \quad p_n^T]^T \).

A point formation represents a configuration of \( n \) nodes in \( d \)-space. Specifically, the points \( p_i \) represent a solution to bearing-only localization with \( u_{ij} \) known, and the set \( E \) corresponds to node pairs for which the direction can be measured, which define constraints between specific nodes.

Definition 2. Two point formations \( F_p \) and \( F_q \) on the same graph \( G = (V, E) \) are called parallel point formations (or parallel drawings) if \( p_j - p_i \) is parallel to \( q_j - q_i \) for all \((i, j) \in E\).

Note that \( p_j - p_i \) is parallel to \( q_j - q_i \), if and only if there exists a scale \( s_{ij} \in \mathbb{R} \) such that

\[ q_j - q_i = s_{ij}(p_j - p_i) \quad (i, j) \in \mathcal{E}. \tag{5} \]

similarly to Equation (2).

The parallelism constraint for the edge \((i, j) \in \mathcal{E}\) can be expressed in an equivalent form which does not involve the unknown scale \( s_{ij} \). Let us start with the \( d = 2 \) case. Using the operator \((\cdot)^\perp\) for turning a plane vector by \( \pi/2 \) counterclockwise, such constraint can be written as

\[ (p_j - p_i)^\perp \cdot (q_j - q_i) = 0 \quad (i, j) \in \mathcal{E}. \tag{6} \]

Thus, given a point formation \( F_p \) in 2-space, a parallel drawing \( F_q \) solves a homogeneous equation for each edge in \( \mathcal{E} \), resulting in a linear system of \( m \) equations in \( 2n \) unknowns. In the \( d \geq 3 \) case, Equation (6) generalizes to

\[
(p_j - p_i)^T Y_k(q_j - q_i) = 0 \quad (i, j) \in \mathcal{E} \\
(p_j - p_i)^T Z_{k-1}(q_j - q_i) = 0 \quad (i, j) \in \mathcal{E} \\
\vdots \\
(p_j - p_i)^T Z_{d-1}(q_j - q_i) = 0 \quad (i, j) \in \mathcal{E} 
\]

(7)

where \( (p_j - p_i)^T Z_k \) for \( k = 1, \ldots, d-1 \) are (linearly independent) vectors that span the subspace orthogonal to \( p_j - p_i \). The equations in (7) are called the direction constraints (or normal constraints). Thus, given a point formation \( F_p \), all parallel drawings solve \( d - 1 \) homogeneous equations for each edge in \( \mathcal{E} \). If we collect such equations for all the edges we get a system of \( m(d-1) \) equations in \( dn \) unknowns

\[ R_{F_p} q = 0 \tag{8} \]

where \( q = [q_1^T \ q_2^T \ldots \ q_n^T]^T \in \mathbb{R}^{dn} \) and \( R_{F_p} \in \mathbb{R}^{m(d-1) \times dn} \) is called the parallel rigidity matrix.

Given a point formation \( F_p \), trivially parallel point formations are translations and dilations of \( F_p \) (including the parallel point formation in which all the points are coincident). Note that also a negative scaling of \( F_p \) is considered trivially parallel to the original point formation. All the others (if they exist) are non-trivial. Figure 2 shows an example: Figure 2a represents a point formation in \( \mathbb{R}^2 \); Figures 2b and 2c are dilations of the point formation in Figure 2a (in particular, the former is an expansion and the latter is a contraction); Figure 2d shows a translation of the point formation in Figure 2a; Figure 2e represents a non-trivially parallel point formation, since it can not be obtained from the point formation in Figure 2a by translation or dilation, although all the corresponding edges are parallel to each other.

Figure 2: Parallel point formations.

Definition 3. A point formation \( F_p \) is called parallel rigid (or tight) in \( d \)-space if all parallel point formations are trivially parallel. Otherwise it is called flexible (or loose).

According to Definition 3, the point formation in Figure 2a is flexible in \( \mathbb{R}^2 \) since it admits a non-trivial parallel drawing, whereas the point formation in Figure 3, which is obtained from the formation in Figure 2a by adding an extra link, is parallel rigid. Note that parallel rigidity is a
property of the point formation, i.e. it depends both on the graph and on the coordinates of the points in $\mathbb{R}^d$.

Figure 3: Parallel rigid point formation.

Note that trivially parallel point formations span a $(d + 1)$-dimensional subspace of the null-space of $R_{F_p}$, corresponding to translations along each of $d$ axes and one scaling, thus $\text{rank}(R_{F_p}) \leq dn - (d + 1)$. Since the set of parallel drawings of a point formation $F_p$ coincides with the solution set of Equation 8, we obtain the following algebraic characterization of parallel rigidity.

**Theorem 1** ([16]). Suppose that a point formation $F_p$ contains at least $d + 1$ points which are not contained in any proper hyperplane of $\mathbb{R}^d$. $F_p$ is parallel rigid in $d$-space if and only if

$$\dim(\ker(R_{F_p})) = d + 1,$$

or, equivalently, if and only if

$$\text{rank}(R_{F_p}) = dn - (d + 1).$$

Note that the assumption in Theorem 1 guarantees that there are always $d + 1$ independent solutions to (8). Otherwise, parallel rigidity can be checked in lower dimensions, namely in $(d - 1)$-space if $F_p$ contains $d$ points, and so on. In the remainder of this section we suppose that such an assumption is satisfied.

**Remark 1.** We observe that a point formation $F_p = (p, \mathcal{E})$ is parallel rigid if and only if $F_p' = (p, \mathcal{E}')$ is parallel rigid, where $\mathcal{E}'$ is obtained from $\mathcal{E}$ by reversing the orientation of some edges, i.e. the endpoints are the same but the tail is replaced with the head and vice versa. Indeed, substituting $(i, j)$ with $(j, i)$ in Equation (7) results in an equivalent system. Thus the rigidity of a point formation is independent of the particular orientation of the edges, but it depends only on the underlying undirected graph. This is in agreement with Laman’s condition (Theorem 3) which depends only on the number of edges/vertices of certain subgraphs of $G$, but not on the orientation of the edges. For this reason, the figures in this paper represent undirected graphs. Note that in other related problems, e.g. formation control, the orientation of the edges is relevant, as explained by the notion of persistence [27], [28].

**2.1.1 Alternative Formulations of the Direction Constraints**

We observe that the directions constraints can be expressed in alternative forms which are equivalent to Equation (7). Let us start with the $d = 3$ case. The vectors $p_j - p_i$ and $q_j - q_i$ are parallel if and only if their cross-product is zero, namely

$$\langle p_j - p_i \rangle \times \langle q_j - q_i \rangle = 0 \quad (i, j) \in \mathcal{E}$$

or, equivalently,

$$[p_j - p_i]_x (q_j - q_i) = 0 \quad (i, j) \in \mathcal{E}$$

where $[a]_x$ denotes the skew-symmetric matrix associated with the cross-product with $a = [a_1 \ a_2 \ a_3]^T$, namely

$$[a]_x = \begin{bmatrix} 0 & -a_3 & a_2 \\ a_3 & 0 & -a_1 \\ -a_2 & a_1 & 0 \end{bmatrix}.$$  (13)

Equation (12) gives rise to 3 homogeneous equations for each edge in $\mathcal{E}$, where only two of them are linearly independent. This formulation is used (e.g.) in [20], [21].

In the general case, the property that $p_j - p_i$ and $q_j - q_i$ are parallel can be expressed as a rank constraint, namely

$$\text{rank}([p_j - p_i, \ q_j - q_i]) = 1 \quad (i, j) \in \mathcal{E}$$

which is equivalent to impose that all order-two minors are zero. The number of such minors is $d(d - 1)/2$, which give rise to $d(d - 1)/2$ homogeneous equations for each edge in $\mathcal{E}$, where only $d - 1$ of them are linearly independent. Such equations can be expressed in matrix form as in Equation (12), where $[a]_x$ now denotes a $d(d - 1)/2 \times d$ matrix composed of $d - 1$ blocks arranged by rows, as explained in [29]. The $i$-th block has $d - i$ rows and $d$ columns

$$A_i = \begin{bmatrix} 1 \times (i - 1) & -a_{i+1} & a_i & 0 & 0 & \ldots & 0 \\ 0 \times (i - 1) & -a_{i+2} & 0 & a_i & 0 & \ldots & 0 \\ 0 \times (i - 1) & -a_{i+3} & 0 & 0 & a_i & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 \times (i - 1) & -a_d & 0 & 0 & 0 & \ldots & a_i \end{bmatrix}.$$  (15)

and

$$[a]_x = \begin{bmatrix} A_1 \\ \ldots \\ A_{d-1} \end{bmatrix}.$$  (16)

It can be checked that Equation (16) reduces to (13) if $d = 3$.

If we collect the equations in (12) for all the edges in $\mathcal{E}$, we get a system of $md(d - 1)/2$ homogeneous equations in $dn$ unknowns. Let $S$ denote the $md(d - 1)/2 \times md$ block-diagonal matrix with blocks $[p_j - p_i]_x$ along the diagonal, namely

$$S = \text{blockdiag}([\langle p_j - p_i \rangle_x]_{(i,j) \in \mathcal{E}})$$

and let $Q = [q_1 \ldots q_n]$. Using this notation, the equations in (12) can be expressed in a compact matrix form as

$$S \text{vec}(Q)B = 0$$

which, using formula (90), rewrites

$$S(B^T \otimes L_d)q = 0$$

where $q = \text{vec}(Q)$, $B$ is the incidence matrix and $\otimes$ is the Kronecker product. The linear system in (19) is equivalent to (8), thus we can check the rank of $S(B^T \otimes L_d)$ instead of the rank of the parallel rigidity matrix to establish the rigidity of a point formation in $d$-space.

A different formulation is used in [9], [19], which is based on the observation that $p_j - p_i$ is parallel to $q_j - q_i$ if and only if the components of $q_j - q_i$, orthogonal to $p_j - p_i$, are zero, namely

$$\Gamma_{p_j - p_i} (q_j - q_i) = 0 \quad (i, j) \in \mathcal{E}$$

where $\Gamma_{p_j - p_i}$ is the projection of $q_j - q_i$ onto the $(d - 1)$-dimensional subspace orthogonal to $p_j - p_i$.
where \( \Gamma_a = \mathbb{I}_d - \frac{u}{\|u\|^2} \).

Thus \( d \) homogeneous equations for each edge in \( E \) are obtained, where only all \( d - 1 \) are linearly independent. Such equations can be collected for all the edges as in Equation (19), resulting in

\[
G(B^T \otimes I_d)q = 0
\]

where

\[
G = \text{blockdiag}([\Gamma_{p_j-p_i}]_{(i,j) \in E}).
\]

Equation (22) is a system of \( dm \) homogeneous equations in \( dn \) unknowns which is equivalent to (8), thus the rank of \( G(B^T \otimes I_d) \) can be computed to check the rigidity of a point formation.

2.1.2 The Bearing Laplacian Matrix

In practice, a parallel point formation \( q \) can be recovered by solving the normal equations associated with (22), namely

\[
\left( G(B^T \otimes I_d) \right)^T \left( G(B^T \otimes I_d) \right) q = 0.
\]

which, after some rewriting, can be expressed as

\[
H = \left[ \sum_j \Gamma_{i,j} \right] + 
\left[ \begin{array}{ccc}
\sum_j \Gamma_{1,i} & \cdots & \sum_j \Gamma_{1,n} \\
\Gamma_{12} & \cdots & \Gamma_{2n} \\
\vdots & \ddots & \vdots \\
\Gamma_{n1} & \cdots & 0
\end{array} \right]
\]

where, for simplicity of notation, \( \Gamma_{i,j} = \Gamma_{p_j-p_i} \). The matrix \( H \) is called the bearing Laplacian in [9] since it resembles the Laplacian matrix of a weighted graph (see Appendix A.2).

Note that \( H \) is symmetric and positive semidefinite. By computation it can be verified that the projection matrix \( \Gamma_a \) defined in (21) satisfies \( \Gamma_a^T = \Gamma_a = \Gamma_a^2 \) for all \( a \in \mathbb{R}^d \), thus \( G^T G = G \). Using this property and Equation (87) we get

\[
H = (B \otimes I_d)G(B^T \otimes I_d)
\]

where

\[
S = \text{blockdiag}([|u_{ij}|_\times]_{(i,j) \in E}).
\]

This formulation is exploited in [32], [33] in the context of structure from motion. The above equation has the same structure as (19): in the first case, we are looking forable point formation – which represents the solution to bearing-based localization – whose edges are parallel to a given set of directions; in the second case, we are looking for point formations whose edges are parallel to those of a given configuration. Note that \( |u_{ij}| \times = [p_j - p_i]_\times \), thus the matrices in Equations (19) and (28) coincide up to a left-multiplication by a diagonal matrix of scales. As a consequence, the rank of the matrix in (28) – instead of (19) – can be computed to establish the rigidity of \( \mathcal{F}_p \) in \( d \)-space, or, equivalently, the uniqueness of the solution to bearing-based localization, in agreement with Proposition 1.

Proof. We follow the reasoning reported in [31]. Let us consider the measurement function which associates a point formation \( \mathcal{F}_p \) with \( \Gamma_{p_j-p_i} \) for all \( (i,j) \in E \), where the orthogonal projection matrix \( \Gamma \) is defined in (21). Note that the knowledge of \( \Gamma_{p_j-p_i} \) is equivalent to the knowledge of \( \pm u_{ij} \) where the sign is undetermined, with \( u_{ij} \) defined in (1). Let us define a map \( \mathcal{M} \) that assigns each point formation to its graph and measurement function, namely

\[
\mathcal{M} : \mathcal{F}_p \mapsto (G, \Gamma).
\]
Remark 2. Equation (28) can also be derived by multiplying (4) by the block-diagonal matrix $S$

$$S(B^T \otimes I_d)p = S(I_m \cup U)\alpha.$$  

(29)

Note that, by construction, the right-side vanishes, yielding Equation (28), which does not involve the edge scales. Alternatively, node locations and edge scales can be computed simultaneously from Equation (4), as done in [34], [35], [36].

A different formulation for bearing-based localization is used in [9], [19], [30], [37] where the following homogeneous system of equations is considered

$$G(B^T \otimes I_d)p = 0$$

(30)

with $G = \text{blockdiag}\{[\Gamma_{u_{ij}}]_{(i,j) \in E}\}$, which resembles Equation (22) in the same way as (28) resembles Equation (19).

Remark 3. In the $d = 3$ case the bearing Laplacian associated with Equation (30) can be equivalently expressed as

$$H = (B \otimes I_3)G(B^T \otimes I_d) = (B \otimes I_3)S(B^T \otimes I_d)$$

(31)

since $[a][b]_x = ba^T - ab^TI_d$ for all $a, b \in \mathbb{R}^3$, which implies that $[u_{ij}]_{x}[u_{ij}]_x = I_d - u_{ij}u_{ij}^T = \Gamma_{u_{ij}}$ (recall that $\|u_{ij}\| = 1$ by construction). Note that the matrix in Equation (31) is the coefficient matrix of the normal equations associated with (28). This implies that (in the presence of noise) the least-squares solution associated with (28) coincides with the spectral solution proposed in [30], as observed also in [21].

2.2 Generic Rigidity

According to the above results, given a point formation $F_p$, it can be established (by checking the rank of the parallel rigidity matrix) if it is uniquely determined by its graph and directions. If it is not so, the cause can be the structure of the graph or the actual coordinates of the points, i.e., there can be algebraic dependencies among the coordinates that make the rank drop. How can we predict the rigidity of the problem based on the structure of the graph (and dimension $d$) only? This issue is addressed in the present section, where the concept of generic parallel rigidity is introduced. This property does not depend on the specific coordinates of a point formation, but it predicts the rigidity of almost all the point formations from the nodes and their incidences, i.e., from the underlying graph.

Definition 5. A set $\mathcal{A} = \{\alpha_1, \ldots, \alpha_k\}$ of distinct real numbers is called algebraically dependent if there exists a non-zero polynomial $h$ with integer coefficients such that $h(\alpha_1, \ldots, \alpha_k) = 0$. Otherwise it is called generic.

A set $\mathcal{P} = \{p_1, \ldots, p_d\}$ of points in $\mathbb{R}^d$ is called generic if its $dn$ coordinates are generic. Note that if the set contains less than $d + 1$ points, then there are always algebraic dependencies among the coordinates, since the points are contained in a hyperplane of $\mathbb{R}^d$. In such a situation the generic property is checked in lower dimensions (namely $d - 1$ if there are $d$ points, and so on). It can be shown that the set of generic $\mathcal{P}$s forms an open dense subset of $\mathbb{R}^{dn}$ [12]. Note that, with reference to the structure-from-motion application, a camera that is moving along a straight line is not considered generic by this theory (if the points in the scene are not considered).

Definition 6. A graph $\mathcal{G} = (V, E)$ is called generically parallel rigid in $d$-space if $F_p = (\mathcal{P}, E)$ is parallel rigid for a generic $\mathcal{P}$. Otherwise it is called generically flexible.

Due to Theorem 1, we can equivalently say that a graph $\mathcal{G} = (V, E)$ is generically parallel rigid if and only if rank($R_{F_p}$) = $dn - (d + 1)$, where $R_{F_p}$ is constructed using a generic point formation $F_p$. It can be shown that rank($R_{F_p}$) is independent of the coordinates of the chosen point formation (assuming that it is generic) and it depends only on the underlying graph and dimension $d$ [16], hence Definition 6 is well-posed. Due to Proposition 1, we can equivalently say that a graph $\mathcal{G} = (V, E)$ is generically parallel rigid if $F_p = (\mathcal{P}, E)$ is globally parallel rigid for a generic $\mathcal{P}$.

Figure 4a shows a generically parallel rigid graph. It is easy to see that, given a point formation with generic coordinates, all the possible transformations that keep the corresponding edges parallel are translations and dilations, thus the underlying graph is parallel rigid in $d$-space. Note that the rigidity of $\mathcal{G}$ does not imply that all the point formations defined on $\mathcal{G}$ are parallel rigid. If there are algebraic dependencies among the coordinates (e.g., all the nodes lie on a common line) then the rank of the parallel rigidity matrix drop, resulting in a flexible point formation. The rigidity of $\mathcal{G}$ implies that all the generic point formations are parallel rigid, and hence, since generic formations are dense in $\mathbb{R}^{dn}$, it implies that almost all the formations defined on $\mathcal{G}$ are parallel rigid in $d$-space. Figure 4b shows a generically flexible graph $\mathcal{G} = (V, E)$. It is easy to see that, given a point formation with generic coordinates, independent scaling of the edges in the subgraphs $G_1 = (V_1, E_1) = (\{(1, 2, 3), (1, 2), (2, 3), (3, 1)\})$ and $G_2 = (V_2, E_2) = (\{(3, 4, 5), (3, 4), (4, 5), (5, 3)\})$ produces non-trivially parallel point formations, thus the underlying graph is flexible in $d$-space.

Figure 4: Left: generically parallel rigid graph. Right: generically flexible graph.

Note that, if we choose a graph and vary the position of the nodes in $d$-space, the dimension of the solution space of Equation (8) changes. However, a minimum dimension occurs and it clearly depends only on the underlying graph. It can be shown that such minimum is attained when the coordinates of the nodes are generic [16], which is equivalent to say that generic point formations maximize the

1. Note that Figures 2 and 3 represent 2-dimensional point formations, i.e. specific coordinates of nodes in 2-space, whereas Figures 4 and all subsequent figures represent graphs, i.e. only the links matter and the embedding in the plane is merely accidental. To make this difference evident a 2D reference frame is drawn where appropriate.
rank of the parallel rigidity matrix. Recall that \(\text{rank}(R_{G_p})\) is constant for any generic \(G_p\). Thus we get the following algebraic characterization of generic parallel rigidity.

**Theorem 2** ([16]). A graph \(G = (V, E)\) is generically parallel rigid in \(d\)-space if and only if
\[
\max_{p \in \mathbb{R}^{d}} \text{rank}(R_{G_p}) = d n - (d + 1). \tag{32}
\]

Theorem 2 gives rise to a randomized test for checking generic parallel rigidity [19], where a parallel rigidity matrix is built from a point formation randomly sampled from i.i.d. Gaussian distribution. This test correctly establishes the generic rigidity of \(G\) with probability 1 with a time complexity of \(O(m)\), with \(m = |E|\).

Note that, if \(G\) is generically parallel rigid, then adding edges between existing nodes keeps the graph rigid, since it corresponds to include dependent equations in (8). If removing an edge results in a flexible graph, then \(G = (V, E)\) is called minimally parallel rigid in \(d\)-space, i.e. it is generically parallel rigid with minimum number of constraints. See [15] for techniques to generate minimally rigid graphs in 2-space and in 3-space.

We now list some combinatorial characterizations of generic parallel rigidity.

**Theorem 3** (Laman’s condition [11]). A graph \(G = (V, E)\) is generically parallel rigid in \(d\)-space if and only if there exists a subset \(E' \subseteq (d - 1)E\), where \((d - 1)E\) denotes the set consisting of \(d - 1\) copies of the edges in \(E\), such that the following conditions are satisfied:

1. \(|E'| = dn - (d + 1);\)
2. \(\forall E'' \subseteq E', E'' \neq \emptyset: |E''| \leq d|V''| - (d + 1)\), where \(V''\) denotes the set of vertices that are endpoints of the edges in \(E''\).

**Corollary 1** ([10]). A graph \(G = (V, E)\) is generically parallel rigid in \(d\)-space if and only if for any partition \(\{E^1, E^2, \ldots, E^h\}\) of \(E\) it holds
\[
\sum_{i=1}^{h} (d|V^i| - (d + 1)) \geq dn - (d + 1). \tag{33}
\]

The conditions in Theorem 3 translate into combinatorial methods for testing generic parallel rigidity, e.g. methods based on the pebble game [38] with a time complexity of \(O(n^2)\). Note that if \(E\) satisfies \((d - 1)|E| < dn - (d + 1)\) then, even if we take \(E' = (d - 1)E\), Condition 1 in Theorem 3 will not be fulfilled. Thus we have the following necessary condition for a graph \(G\) to be generically parallel rigid
\[
(d - 1)m \geq dn - (d + 1) \tag{34}
\]
which essentially states that \(G\) needs to have a sufficient number of edges.

Let us consider the examples provided in Figure 4. The graph in Figure 4a is generically parallel rigid in 2-space, since \(E' = \hat{E}\) satisfies the conditions in Theorem 3, whereas the graph in Figure 4b is generically flexible in 2-space, since the necessary condition (34) is not satisfied. Note that in the \(d = 2\) case the set \(E'\) satisfying the conditions in Theorem 3 (if it exists) is simply a subset of the edge set \(E\). We now consider the \(d = 3\) case. As for Figure 4a, it is easy to see that \(E' = E \cup \{(1, 2), (2, 4), (4, 1)\} \subseteq 2E\) satisfies the conditions in Theorem 3. As for Figure 4b, since \(|2E| = 12\), there exists a set \(E'\) satisfying Condition 1, i.e. \(|E'| = 11\), only if \(E' = 2E\{e\}\) for some \(e \in E\). However, in this case \(E'\) has a subset \(E''\) consisting of two copies of each of the three edges in a triangle graph, which violates Condition 2.

The following result derives from the equivalence between the count in Theorem 3 and a \((d + 1)Td\) decomposition of \(E'\) [39], i.e. a decomposition of \(E'\) into \(d + 1\) edge-disjoint trees where each vertex is contained in \(d\) trees. See Appendix A for the definition of tree.

**Theorem 4** ([11]). A graph \(G = (V, E)\) is generically parallel rigid in \(d\)-space if and only if there exists a subset \(E' \subseteq (d - 1)E\) such that \(E'\) can be decomposed into \(d + 1\) edge-disjoint trees, where each vertex is contained in exactly \(d\) trees, and for any subgraph \(E'' \subseteq E', E'' \neq \emptyset\), the set of trees induced by \(E''\) has cardinality at least \(d + 1\).

Note that Theorems 3 and 4 do not involve the whole graph \(G = (V, E)\), but the existence of a subset \(E' \subseteq (d - 1)E\) with certain properties. As observed in [10], [11], such a subset corresponds to \(dn - (d + 1)\) linearly independent rows of the parallel rigidity matrix, whose existence is equivalent to \(\text{rank}(R_{G_p}) = dn - (d + 1)\).

The following proposition, which exploits Laman’s condition, establishes the relation between generic rigidity in \(d\)-space and in \((d + 1)\)-space. In particular, we get that all the graphs which are generically parallel rigid in \(\mathbb{R}^2\) are also rigid in \(\mathbb{R}^d\) for any \(d \geq 3\).

**Proposition 2.** If a graph \(G = (V, E)\) is generically parallel rigid in \(d\)-space, then it is generically parallel rigid in \((d + 1)\)-space.

Proof. Since \(G = (V, E)\) is generically parallel rigid in \(d\)-space, by virtue of Theorem 3, there exists a subset \(E' \subseteq (d - 1)E\) such that
\[
|E'| = dn - (d + 1) \tag{35}
\]
\[
\forall E'' \subseteq E', E'' \neq \emptyset: |E''| \leq d|V''| - (d + 1). \tag{36}
\]
Note that \(G\) is connected, otherwise a non-trivial parallel drawing can be found from independent scaling and/or translation of each connected component, which contradicts the assumption. In order to prove that \(G\) is generically parallel rigid in \((d + 1)\)-space, we have to find a set \(\tilde{E'} \subseteq dE\) satisfying the following conditions
\[
|\tilde{E'}| = (d + 1)n - (d + 2) \tag{37}
\]
\[
\forall \tilde{E''} \subseteq \tilde{E'}, \tilde{E''} \neq \emptyset: |\tilde{E''}| \leq (d + 1)|V''| - (d + 2). \tag{38}
\]
Let us define \(\tilde{E'} := E' \cup T\), where \(T\) is any arbitrary spanning tree of \(G\), which is well defined since \(G\) is connected (see Appendix A). Note that \(\tilde{E'}\) is contained in the set consisting of \(d - 1\) copies of the edges of \(E\), whereas \(T\) is contained in \(E\), thus their union is contained in the set consisting of \(d\) copies of the edges of \(E\). Using Equation (35) and \(|T| = n - 1\) we get\[
|\tilde{E'}| = |E'| + |T| = dn - (d + 1) + (n - 1) = (d + 1)n - (d + 2)
\]
and hence Equation (37) is satisfied. We now prove that Equation (38) holds. Let \(\tilde{E''} \subseteq \tilde{E'}\) with \(\tilde{E''} \neq \emptyset\). We can write \(\tilde{E''} = E'' \cup T''\) where \(E'' \subseteq E'\) and \(T'' \subseteq T\). Note that \(T''\) is not necessarily a tree, but it will be a disjoint union of trees (i.e.
Let \( R \) be the parallel lines. A different approach is followed in [22] where the rigidity matrix and cast the problem to identifying sets of components of flexible graphs are presented in [21], [22].

In ported in Figure 4b can be partitioned into two maximal largest number of nodes. is called the rigid components sharing (at least) one edge is also rigid, \( d \) is generically parallel rigid in \( \mathbb{R}^n \)–space. Clearly, the union of \( d \) rigid components containing node \( i \) is parallel rigid if \( d \) is not a subset of any other rigid component. A maximal rigid component is called the largest maximal rigid component if it has the largest number of nodes.

**Theorem 5 ([21]).** The set of all maximal rigid components of a graph \( G = (V, E) \) in \( d \)-space induces a partition of the edge set \( E \).

For instance, the edge set of the (flexible) graph reported in Figure 4b can be partitioned into two maximal rigid components, namely \( E_1 = \{(1, 2), (2, 3), (3, 1)\} \) and \( E_2 = \{(3, 4), (4, 5), (5, 3)\} \). Note that these components share one vertex.

Polynomial-time algorithms for finding maximal rigid components of flexible graphs are presented in [21], [22]. The authors of [21] analyze the null-space of the parallel rigidity matrix and cast the problem to identifying sets of parallel lines. A different approach is followed in [22] where rigid components are first identified among known rigid graphs of small size, and then they are grouped using a reduction to a maximum flow problem.

We briefly review here the algorithm introduced in [21]. Let \( R_{\mathcal{F}_p} \) be the parallel rigidity matrix associated with a generic point formation \( \mathcal{F}_p \) and let \( N \in \mathbb{R}^{d \times n} \) be a matrix whose columns span the null-space of \( R_{\mathcal{F}_p} \), where

\[
k = \dim(\ker(R_{\mathcal{F}_p})) > d + 1.
\]

Equivalently, the matrices in Equations (19) or (22) could be used in place of \( R_{\mathcal{F}_p} \), as explained in Section 2.1.1. The null-space matrix \( N \) can be partitioned into blocks as

\[
N = \begin{bmatrix}
M_1 \\
\vdots \\
M_{i-1} \\
M_i \\
\vdots \\
M_n
\end{bmatrix}
\]

where \( M_i \in \mathbb{R}^{d \times k} \) denotes the \( i \)-th set of \( d \) rows of \( N \) corresponding to node \( i \).

**Theorem 6 ([21]).** Let us fix a node \( i \) and consider the modified null-space matrix

\[
N^i = \begin{bmatrix}
M_1 - M_i \\
0 \\
\vdots \\
M_n - M_i
\end{bmatrix}
\]

Nodes \( j \) and \( h \) (with \( j \neq i \) and \( h \neq i \)) are part of a maximal rigid component with node \( i \) if and only if the \( d \) rows of \( N^i \) corresponding to node \( j \) are parallel to the corresponding rows for node \( h \).

Theorem 6 implies that we can find the vertex sets (and hence the corresponding edge sets) of all maximal rigid components containing node \( i \) by identifying sets of parallel rows in \( N^i \), where, as suggested in [21], the cosine similarity can be used to check if two vectors are parallel. By repeating this procedure for each node, the flexible graph \( \mathcal{G} \) is decomposed into maximal rigid components, with a total cost of \( O(kn^3) \), as explained in [21].

### 3 Edge-based Parallel Rigidity

In this section we describe an equivalent formulation of parallel rigidity, which is called the edge-based formulation, since it reasons in terms of edge lengths rather than node positions. It provides a more intuitive way to look at rigidity, since the problem is expressed in terms of cycles in the graph. This formulation is based on some recent works [14], [20], [22].

#### 3.1 Rigidity of a Point Formation

Let \( \mathcal{F}_p \) be a point formation in \( d \)-space and let \( \alpha_{ij} \in \mathbb{R}^+ \) denote the length of \( p_j - p_i \) for \( (i, j) \in E \), namely

\[
\alpha_{ij} = \|p_j - p_i\|.
\]

The inter-nodal distances \( \alpha_{ij} \) are called the epipolar scales in [14], with reference to the structure-from-motion application, and edge scales in [20]. Alternatively, given a point formation \( \mathcal{F}_p \) and its measurement function, i.e. its set of directions \( \{u_{ij}\} \), we can define the length of edge \( (i, j) \) as the positive real number \( \alpha_{ij} \) such that Equation (2) holds, i.e. \( p_j - p_i = \alpha_{ij}u_{ij} \). This general definition can also take into account the fact that a direction \( u_{ij} \) may be measured with the wrong sign, in which case the corresponding \( \alpha_{ij} \) is negative in order to fulfill Equation (2).

We now show how parallel rigidity can be restated in terms of edge lengths.

**Proposition 3 ([20]).** A point formation \( \mathcal{F}_p \) is parallel rigid if and only if for any parallel point formation \( \mathcal{F}_q \) it holds

\[
q_j - q_i = s(p_j - p_i) \quad \forall (i, j) \in E
\]

assuming that \( \mathcal{G} = (V, E) \) is connected, where \( s \) does not depend on the individual \((i, j)\) pair.

**Proof.** In one direction: if \( \mathcal{F}_p \) is parallel rigid then – by definition – any parallel drawing \( \mathcal{F}_q \) satisfies \( q_i = sp_i + t \) with
Proposition 5

A set of edges satisfying Equation (43) is called an interdependent edge set in [20]. Note that, according to Equation (5), the parallelism of $F_p$ and $F_q$ rewrites $q_i - q_j = s_{ij}(p_j - p_i)$ for some scales $s_{ij} \in \mathbb{R}$, while parallel rigidity — as expressed by Equation (43) — means that such scales are all equal, i.e. $s_{ij} = s \in \mathbb{R}$ for all $(i, j) \in \mathcal{E}$.

Proposition 4. A point formation $F_p$ is parallel rigid if and only if its lengths are exactly determined (up to a global scale) by its graph and measurement function, assuming that the underlying graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is connected.

Proof. In one direction: if $F_p$ is parallel rigid then, due to (43), any parallel drawing $F_q$ satisfies $|q_i - q_j| = |s| \cdot |p_j - p_i|$ for all $(i, j) \in \mathcal{E}$, i.e. the lengths of $F_q$ coincide (up to a global scale) with those of $F_p$. Recall that parallel point formations have the same measurement function and vice-versa, hence we get the thesis. In the opposite direction: by definition, the lengths of $F_p$ satisfy (2), which is equivalent to Equation (4). If we assume that the graph is connected then rank$(\mathcal{B}) = n - 1$ (see Appendix A) and hence, using (92), rank$(\mathcal{B}^t \otimes I_d) = dn - d$, where the rank deficiency corresponds to the translation ambiguity. In other words, Equation (4) admits a unique solution (up to translation) for fixed lengths, i.e. $F_p$ is uniquely determined (up to translation) by its graph and measurement function. Combining this observation with the assumption, we get that $F_p$ is uniquely determined (up to translation and scale) by its graph and directions, i.e. it is globally parallel rigid (and hence parallel rigid).

In simple words, Proposition 4 states that we cannot change the inter-nodal distances of a parallel-rigid point formation independently since, by fixing the length of an edge, we also constrain the length of the remaining edges.

We aim at deriving an algebraic characterization of parallel rigidity in terms of edge lengths, thus we require a linear system having the sole lengths as unknowns. Such system is reported in the following proposition and it involves suitable circuits in $\mathcal{G}$ (see Appendix A for the definition of circuit).

Proposition 5 ([22]). Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be a connected graph and let $\mathcal{T}$ be a spanning tree of $\mathcal{G}$. For any $e \in \mathcal{E}\setminus\mathcal{T}$ let $\mathcal{C}_e \in \{-1, 0, 1\}^m$ denote the circuit obtained by adding $e$ to $\mathcal{T}$, and let $\mathcal{C}_e^+ \ (\mathcal{C}_e^-)$ denote the forward (backward) edges in $\mathcal{C}_e$. Let $\{u_{ij}\}$ be a set of directions defined on $\mathcal{G}$. A length assignment $\{u_{ij}\}$ is compatible with edge directions $\{u_{ij}\}$, i.e. there exists a point formation $F_p$ on $\mathcal{G}$ with directions $u_{ij}$ and lengths $\alpha_{ij}$, if and only if

$$
\sum_{(i,j) \in \mathcal{C}_e^+} \alpha_{ij} u_{ij} = \sum_{(i,j) \in \mathcal{C}_e^-} \alpha_{ij} u_{ij} = 0 \quad \forall \ e \in \mathcal{E}\setminus\mathcal{T}. 
$$

Proof. Note that Equation (44) can be written as

$$
\sum_{(i,j) \in \mathcal{C}_e} |\alpha_{ij}| u_{ij} = 0 \quad \forall \ e \in \mathcal{E}\setminus\mathcal{T}
$$

where the circuit $\mathcal{C}_e$ is traversed in a cyclic order (clockwise or anti-clockwise), and the (non-zero) entries of $\mathcal{C}_e$ have a sign that indicates whether the corresponding edge is traversed along the direction specified by $u_{ij}$ or not. Equation (45) clearly holds if $\alpha_{ij} = ||p_j - p_i||$ and $u_{ij} = (p_j - p_i)/||p_j - p_i||$ for a point formation $F_p$. To prove the opposite direction, we can compute the position of the nodes using the spanning tree $\mathcal{T}$, i.e. the root is set equal to the zero vector and the coordinates of the other nodes are computed via the relation $p_j = p_i + \alpha_{ij} u_{ij} \iff p_j - p_i = \alpha_{ij} u_{ij}$. Such point formation has directions equal to $u_{ij}$ and lengths equal to $\alpha_{ij}$ for all the edges $e \in \mathcal{T}$ (by construction), and also for all the edges $e \in \mathcal{E}\setminus\mathcal{T}$ (due to Equation (45)).

Note that Proposition 5 is about the existence and not the uniqueness of a point formation. For instance, if $\mathcal{G}$ is a tree (which does not contain circuits) and $\{u_{ij}\}$ is a given set of directions, then any length assignment is valid, whereas any edge beyond the tree introduces additional constraints. Note also that only one direction in the proof of Proposition 5 requires a connected graph, whereas the other holds for any graph (and also for any set of circuits besides the ones associated with a spanning tree, as observed in Remark 5).

The equations in (45) state that the (signed) sum of directions (weighted with the correct lengths) along circuits must be zero, and they are called the compatibility constraints in [14]. Such equations can be expressed in a compact matrix form if all the lengths $\alpha_{ij}$ are collected in a vector $\alpha \in \mathbb{R}^m$ and all the directions $u_{ij}$ are collected in a matrix $U \in \mathbb{R}^{d \times m}$. Specifically, the equations for a single circuit $\mathcal{C}_e$ become

$$
U \text{ diag}(\mathcal{C}_e^T) \alpha = 0
$$

or, equivalently, using the Khatri-Rao product

$$
(\mathcal{C}_e^T \otimes U) \alpha = 0.
$$

If the equations coming from all the circuits induced by $\mathcal{T}$ are stacked, then a system of $d(m - n + 1)$ homogeneous equations is obtained, namely

$$
(C_\mathcal{T} \otimes U) \alpha = 0
$$

where $C_\mathcal{T} \in \{-1, 0, 1\}^{(m-n+1) \times m}$ denotes the cycle matrix associated with the circuits $\mathcal{C}_e$ for $e \in \mathcal{E}\setminus\mathcal{T}$, which indeed form a fundamental cycle basis (see Appendix A).

The following result states that we can use any cycle basis (fundamental or not) in Equation (48).

Proposition 6. Equation (48) is equivalent to

$$
(C \otimes U) \alpha = 0
$$

where $C$ denotes the cycle matrix associated with any cycle basis of $\mathcal{G} = (\mathcal{V}, \mathcal{E})$.

Proof. Let $C_\mathcal{T}$ be the cycle matrix associated with the circuits defined in Proposition 5 and let $C$ be the cycle matrix associated with another cycle basis of $\mathcal{G}$. Since the cycle space of the directed graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is a vector space over
Remark 4. As explained in Appendix A, there are several types of cycle bases for a directed graph $G = (V, E)$ besides the fundamental cycle basis, namely zero-one, integral, and undirected cycle bases. In the proof of Proposition 6 a directed cycle basis is used since it generalizes all of them.

Equation (50) means that if a circuit is a linear combination of the directed cycle basis is used since it generalizes all of them. The uniqueness of the solution is equivalent to assume that such point formation is parallel rigid, as explained in Section 2.1.3, which coincides with assuming that the null-space of $C \oplus U$ is at least 1-dimensional. The following theorem, which is a direct consequence of Proposition 4 and Corollary 2, states such null-space is exactly 1-dimensional if and only if $F_p$ is parallel rigid.

Theorem 7. Let $G = (V, E)$ be a connected graph and let $C$ denote the cycle matrix associated with any cycle basis of $G$. A point formation $F_p$ on $G$ is parallel rigid if and only if

$$\dim(\ker(C \oplus U_p)) = 1$$

or, equivalently, if and only if

$$\rank(C \oplus U_p) = m - 1.$$
### 3.2 Generic Rigidity

We now consider the property of generic rigidity. Due to Theorem 7 we can say that a connected graph \( G = (V, E) \) is generically parallel rigid in \( d \)-space if and only if \( \text{rank}(C \cup U_p) = m - 1 \) or, equivalently, if and only if \( \text{dim} \left( \ker(C \cup U_p) \right) = 1 \), where \( U_p \) is constructed using a generic point formation \( P \) defined on \( G \). Reasoning in the same way as in Section 2.2, we get the following algebraic characterization of generic parallel rigidity in terms of cycles in the graph.

**Theorem 8.** A connected graph \( G = (V, E) \) is generically parallel rigid in \( d \)-space if and only if

\[
\max_{p \in \mathbb{R}^m \setminus \{0\}} \text{rank}(C \cup U_p) = m - 1,
\]

or, equivalently, if and only if

\[
\min_{p \in \mathbb{R}^{m-d}} \text{dim} \left( \ker(C \cup U_p) \right) = 1.
\]

Similarly to the node-based case [19], Theorem 8 can be used to develop a randomized test for checking generic parallel rigidity, where a matrix \( U_p \) is built from a point formation randomly sampled from i.i.d. Gaussian distribution. Theorem 8 gives rise to an algorithm to identify maximal rigid components of flexible graphs [20], where the null-space of \( C \cup U_p \) is computed and sets of parallel lines among the rows are identified. Theoretical results on the topology of maximal rigid components can be found in [41].

The authors of [41] also study the rigidity recovery problem, where the goal is to turn a flexible graph into a rigid one by adding new edges, and they provide both a combinatorial algorithm and a greedy strategy to select which edges to add.

Note that in order to guarantee that Equation (61) holds, the number of rows in \( C \cup U_p \) must be greater than (or equal to) \( m - 1 \), i.e. the following necessary condition must be satisfied

\[
d(m - n + 1) \geq m - 1
\]

which is equivalent to Equation (34).

The formulation of Theorem 8, although equivalent to the node-based one, enables us to prove results involving the topology of the graph, showing, for instance, why triangulated graphs are rigid while graphs with long cycles may lose this property. Let us start by presenting a necessary condition for generic parallel rigidity, namely biconnectivity (see Appendix A for the definition of biconnected graph and related properties). This was also mentioned en-passant in [34].

**Proposition 7.** If a graph \( G = (V, E) \) is generically parallel rigid in \( d \)-space, then it is biconnected.

**Proof.** If \( G = (V, E) \) is not biconnected then it can be partitioned into biconnected components. Let \( b > 1 \) denotes the number of such components and let \( E^1, \ldots, E^b \) denote their edge sets. Since the set of biconnected components induces a partition of the edge set \( E \) and a circuit belongs to only one biconnected component, the matrix \( C \cup U_p \) can be expressed as a block-diagonal matrix (up to a re-ordering of the edges), where each block corresponds to a biconnected component, namely \( C \cup U_p = \text{blockdiag}(G_1, \ldots, G_b) \). Let us assume that all such components are generically parallel rigid, otherwise the thesis is obvious, thus in each component the lengths of a generic point formation are uniquely determined by its graph and directions (up to a global scale), namely \( \text{rank}(G_i) = |E^i| - 1 \). Thus \( \text{rank}(C \cup U_p) = \sum_{i=1}^b (|E^i| - 1) = m - b < m - 1 \), meaning that all such scales cannot be reconciled into a single scale, hence \( G \) is generically flexible.

It is straightforward to see that the necessary condition of Proposition 7 alone is not sufficient: for instance, the graph associated with the point formation in Figure 2a is biconnected and flexible in 2-space. However, Proposition 7 gives a simple condition to detect non-rigid graphs: for instance, it can be established that the graphs reported in Figure 5 are flexible in \( d \)-space.

**Figure 5:** Non biconnected graphs.

Note that if \( G = (V, E) \) is biconnected (and contains at least 3 vertices), then it is bridgeless (see Appendix A), i.e. each edge in \( E \) belongs to (at least) one cycle (and hence one circuit). This implies that if \( G \) is generically parallel rigid in \( d \)-space, then it is bridgeless. This result is not surprising since an edge not belonging to any circuit is not constrained by the other edges, and hence its length can be chosen arbitrarily. Such an edge corresponds to a column of zeros in \( C \), which makes the rank of \( C \cup U_p \) drop. Two examples of graphs with a bridge are reported in Figure 6.

**Figure 6:** Non bridgeless graphs.

We now consider the case where \( G \) consists of a single circuit of length \( \ell \geq 3 \), and show that short circuits are rigid while long circuits are flexible. In this case \( m = n = \ell \), hence Equation (63) rewrites \( \ell \leq d + 1 \), i.e. the following proposition holds.

**Proposition 8** ([14], [20]). A circuit of length \( \ell \geq d + 2 \) is not generically parallel rigid in \( d \)-space.

What happens for circuits of length \( \ell \leq d + 1 \)? It can be shown that such circuits are generically parallel rigid in \( \mathbb{R}^3 \). Figure 7 reports some examples in \( \mathbb{R}^3 \).

**Proposition 9.** A circuit of length \( \ell \leq d + 1 \) is generically parallel rigid in \( d \)-space.
Remark 7. Note that there is a key difference between a circuit of length \( \ell = d + 1 \) and a circuit of length \( \ell \leq d \), which is essential to understand the next section. In the \( \ell = d + 1 \) case, \( C \otimes U_p \) is a \( d \times (d + 1) \) matrix, thus its rank is at most \( d = \ell - 1 \) independently of the directions, i.e. Equation (64) is satisfied even if \( U_p \) is substituted by a random set of \( d + 1 \) directions. On the contrary, in the \( \ell \leq d \) case, if we take a random set of \( \ell \) directions then Equation (64) will not be satisfied.

Propositions 8 and 9 completely characterize the localizability of a graph made of a single circuit (in terms of its length). What happens to graphs made of several circuits? The remainder of this section reports sufficient conditions for parallel rigidity, which give some insights on how to answer such question.

Given a cycle basis for a (connected) graph \( G = (V, E) \), the cycle graph\(^2\) \( G_C \) is defined as follow: each vertex corresponds to a circuit in the basis, and an edge is present between two vertices if and only if the corresponding circuits share (at least) one edge in \( G \). The notion of cycle graph is exploited by the following theorem.

Theorem 9. Let \( G = (V, E) \) be a connected bridgeless graph. Suppose that there exists a cycle basis of \( G \) such that the following conditions are satisfied:

1) each circuit in the basis has length at most \( d + 1 \);
2) the associated cycle graph \( G_C \) is connected.

Then \( G \) is generically parallel rigid in \( d \)-space.

Proof. Each circuit in the basis is generically parallel rigid in \( d \)-space due to Proposition 9. Since the cycle graph is connected by assumption, we can start with any circuit and reach all the others through a path, thus producing a growing rigid subgraph. Specifically, let us consider a node in \( G_C \) (i.e. a circuit) and let us take an edge incident to such node (i.e. a circuit sharing one edge with the first circuit). The union of these circuits is rigid since both of them are rigid and they have one edge in common. We can repeat this line of reasoning considering all the remaining circuits, obtaining a parallel rigid subgraph. Such subgraph coincides with \( G \) itself since \( G \) is bridgeless, and hence each edge in \( E \) belongs to (at least) one circuit in the basis.

Figure 7: Rigidity of circuits in 3-space.

Figure 8: Examples of graphs which satisfy the assumptions in Theorem 9, and hence they are generically parallel rigid in \( d \)-space, with \( d \geq 2 \) (a) and \( d \geq 3 \) (b,c).

Figure 9: Left: cycle basis composed of 3-length circuits for the graph in Figure 8a. Right: cycle graph \( G_C \) associated with such cycle basis.

By means of Theorem 9 it can be established that the graphs in Figure 8 are parallel rigid in \( d \)-space, with \( d \geq 2 \) (Figure 8a) and \( d \geq 3 \) (Figures 8b and 8c). The graph in 8a admits a cycle basis composed of three 3-length circuits, the graph in Figure 8b admits a cycle basis composed of...
three 4-length circuits, and the graph in Figure 8c admits a cycle basis composed of two 3-length circuits, and two 4-length circuits. In all these cases the associated cycle graph is connected. The one associated with Figure 8a is reported in Figure 9.

**Remark 8.** Note that the reverse of Theorem 9 is not true. For instance, the graph reported in Figure 10 is parallel rigid in 3-space but Condition 1 can not be fulfilled. Let us consider the following cycle basis

\[
\begin{align*}
\mathbf{c}_1 &= \begin{bmatrix} 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T \\
\mathbf{c}_2 &= \begin{bmatrix} 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \end{bmatrix}^T \\
\mathbf{c}_3 &= \begin{bmatrix} 1 & 0 & 0 & 0 & -1 & 1 & 1 & 1 \end{bmatrix}^T
\end{align*}
\]  (65)

where the edges are ordered as in

\[U_p = [u_{12} \ u_{26} \ u_{61} \ u_{67} \ u_{73} \ u_{32} \ u_{34} \ u_{45} \ u_{51}] \]  (66)

Note that the associated cycle graph \(\mathcal{G}_C\) is connected. It is easy to see that cycle bases composed of shorter circuits do not exist, thus Condition 1 can not be satisfied. To prove that \(\mathcal{G}\) is generically parallel rigid we consider a generic point formation \(\mathcal{F}_p\) and show that its lengths are uniquely determined by its graph and directions, i.e. Equation (51) admits a unique solution (up to scale). Note that Equation (51) rewrites

\[
\begin{align*}
\left(\begin{array}{c}
\mathbf{c}_1 \odot U_p
\end{array}\right)\begin{bmatrix} \alpha_{12} & \alpha_{26} & \alpha_{61} \end{bmatrix}^T &= 0 \\
\left(\begin{array}{c}
\mathbf{c}_2 \odot U_p
\end{array}\right)\begin{bmatrix} \alpha_{26} & \alpha_{67} & \alpha_{73} & \alpha_{32} \end{bmatrix}^T &= 0 \\
\left(\begin{array}{c}
\mathbf{c}_3 \odot U_p
\end{array}\right)\begin{bmatrix} \alpha_{12} & \alpha_{32} & \alpha_{34} & \alpha_{45} & \alpha_{51} \end{bmatrix}^T &= 0.
\end{align*}
\]  (67)

Instead of solving Equation (67) globally, we follow a sequential approach. Let us start with the 3-length circuit \(\mathbf{c}_1\): its lengths are uniquely determined (up to a global scale) since it is parallel rigid, meaning that, if we arbitrarily fix the value of (e.g.) \(\alpha_{12}\), we can (uniquely) compute the remaining lengths (i.e. \(\alpha_{26}\) and \(\alpha_{61}\)) by solving the first row in Equation (67). Then we use the obtained value of \(\alpha_{26}\) to fix the global scale of the 4-length circuit \(\mathbf{c}_2\) (which is parallel rigid), and (uniquely) solve for the remaining scales (i.e. \(\alpha_{67}\), \(\alpha_{73}\) and \(\alpha_{32}\)) by considering the second row in Equation (67). Note that this is possible since \(\mathbf{c}_1\) and \(\mathbf{c}_3\) share an edge. Finally, we consider the 5-length circuit \(\mathbf{c}_5\), which is flexible (if considered in isolation). However, the key observation is that the values of \(\alpha_{12}\) and \(\alpha_{32}\) have been already computed, thus only three unknowns remain. In other words, the fourth row in Equation (67) becomes equivalent to the compatibility constraint of a 4-length circuit, and hence the remaining lengths (i.e. \(\alpha_{34}\), \(\alpha_{45}\) and \(\alpha_{51}\)) are uniquely determined. In this way we are able to compute all the unknowns up to a single scale, which corresponds to the arbitrary choice of \(\alpha_{12}\), meaning that \(\mathcal{G}\) is parallel rigid.

Note that the sequential approach outlined in Remark 8 heavily depends on the chosen cycle basis and on the order in which circuits are processed. On the contrary, if Equation (67) is solved globally, then any cycle basis can be used, due to Proposition 6.

Remark 8 has pointed out that a long circuit (which is flexible alone) can be part of a larger rigid graph. Indeed, if the compatibility constraint of a flexible circuit is properly combined with those of rigid circuits, it may results in a system with a unique solution (up to scale).

We conclude this section by stating the following result, which is a generalization of Theorem 9.

**Theorem 10.** Let \(\mathcal{G} = (V, \mathcal{E})\) be a connected bridgeless graph. Suppose that the cycles of a cycle basis can be ordered such that the first circuit has length at most \(d+1\), and each of the remaining circuits satisfies one of the following conditions:

1) it has length at most \(d+1\) and it has at least one edge in common with the subgraph induced by the previous ones;
2) it has length at least \(d+2\), and it has at least one edge in common and at most \(d\) edges not in common with the subgraph induced by the previous ones.

Then \(\mathcal{G}\) is generically parallel rigid in \(d\)-space.

**Proof.** Let \(c_1, \ldots, c_r\) denote the circuits in the basis (ordered as in the assumptions) with \(r = m - n + 1\). Note that the cycle graph \(\mathcal{G}_C\) is connected. The first circuit \(c_1\) is parallel rigid in \(d\)-space since it has length at most \(d+1\). Let us consider the second circuit \(c_2\). If Condition 1 is satisfied, then the union of \(c_1\) and \(c_2\) is rigid, since both circuits are rigid and they have (at least) one edge in common. If Condition 2 is satisfied, then we can use the same argument as in Remark 8 and prove that \(c_2\) is equivalent to a circuit of length (at most) \(d+1\) with one edge in common with \(c_1\), hence their union is rigid. Indeed, given a generic point formation \(\mathcal{F}_p\), we can first solve the compatibility constraint associated with \(c_1\), and arbitrarily fix the length of an edge in \(c_1\) in order to fix the global scale, thus all the lengths of \(\mathcal{F}_p\) in \(c_1\) are uniquely determined. Then, thanks to the edges in common with \(c_1\), (at most) \(d\) unknowns remain when considering the compatibility constraint associated with \(c_2\), which can be computed as in a circuit of length (at most) \(d+1\) where one length is fixed. We can repeat this line of reasoning considering the remaining circuits \(c_3, \ldots, c_r\) one after the other, obtaining a growing parallel rigid subgraph. Such subgraph coincides with \(\mathcal{G}\) itself since \(\mathcal{G}\) is bridgeless. \(\square\)

It is easy to see that the graph reported in Figure 10 satisfies the conditions in Theorem 10. Establishing whether such conditions are also necessary is subject of future research.
4 The Parallel Rigidity Index

The results on generic rigidity reported in Sections 2 and 3 are derived considering a generic point formation \( F_p \), which uniquely defines a set of directions (i.e., a measurement function). What happens if the directions, not the coordinates of the points in \( F_p \), are generic? This issue is addressed in [18], where the authors, starting from the edge-based formulation, introduce the concept of parallel rigidity index, which is a property of the graph and dimension \( d \).

Definition 7. The parallel rigidity index \( I_d(G) \) of a connected graph \( G = (V, E) \) in \( d \)-space is defined as

\[
I_d(G) = \min_{U \in \mathbb{R}^{d \times m}} \dim (\ker(C \odot U)).
\]  

(68)

Note that there is an essential difference between the right side in Equation (68) and the left side in Equation (62): the former computes the minimum over all the possible edge directions (contained in \( U \)) whereas the latter computes the minimum over all possible point formations \( F_p \) (which define a matrix \( U_p \)).

Remark 9. An equivalent definition for the parallel rigidity index is the following

\[
I_d(G) = m - \max_{U \in \mathbb{R}^{d \times m}} \text{rank}(C \odot U).
\]  

(69)

We observe that the above equation does not coincide, in general, with \( m - \text{ger}(C \odot U) \), where \( \text{ger}(C \odot U) \) denotes the generic rank [43] of \( C \odot U \), that is the maximal rank that \( C \odot U \) (viewed as a structured matrix) achieves as a function of its arbitrary (non-zero) elements. Indeed, when considering Equation (69), the non-zero entries in \( C \odot U \) are not arbitrary at all: for instance, if an edge \((i, j)\) belongs to more than one circuit in \( C \), then multiple copies of \( u_{i,j} \) appear in \( C \odot U \), one for each circuit. It is easy to see that

\[
I_d(G) \geq m - \text{ger}(C \odot U). 
\]  

(70)

The generic rank has also a combinatorial description [43], namely it is equal to the maximum number of edges of any matching of a bipartite graph constructed as follows: nodes correspond to rows/columns of the matrix, and edges correspond to its non-zero entries. Establishing under which conditions (if any) equality holds in (70) is left to future research.

It can be shown that the minimum in Equation (68) is attained for generic directions [18], where a set of directions is called generic if its \( d_n \) coordinates are not algebraically dependent. Thus we can rewrite the parallel rigidity index as

\[
I_d(G) = \dim (\ker(C \odot U)), \text{ or, equivalently,}
\]

\[
I_d(G) = m - \text{rank}(C \odot U)
\]  

(71)

where \( U \) is a \( d \times m \) matrix containing generic directions in its columns. This suggests a randomized procedure to compute the parallel rigidity index, where a matrix \( U \) is built from a set of directions sampled at random on the sphere in \( d \)-space, similarly to the randomized test for parallel rigidity proposed in [19].

As observed in Section 3, a point formation \( F_p \) satisfies Equation (51), i.e., the null-space of \( C \odot U_p \) is at least 1-dimensional. On the contrary, if we consider generic directions we cannot expect to find a non-trivial solution to \((C \odot U) \alpha = 0\) for any graph \( G \), i.e., it may happen that a point formation on \( G \) with such directions does not exist. In other words, the parallel rigidity index \( I_d(G) \) can be equal to zero, which means that the only length assignment compatible with a generic set of \( m \) directions is \( \alpha = 0 \), i.e., all the nodes collapse into one point in \( \mathbb{R}^d \). \( I_d(G) = 1 \) means that there exists a unique (up to scale) length assignment \( \alpha \neq 0 \) compatible with a generic set of directions, i.e., for any set of directions in \( \mathbb{R}^d \) (with coordinates not algebraically dependent) there exists a unique (up to translation and scale) point formation \( F_p \) on \( G \) (such that not all the nodes are coincident) having such directions as measurement function. \( I_d(G) \geq 2 \) means that there exists a point formation \( F_p \) on \( G \) compatible with a generic set of directions, but it is not unique (up to translation and scale), i.e., there are additional degrees of freedom.

Using the definition, we can easily compute the parallel rigidity index of a graph \( G \) consisting of a single circuit of length \( \ell \geq 3 \). The difference between the \( \ell = d \) case and the \( \ell = d + 1 \) case has been already observed in Remark 7.

Proposition 10. Let \( G \) be a circuit of length \( \ell \).

- If \( \ell \leq d \) then \( I_d(G) = 0 \);
- If \( \ell = d + 1 \) then \( I_d(G) = 1 \);
- If \( \ell \geq d + 2 \) then \( I_d(G) = \ell - d \geq 2 \).

Proof. If \( G \) is a circuit of length \( \ell \), then \( m = \ell \) and \( C \odot U \) is a \( d \times \ell \) matrix containing any (generic) direction in each column. Thus \( C \odot U \) has full rank and, using (71), we get \( I_d(G) = \ell - \min\{d, \ell\} \).

Using Proposition 10, we get that \( I_d(G) = 0 \) for the graph in Figure 7a, \( I_d(G) = 1 \) for the graph in Figure 7b, \( I_d(G) = 2 \) for the graph in Figure 7c, and \( I_d(G) = 3 \) for the graph in Figure 7d.

The following result provides a combinatorial characterization of the parallel rigidity index of a connected graph.

Theorem 11 ([18]). The parallel rigidity index \( I_d(G) \) of a connected graph \( G = (V, E) \) in \( d \)-space is equal to the minimal size of the intersection of \( d \) spanning trees of \( G \).

Corollary 3. Let \( G = (V, E) \) be a connected graph, let \( n_b \) denotes the number of bridges, and let \( G^1, \ldots, G^{n_b} \) denote the connected components obtained after removing all the bridges from \( G \). Then

\[
I_d(G) = n_b + \sum_{i=1}^{n_b} I_d(G^i). 
\]  

(72)

Proof. Note that, if \( G \) has a bridge, then this bridge belongs to any spanning tree of \( G \). Recall that the removal of a bridge disconnects the graph, and hence it can be partitioned into connected components. Thus any minimal intersection of \( d \) spanning trees of \( G \) is the union of all the bridges and a minimal intersection of \( d \) spanning trees for each connected component.

According to Theorem 11, the parallel rigidity index can be computed by first counting the edges in common between \( d \) (distinct) spanning trees, and then taking the minimum over all the possible choices of such spanning trees. In this way it can be established, for instance, that...
4.1 Which rigidity for error compensation?

Let us now come back to the network localization problem. As explained in Remark 6, given a set of directions \(\{u_{ij}\}\) and a graph \(G = (V, E)\), the unknown node locations \(p_i \in \mathbb{R}^d\) can be recovered via a two-step procedure: first, the unknown lengths \(\alpha_{ij}\) are computed by solving system (51); then, the unknown node locations are derived as the solution of Equation (4). Other methods can also be found in the literature, which refer to the node-based formulation (e.g. [30], [32]).

Let us consider the noiseless case where \(u_{ij} = (p_j - p_i)/\|p_j - p_i\|\), with \(p\) generic. In this scenario the graph is required to be generically parallel rigid in \(d\)-space, in order to guarantee that Equation (51) has a unique solution (up to scale), and hence the network localization problem, i.e. Equation (4), admits a unique solution (up to translation and scale).

Suppose now that measurements are noisy (as it is always the case in practice), i.e. \(u_{ij} \approx (p_j - p_i)/\|p_j - p_i\|\). In this case, besides parallel rigidity, one has a further requirement, which is related to error compensation. In particular, one wants to exclude graphs that, by virtue of their structure, always yield an exact solution to the network localization problem regardless of the direction measures. This analysis cannot be performed within the generic rigidity framework, for it is based on generic point formations (which always yield exact directions), but the parallel rigidity index is required, which relies on generic directions.

A matter of fact, the graphs which, due to their structure, satisfy \(\ker(C \circ U) = 1\) for any (generic) \(U\) are all those and only those with \(I_d(G) = 1\), thus there exists an exact solution to Equation (51) in the presence of noise and/or outliers. On the contrary, \(I_d(G) = 0\) means that \(\ker(C \circ U) = 0\) and no exact solution to Equation (51) exists (apart from the trivial solution \(\alpha = 0\)), as one expects in a noisy case.

We conclude that: among all the graphs which are generically parallel rigid in \(d\)-space, only the ones with \(I_d(G) = 0\) are amenable to error compensation. They correspond to the upper right corner of Figure 11.

A similar analysis is performed in [44] for distance-based localization, where the authors define two rigidity indexes that permit them to identify graphs with better capacity than others to recover node locations in the presence of noise.

5 Relation to Structure from Motion

As observed also in [19], a relevant topic in Computer Vision which is closely related to bearing-based network localization is structure from motion [5], that is the problem of recovering both the structure of the scene (i.e. 3D coordinates of scene points) and camera motion (i.e. angular attitudes and positions of the cameras), given a collection of images.

A paradigm which is receiving a growing attention in the community is represented by synchronization [40] or averaging [46] methods (e.g. [32], [33], [45], [47], [48], [49]), where the motion part is decoupled from structure and solved first. These method are usually faster and less memory-demanding than sequential and hierarchical methods (e.g. [50], [51], [52], [53], [54]), and they ensure a fair distribution of the errors among the cameras, being global.

As for the motion task, most of these techniques first estimate the angular attitudes of the cameras and then recover their positions, starting from relative motions derived from point correspondences. We are concerned here with the second step only, namely computing camera positions.
Owing to the depth-speed ambiguity, such relative motions are not fully specified: only the direction of relative displacements between pairs of cameras can be measured, for the magnitude is unknown. This means that camera positions are computed from pairwise directions, and this is an instance of bearing-based network localization in 3-space, where sensors are the cameras. In this case \( G = (V, E) \) is known as the epipolar graph [14], [34] or the viewing graph [55], and several approaches can be found in the literature to build it, e.g. [56], [57], [58].

There is a wealth of available approaches in structure from motion literature to recover camera positions, including linear least squares [32], [40], [42], spectral decomposition [30], \( \ell_2 \)-minimization [34], Riemannian gradient descent [35], the Levenberg-Marquardt algorithm [33], [45], semi-definite programming [19], quadratic programming [36], and the alternating direction method of multipliers [37]. See the survey in [5] for a detailed description of such techniques. However, if bearing-based network localization is ill-posed, then any method will fail to produce a solution. The presence of ill-posed instances in practical scenarios (e.g., the case where the viewing graph is not connected or all the constraints on a node are collinear) is also pointed out in [30] as a “problem pathology”. Thus it is important to study the localizability of the problem before solving structure from motion. This is also observed in [19], [36] where the largest rigid component of the epipolar graph is extracted before computing camera positions (using the algorithm described in [21], which is reviewed in Section 2.2.1), which is considered a mandatory part of a global structure-from-motion pipeline.

We report some examples of graphs encountered in real scenarios, which are widely used in structure from motion literature. We consider the Arts Quad dataset [33], which contains 6514 images\(^3\) of the Arts Quad at Cornell University, and the 1DSfM image collections [45], which contain a number of medium-scale to large-scale Internet datasets\(^4\). For each dataset, estimates of relative motions between camera pairs are provided, which define an epipolar graph. This graph, however, is not connected in the case of the Arts Quad dataset, thus the largest connected component is considered only, which corresponds to a subset of 5530 nodes and 222044 edges, as detailed in [49]. Note that these edges represent only \(2\%\) of the edges in the complete graph. Table 1 reports this percentage for each dataset, which gives an idea on the sparsity of these graphs.

![Figure 12: Graphs corresponding to the Arts Quad dataset [33] and the 1DSfM datasets [45]. The grey circle represents the largest rigid component. Edges not belonging to the largest rigid component are drawn in blue. Nodes which are endpoint of such edges are drawn in red if they belong to the largest rigid component or green if they do not belong to the largest rigid component. All of the remaining nodes/edges are not reported.](image-url)

Table 1: Several statistics are reported for the Arts Quad dataset [33] and the 1DSfM datasets [45]: number of images \(n\); percentage of edges; number of articulation points; number of bridges; number of nodes \(\bar{n}\) and number of edges \(\bar{m}\) that do not belong to the largest rigid component; parallel rigidity index of the largest rigid component \(Z_3(G')\).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(n)</th>
<th>% edges</th>
<th>rigid articulation</th>
<th>bridges</th>
<th>(\bar{n})</th>
<th>(\bar{m})</th>
<th>(Z_3(G'))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts Quad</td>
<td>5530</td>
<td>2</td>
<td>30</td>
<td>10</td>
<td>70</td>
<td>115</td>
<td>0</td>
</tr>
<tr>
<td>Piccadilly</td>
<td>2508</td>
<td>10</td>
<td>99</td>
<td>62</td>
<td>62</td>
<td>62</td>
<td>0</td>
</tr>
<tr>
<td>Roman Forum</td>
<td>1134</td>
<td>11</td>
<td>28</td>
<td>28</td>
<td>32</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>Union Square</td>
<td>930</td>
<td>6</td>
<td>60</td>
<td>68</td>
<td>67</td>
<td>83</td>
<td>0</td>
</tr>
<tr>
<td>Vienna Cathedral</td>
<td>918</td>
<td>25</td>
<td>19</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>Alamo</td>
<td>627</td>
<td>50</td>
<td>17</td>
<td>19</td>
<td>21</td>
<td>22</td>
<td>0</td>
</tr>
<tr>
<td>Notre Dame</td>
<td>553</td>
<td>64</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Tower of London</td>
<td>508</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>Montreal N. Dame</td>
<td>474</td>
<td>47</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Yorkminster</td>
<td>458</td>
<td>26</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Madrid Metropolis</td>
<td>394</td>
<td>31</td>
<td>17</td>
<td>15</td>
<td>24</td>
<td>29</td>
<td>0</td>
</tr>
<tr>
<td>NYC Library</td>
<td>376</td>
<td>29</td>
<td>17</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>Piazza del Popolo</td>
<td>354</td>
<td>40</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Ellis Island</td>
<td>247</td>
<td>67</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

For each dataset, generic parallel rigidity is checked using the randomized test proposed in [19], which computes the rank of the parallel rigidity matrix constructed from a randomly sampled point formation. Note that, as explained in the previous sections, other formulations could be used, such as the equations reported in Section 2.1.1 or the edge-based approach, since they are all equivalent. In the case where a graph is not generically parallel rigid, the largest rigid component \(G' \subseteq G\) is extracted using the algorithm reviewed in Section 2.2.1, as implemented by the authors of [19].

Table 1 reports the outcome of checking parallel rigid-
ity and, in case of a negative answer, the number of nodes/edges that do not belong to the largest rigid component. The number of articulation points and bridges are also reported, which are found by manual inspection. It is worth noting that only the graph associated with the Notre Dame dataset is generically parallel rigid in 3-space, whereas all of the others are flexible. In particular, the latter exhibit articulation points and bridges, thus they do not satisfy the necessary condition in Proposition 7. Recall that, as a consequence of Corollary 3, the parallel rigidity index of a graph is greater than (or equal to) the number of bridges, thus \( I^p(G) \geq 7 \) for all the considered datasets except Notre Dame, i.e., the corresponding graphs lie in the bottom (orange) part of Figure 11.

Figure 12 shows a visual representation of the graphs corresponding to four datasets. Due to the inherent difficulty in representing graphs with a high number of nodes, we report a simplified representation where only the edges outside the largest rigid component are drawn. Let us analyse, for instance, the Arts Quad graph reported in Figure 12d: there are 10 bridges and 30 articulation points which make the graph flexible. In particular, 8 bridges correspond to the situation where one camera is linked to just one other camera; 5 articulation points do not belong to the largest rigid component; 25 articulation points belong to the largest rigid component and they link such component to subgraphs of various sizes, including 10 cycles of length 3.

Table 1 also reports the parallel rigidity index of the largest rigid component of each graph, which is computed using formula (71) with a randomly sampled set of directions. In the case of the Notre Dame dataset, such value coincides with the parallel rigidity index of the initial graph since it is parallel rigid, i.e. \( G' = G \). All of the datasets, restricted to the largest rigid component – which is where the localization problem should be solved – have zero index, thus they provide good graphs for bearing-based localization (in the sense of Section 4.1). In the case of the Notre Dame dataset, this property is satisfied by itself, namely the initial graph lies in the upper-right corner of Figure 11.

### 6 Conclusion

In this paper we considered the localizability problem of a sensor network in 3-space constrained with direction measures, which is studied under the name of parallel rigidity, where global structure from motion is one application in the society of Computer Vision. We provided a unifying view of such a problem: first, we reviewed the node-based formulation of parallel rigidity; then, we described the edge-based formulation, which is equivalent to the node-based one; finally, we suggested how the parallel rigidity index permits to identify which graphs promote error compensation in bearing-based network localization.

As concerns possible future work, several directions could be investigated. First, we aim at establishing if the sufficient conditions in Theorem 10 are also necessary, and, in case of a negative answer, we aim at finding a characterization of localizability in terms of a cycle basis (based on the length of its circuits and how they overlap). Secondly, we will explore under which assumptions (if any) the parallel rigidity index can be rewritten in terms of the generic rank of \( C \odot U \). Finally, from the practical perspective, we plan to compare the node-based and edge-based approaches in the presence of noise. In this context, we also aim at studying whether the choice of a particular cycle basis influences the performances of the edge-based localization.
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Appendix A
Results from Graph Theory

In this section we review some useful concepts from graph theory. A complete treatment of this subject can be found in [59], [60], [61].

A graph is a pair $G = (V, E)$ where $V$ is a finite set of vertices and $E$ is a finite set of edges. We use $n$ and $m$ to denote the number of vertices and edges respectively, namely $n = |V|$ and $m = |E|$. A weighted graph is a graph together with a weight function $\omega : E \rightarrow \mathbb{R}^+$. If the graph is unweighted, we set $\omega : E \rightarrow 1$ and call $\omega$ the uniform weight function. An edge occurring more than once is referred to as a multiple edge, and a graph without multiple edges is called simple. An edge of the form $(v, v)$ is called a loop. In an undirected graph, the degree of a vertex $v$ is the number of times that $v$ occurs as an endpoint of an edge. In a directed graph, the outdegree and indegree of a vertex $v$ are the number of times that $v$ occurs as the tail and head of an edge, respectively.

A subgraph $G' = (V', E')$ of $G$ is a graph with $V' \subseteq V$ and $E' \subseteq E$. If $E'$ is a subset of $E$, then $G \setminus E'$ denotes the graph obtained by removing all the edges in $E'$ from $G$. If $V'$ is a subset of $V$, then $G \setminus V'$ denotes the graph obtained by removing all the vertices in $V'$ and their incident edges from $G$. A path from $v$ to $w$ is a subgraph $G' = (V', E')$ with $V' = \{v_0 = v, v_1, \ldots, v_k = w\}$ and $E' = \{(v_0, v_1), (v_1, v_2), \ldots, (v_{k-1}, v_k)\}$. An undirected graph is called connected if there exists a path from each vertex to any other, and a directed graph is called connected if the underlying undirected graph is connected. Any maximal connected subgraph $H$ is called a connected component. A graph is a tree if it is connected and it has $n - 1$ edges. The disjoint union of trees is called a forest. The number of edges in a forest is $n - cc$, where $cc$ denotes the number of connected components in $G$. A subgraph $G'$ of a connected graph $G$ is called a spanning tree if it has the same vertices of $G$ and it is a tree. If $G$ is not connected, any union of spanning trees for each connected component is called a spanning forest.

A connected graph $G$ is called biconnected if it has no articulation points, where a vertex $v \in V$ is an articulation point (or cut vertex) if $G \setminus \{v\}$ is not connected. Any maximal biconnected subgraph is called a biconnected component. Equivalently, a biconnected component is a maximal set of edges such that any two edges in the set lie on a common circuit. It can be shown that biconnected components partition the edges of the graph [62], where a single edge is considered biconnected by definition. However, they may share vertices with each other.

A connected graph $G$ is called bridgeless if it has no bridges, where an edge $e \in E$ is a bridge (or cut edge) if $G \setminus \{e\}$ is not connected. It can be shown (e.g., [59]) that if $G$ is a connected graph on at least 3 vertices and $e$ is a bridge, then $e$ is incident to (at least) one articulation point. In other words, if $G$ is biconnected and contains at least 3 vertices, then it is bridgeless.

A.1 Cycle Bases
Let $K$ be a field. A cycle in a graph $G$ is a vector $c \in K^m$ such that for any vertex $v \in V$ it holds

$$\sum_{e \in \delta_+(v)} [c]_e - \sum_{e \in \delta_-(v)} [c]_e = 0$$

where $\delta_+(v)$ and $\delta_-(v)$ denote the edges leaving and entering $v$, respectively, and $[c]_e$ denotes the component of $c$ indexed by edge $e$. It is shown in [59] that an edge of a connected graph is a bridge if and only if it does not belong to any cycle.

A cycle is simple if $[c]_e \in \{-1, 0, 1\}$ for all $e \in E$, and a simple cycle is a circuit if its support (i.e., the set of edges with $[c]_e \neq 0$) is connected and for any vertex $v \in V$ there are at most two edges in the support incident to $v$. The set of cycles forms a vector space over $K$, which is called the cycle space of $G$, and a cycle basis is a set of circuits forming a basis of such a space. It can be shown [60], [61] that if $G$ is connected the dimension of the cycle space is given by the cyclomatic number

$$\nu = m - n + 1.$$  

If $T$ is a spanning tree of $G$, then adding any edge from $E \setminus T$ generates a circuit [61]. The set of such circuits forms a cycle basis, which is referred to as the fundamental cycle basis. Figure 13 reports one example.

![Figure 13](image)

Figure 13: Left: graph with $n = 5$ nodes and $m = 7$ edges. Right: fundamental cycle basis associated with the spanning tree $T = \{(1, 2), (2, 3), (3, 4), (4, 5)\}$.

Particularly interesting are the cases $K = \mathbb{Q}$ and $K = \mathbb{Z}_2$, which correspond to a directed and undirected graph, respectively. If $K = \mathbb{Q}$, the field of rationals, then the cycle basis is referred to as the directed cycle basis. Directed cycles may use arcs in forward ($[c]_e > 0$) or backward ($[c]_e < 0$) direction. A directed cycle basis $\{e_1, e_2, \ldots, e_\nu\}$ is called a/an

- integral cycle basis if each cycle $c$ of $G$ can be written as an integer linear combination of the circuits in the basis, namely
  $$\exists \lambda_1, \ldots, \lambda_\nu \in \mathbb{Z} : c = \lambda_1 e_1 + \lambda_2 e_2 + \ldots + \lambda_\nu e_\nu;$$
- zero-one cycle basis (or totally unimodular cycle basis) if each cycle $c$ of $G$ can be written as a linear combination with coefficients in $\{-1, 0, +1\}$ of the circuits in the basis, namely
  $$\exists \lambda_1, \ldots, \lambda_\nu \in \{-1, 0, +1\} : c = \lambda_1 e_1 + \lambda_2 e_2 + \ldots + \lambda_\nu e_\nu.$$
classification of cycle bases.

A.2 Matrices associated with graphs

The adjacency matrix $A$ of a graph $G$ is the $n \times n$ matrix whose elements indicate whether pairs of vertices are adjacent or not, namely

$$[A]_{i,j} = \begin{cases} 1 & \text{if } (i, j) \in E \\ 0 & \text{otherwise} \end{cases} \quad (79)$$

If $G$ does not contain loops, then $A$ has zero diagonal. Note that the adjacency matrix is symmetric if the graph is undirected.

Figure 14: Sum of two cycles.

The incidence matrix $B$ of a directed graph $G$ is the $n \times m$ matrix defined by

$$[B]_{k,e} = \begin{cases} 1 & \text{if } k \text{ is the head of edge } e \\ -1 & \text{if } k \text{ is the tail of edge } e \\ 0 & \text{otherwise} \end{cases} \quad (80)$$

The rows of $B$ correspond to vertices and the columns correspond to edges. Note that each column has exactly two non-zero entries, which correspond to the endpoints of the edge associated with that column. The incidence matrix $B$ of an undirected graph $G$ is defined considering a particular orientation of the edges. It is shown in [60] that, if $G$ is connected, then

$$\text{rank}(B) = n - 1 \quad (81)$$

The degree matrix $D$ of an undirected graph $G$ is the $n \times n$ diagonal matrix such that $[D]_{i,i}$ contains the degree of node $i$. Equivalently, it can be defined as

$$D = \text{diag}(A1_{n \times 1}) \quad (82)$$

where $1_{n \times 1}$ denotes a $n \times 1$ matrix filled by ones, thus $A1_{n \times 1}$ is the sum of the rows of $A$. In the case of a directed graph, either the indegree or the outdegree can be used. The Laplacian matrix $L$ is defined as

$$L = D - A \quad (83)$$

It can be checked that, independently of the orientation of the edges, the following equation holds for an undirected graph

$$L = BB^T \quad (84)$$

which implies that $L$ is symmetric and positive semidefinite, and, if the graph is connected, $\text{rank}(L) = \text{rank}(B) = n - 1$.

The notion of adjacency matrix can be extended to the case of a weighted graph, which translates in letting the entries of $A$ to assume non-negative values. Specifically, $[A]_{i,j}$ contains the weight of edge $(i, j)$, and $[A]_{i,j} = 0$ still indicates that $(i, j) \notin E$. In this case Equations (82) and (83) still make sense, which define the degree matrix and Laplacian matrix of a weighted graph, respectively.

The cycle matrix $C$ corresponding to a cycle basis of a connected graph $G$ is the $(m - n + 1) \times m$ matrix having the incidence vectors of the circuits in the basis in its rows. Note that the cycle matrix has columns of zeros in correspondence of bridges (if they exist). The following equation [60], [63] expresses the relation between the cycle matrix and the incidence matrix

$$CB^T = 0 \quad (85)$$

Appendix B

Kronecker and Khatri-Rao products

This appendix is devoted to the Kronecker and Khatri-Rao products [64], [65], [66], which are widely used in this paper.

Let $A$ and $B$ be two real matrices of dimension $m \times r$ and $n \times s$ respectively. The Kronecker product of $A$ and $B$ [64], denoted by $A \otimes B$, is defined as

$$A \otimes B = \begin{bmatrix} [A]_{1,1}B & [A]_{1,2}B & \cdots & [A]_{1,r}B \\ [A]_{2,1}B & [A]_{2,2}B & \cdots & [A]_{2,r}B \\ \vdots & \vdots & \ddots & \vdots \\ [A]_{m,1}B & [A]_{m,2}B & \cdots & [A]_{m,r}B \end{bmatrix} \quad (86)$$
where each $[A]_{i,j}B$ is a block of dimension $n \times s$, thus $A \otimes B$ has dimension $mn \times rs$. The Kronecker product is associative, distributive (with respect to the sum of matrices), but not commutative, and it satisfies the following properties

\[
    (A \otimes B)^T = A^T \otimes B^T \quad (87)
\]

\[
    (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \quad (88)
\]

\[
    (A \otimes B)(C \otimes D) = (AC) \otimes (BD) \quad (89)
\]

\[
    \text{vec}(AXB) = (B^T \otimes A)\text{vec}(X) \quad (90)
\]

where $\text{vec}(\cdot)$ denotes the vectorization operator which transforms a matrix into a vector by stacking the columns of the matrix one underneath the other.

Let $A = U_A \Sigma_A V_A^T$ and $B = U_B \Sigma_B V_B^T$ be the singular value decompositions of $A$ and $B$, respectively, then

\[
    A \otimes B = (U_A \otimes U_B)(\Sigma_A \otimes \Sigma_B)(V_A \otimes V_B)^T \quad (91)
\]

which implies

\[
    \text{rank}(A \otimes B) = \text{rank}(A) \text{ rank}(B). \quad (92)
\]

Thus the Kronecker product of two matrices is invertible if and only if both the factors are invertible.

Consider now two real matrices $A$ and $B$ of dimension $m \times r$ and $n \times r$ respectively, and denote the columns of $A$ by $a_1, \ldots, a_r$ and those of $B$ by $b_1, \ldots, b_r$. The Khatri-Rao product of $A$ and $B$ [65], [66], denoted by $A \odot B$, is defined as

\[
    A \odot B = \left[ a_1 \otimes b_1 \quad a_2 \otimes b_2 \quad \cdots \quad a_r \otimes b_r \right] \quad (93)
\]

where each $a_i \otimes b_i$ is a vector of dimension $mn$, thus $A \odot B$ has dimension $mn \times r$. The Khatri-Rao product is associative, distributive, but not commutative, and it satisfies the following equalities

\[
    (A \odot B)(C \odot D) = (AC) \odot (BD) \quad (94)
\]

\[
    \text{vec}(A \ \text{diag}(x) \ B) = (B^T \odot A)x \quad (95)
\]

where $\text{diag}(x)$ transforms the vector $x = [x_1 \ldots x_r]^T$ into a diagonal matrix with elements $x_1, \ldots, x_r$ along the diagonal.